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Abstract

Identification of the language spoken from
speech utterances is an interesting task be-
cause of the diversity associated with differ-
ent languages and human voices. Indian lan-
guages have diverse origins and identifying
them from speech utterances would help sev-
eral language recognition, translation and rela-
tionship mining tasks. The current approaches
for tackling the problem of languages identi-
fication in the Indian context heavily use fea-
ture engineering and classical speech process-
ing techniques. This is a bottleneck for lan-
guage identification systems, as we require to
exploit necessary features in speech, required
for machine identification, which are learnt by
a probabilistic framework, rather than hand-
crafted feature engineering. In this paper, we
tackle the problem of language identification
using latent representations learnt from speech
using Variational Autoencoders (VAEs) and
leverage the representations learnt to train se-
quence models. Our framework attains an ac-
curacy of 89% in the identification of 8 well
known Indian languages (namely Tamil, Tel-
ugu, Punjabi, Marathi, Gujarati, Hindi, Kan-
nada and Bengali) from the CMU/IIITH Indic
Speech Database. The presented approach can
be applied to several scenarios for speech pro-
cessing by employing representation learning
and leveraging them for sequence models.

1 Introduction

Language identification refers to the task of iden-
tifying the language being spoken when given a
speech utterance. Several intelligent agents rely
heavily on language identification systems for sub-
sequent speech recognition and processing tasks.
This problem is particularly interesting and impor-
tant in the Indian context, given the diverse nature
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of Indian languages. Several Indian languages suf-
fer regional bias and each language has its own
dialect as one travels within each state (region) of
the country. In this scenario, language identifica-
tion would be a challenging task for traditional
language identification systems which heavily rely
on feature engineering from speech.

Several of the current Indian language identifi-
cation systems rely on handcrafted features, which
end up serving as a bottleneck to such systems.
Such systems would greatly benefit by learning
necessary features in speech utterances using a
probabilistic framework and leveraging these rep-
resentations for training deep sequence models. A
few deep neural network based models have also
been proposed. The authors in (Lei et al., 2014)
perform posterior extraction using convolutional
neural networks (CNNs), and an i-vector based
system for subsequent language recognition. The
authors in (MounikaK. et al., 2016) use an end-to-
end deep neural network with attention mechanism
for Indian language identification.

We exploit the representation learnt by a
VAE (Kingma and Welling, 2013) trained on
speech segments to train several sequence mod-
els widely used for natural language process-
ing. These models use distributed word-
representations (Mikolov et al., 2013) which model
the words in a continuous vector space. We use the
latent feature representations learnt by a VAE in
the stochastic low dimensional latent representation
space in a manner similar to how distributed word
representations, obtained by pre-training large cor-
puses in an unsupervised manner, are used in natu-
ral language processing to train sequence models.

In this paper, we present a framework for Indian
language identification by pre-training a probabilis-
tic framework for representation learning and lever-
aging these representation for training sequence
models for classification.
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2 Related Work

Language identification from speech has been
deeply studied by various research communities.
Prosodic, phoenetic and phonotactic feature based
approaches for identifying language is studied
in (Tong et al., 2006) and (Liang Wang et al.,
2006). Many such classical feature engineering
based methods require a lot of domain knowledge.
With the rise of deep learning and neural networks,
automatic feature and representation learning has
greatly outperformed all such methods.

Language identification using Deep Convo-
lutional Recurrent Neural Networks is studied
in (Bartz et al., 2017). They use non-overlapping
segments of Mel spectrograms of speech which are
passed through a Convolutional Neural Network
and then the features maps are passed through a
Long Short Term Memory (LSTM). The final hid-
den state of the LSTM is used for classification.
The CNN captures the spatial features, whereas the
LSTM captures the temporal features.

For long speech utterances, Recurrent Neu-
ral Networks, can capture the temporal aspect
of speech utterances and this was considered
in (Gonzalez-Dominguez et al., 2014). The authors
in (Sarthak et al., 2019) give an attention based 1D-
CNN for the task of language identification directly
from raw audio. This attention greatly enhances the
performance of neural network based approaches.

Indian language identification using deep learn-
ing based models have been studied in (Leena et al.,
2005), (MounikakK. et al., 2016), (Thirumuru et al.,
2018) and (Bakshi and Kopparapu, 2017). Deep
neural network based systems take in the speech
utterances at each frame, classification performed
frame-wise, and this may be considered as a draw-
back. A deep neural network with attention mecha-
nism was considered in (MounikaK. et al., 2016).
This architecture applies attention to specific parts
of the input sequence, whilst memorizing impor-
tant features in long temporal sequences. A 39-
dimensional MFCC is considered by the authors,
each for 5 second chunks of the input sequence,
which are passed through a regular DNN to com-
pute hidden layer representations. An attention
mechanism is applied over this to memorize the
temporal aspect and summarize the features in the
whole speech utterance, giving a single context
vector and this vector is subsequently passed to a
classifier. Attention based Residual-Time Delay
Neural Network (RES-TDNN) is studied in (Man-
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dava and Vuppala, 2019), which further improves
over trying to capture the long range temporal de-
pendencies.

3 Proposed Framework

Our goal is to learn latent representations from
speech and use these representations to train se-
quence models for classification. We use Vari-
ational Autoencoders (VAEs) for representation
learning on small segments of Mel spectrograms of
speech utterances (40 Mel-scale filter banks). The
Mel spectrogram is obtained by taking the Fourier
transform of the signal, followed by mapping the
powers of the obtained spectrum onto the Mel scale.
The Mel-frequency scale resembles the resolution
of the human auditory system. The segmentation is
performed along the time axis. The model is trained
in a similar manner adopted in (Hsu et al., 2017).
After pre-training the VAE, the encoder’s latent
distribution is able to encode Mel spectrograms
of speech segments into a latent representations
space. We use a sequence of such latent repre-
sentation for each segmented Mel spectrogram of
speech utterance as input to sequence models. The
VAE captures important representational features
for each segment of the speech utterance and the se-
quence model captures the temporal aspect of each
speech utterance. The unsupervised representation
learning parameters are optimized in a different
step from when the supervised sequence learning
parameters are optimized.

3.1 Variational Autoencoder

A Variational Autoencoder (VAE) comprises of
two neural networks, the encoder gy (z|x) and the
decoder pg(x|z). The encoder, parameterized by
0, takes in the input observation (z) and encodes
it into a representation (z) sampled stochastically
from the distribution of y and o (Gaussian para-
metric layers of the encoder). The decoder, param-
eterized by ¢, takes in the representation (z) and
decodes it back into the input observation (). The
loss function (L) minimizes a joint objective of
two losses: reconstruction loss and KL divergence
loss.

Lyge = _qu(z|x) (p¢(ﬂ§|2’)) + K]L(QQ(Z’.T) | ‘p(Z))

(1)

Here, p(z) is the prior distribution (multivariate
standard Normal).

We use similar hyper-parameters as used in (Hsu

et al., 2017). The encoder contains 3 convolutional
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Figure 1: A view of the VAE architecture with the language identifier.

layers, followed by a fully connected layer and
two Gaussian parametric layer (one for mean and
another for log variance). The decoder contains
an initial fully connected layer which takes in z,
followed by another fully connected layer and 3
transpose-convolutional layers.

Figure 1 shows a view of the VAE architecture
along with the language identifier (successor to the
VAE pre-training phase).

3.2 Sequence Models

Sequence models capture the temporal aspect of
the speech utterance from the given sequence of
representation vectors.

For each segment of the Mel spectrogram of
speech utterance, the VAE encoder produces a vec-
tor in R™, where n is the dimension of the represen-
tation space. We pass the sequence of these vectors
for each segmented speech utterance to sequence
models for classification. The input to the sequence
models are a sequence representation vectors of
size 128 units, i.e the dimension of the representa-
tion space of the VAE. We compute the maximum
length of the sequences produced on segmentation
of each speech utterance, and apply zero-padding
vectors to each sequence to produce uniform length
sequences.

The sequence models considered in this work
are illustrated in the next sections. All the models
are trained separately on the same representation
vectors obtained from the pre-trained VAE encoder.

3.2.1 Long Short Term Memory (LSTM)
Networks and Bi-directional LSTMs

Long Short Term Memory (LSTM) (Hochreiter and
Schmidhuber, 1997) networks are sequence models
which learn temporal characteristics and contextual
information from sequences.

LSTMs have a single shortcoming, they make
use of solely the previous context. Bidirectional
LSTMs (Bi-LSTMs) make use of both the previ-
ous context as well as future context by iterating
through the sequence in both directions to com-
pute the hidden state vectors. We pass the forward
and backward sequence through the LSTM assign-
ing different weights and biases for each direction.
This is used to compute two separate sets of acti-
vations for the sequence in forward and backward
directions.

3.2.2 Bi-directional LSTM with
Self-Attention

The sequence of representation vectors is passed
through a bi-directional LSTM (bi-LSTM) (Schus-
ter and Paliwal, 1997) with a hidden state of 100
memory units. A self-attention mechanism is
adopted which gives attention to specific parts of
the input sequence, giving a attention weight ma-
trix of the input sequence. This mechanism is sim-
ilar to the attention layer in (Cheng et al., 2016).
The mechanism takes in the hidden states of the
bi-LSTM at each time step. The attention weights
are calculated for 30 sequence vectors, each giv-
ing attention to some specific part of the input se-
quence. The attention weights are applied to the
output of the bi-LSTM, resulting in a matrix of hid-
den states giving attention to specific parts of the
sequence. This is then flattened and passed through
subsequent fully connected neural network layers
to produce the output class logits.

3.2.3 Bi-directional LSTM with Soft-Aligned
Attention

We apply a similar attention mechanism as that

adopted in the encoder of (Bahdanau et al., 2014).

We pass the sequence of representation vectors
through a bi-LSTM with a hidden state of 100
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memory units similar to the previous model. The
difference lies in the attention mechanism adopted.
We calculate a soft-alignment score between each
of the hidden states of the bi-LSTM at each time
step and the last hidden state. This gives the soft-
aligned attention weights, which are applied to the
output of the bi-LSTM at each time step to pro-
duce a single final hidden state vector. This is then
passed through subsequent fully connected neural
network layers to produce the output class logits.

3.2.4 Recurrent Convolutional Neural
Networks

We apply a similar architecture as that adopted
in (Lai et al., 2015). We pass the sequence of repre-
sentation vectors through a bi-LSTM with a hidden
state of 100 memory units similar to the previous
model. The hidden state at each time step is con-
catenated to the corresponding input representa-
tion. This is passed through a fully connected layer
which maps the concatenated vector back to the
hidden state size. The architecture takes care of the
right context and left context as it is a bi-LSTM,
which takes care of information and representation
flow in the forward and reverse direction of the
speech utterance. We perform max-pooling across
all the sequences and pass the output through sub-
sequent fully connected neural network layers to
produce the output class logits.

3.2.5 Transformer

We use the encoder of the Transformer architec-
ture similar to that adopted in (Vaswani et al.,
2017). We do not apply the positional encodings
and masking mechanisms. The sequence of repre-
sentation vectors are directly passed through two
encoder layers, each of which which comprise of
self attention and position-wise feed-forward lay-
ers. The hidden dimensions of the position-wise
feed-forward layers are 100 units. The set of hyper-
parameters adopted similar to (Vaswani et al., 2017)
are (N = 2, dppoder = 128, dg = dj, = d, = 32,
Pdropout = 0.3). The output of the encoder is flat-
tened and passed through subsequent fully con-
nected neural network layers to produce the output
class logits.

An illustration for training and language identifi-
cation (testing) of the VAE and Sequence Model is
given in Algorithm 1 and Algorithm 2.
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Algorithm 1 VAE-Seq Language Identification
Training

Input: Dataset D, VAE parameters (¢, 0), Sequence Model parameters ()
Output: Optimized parameters ¢, 6 and &
. Initialize parameters ¢, 6 and &
. repeat
Sample mini-batch M = {;};—1,2,...)n of audio spectrograms
from D by segmenting spectrogram of audio clips
Forward pass mini-batch M through VAE
Update parameters ¢ and 6 using V ¢ 6 Lyae (¢, 0, M)
. until convergence of ¢ and 6
. repeat
Sample mini-batch M = {x, y; }i—1,2,...| | from D where x; is
a sequence of segmented spectrograms and y; is label for ¢’th sample
Forward pass each sample in x; through VAE encoder parameterized
by 6 to convert {:, yi}i—1,2,... 0| t© {vi, Yi}i=1,2,... 0| Where
each v; is a sequence of representation vectors for z;
10: Forward pass each v; through Sequence Model parameterized by &
to give predicted labels {¥; } ;—1,2,...|a1]
11:  Update parameters £ using
VeLseq(&{¥iti=1,2,.. )M {¥iti=1,2,... M)
12: wuntil convergence of &
13: return ¢, 6 and ¢

R e AR S

Algorithm 2 VAE-Seq Language Identification

Input: Speech clip =, Optimized VAE parameters (¢, 0), Optimized Sequence
Model parameters (&)

Output: Language label y

1: Forward pass the segmented spectrogram of x through the VAE encoder
having optimized parameters 6 to obtain a sequence of representation vec-
tors v

2: Forward pass v through the Sequence Model having optimized parameters
£ to obtain the language label y

3: return y

4 Experimental Results

We pre-train the VAE on segmented speech
utterances from the CMU/IITH Indic Speech
Database (cmu) (Prahallad et al., 2012). The
database contains raw speech utterances in 8 lan-
guages, namely Bengali, Gujarati, Hindi, Kannada,
Marathi, Punjabi, Tamil and Telugu. The raw audio
is converted to a Mel spectrogram (with 40 Mel
filter banks and FFT window of size 1024 units).
The Mel spectrogram is then segmented along the
time axis, with an overlapping window of 4 units,
producing a sequence of spectrograms, each of di-
mensions (40 x 20). The VAE is then trained to
learn representations for these small segments (ut-
terances) in an unsupervised manner.

Similar pre-processing is applied on each speech
utterance, prior to training the sequence models, to
create a sequence of spectrograms, each of dimen-
sions (40 x 20), which are then passed through the
pre-trained VAE encoder to produce a sequence of
representation vectors, each of size 128 units.

The sequence models are trained on the above
pre-processed speech data. We use cross-entropy
between the output logits and the labels as the
loss metric, which is minimized using Adam opti-
mizer (Kingma and Ba, 2014), with learning rate
of 1074, 81 of 0.999, 35 of 0.99 and weight decay



Table 1: Comparison of models

Model Accuracy
GMM-HMM (3 languages) (Shikhamoni Nath) 86.1%
GMM + spec-pros feat (8 languages) (Vempada et al., 2013) | 58.45%
DNN (8 languages) (Vuddagiri et al., 2018) 83.17%
DNN-WA (8 languages) (Vuddagiri et al., 2018) 86.10%
VAE + Bi-LSTM (1 layer) with Self-Attention 88.24%
VAE + Bi-LSTM (2 layers) with Self-Attention 89.25%
VAE + Bi-LSTM with Soft-Aligned Attention 87.56 %
VAE + RCNN 86.72%
VAE + Transformer 86.22%

of 107°.

The results obtained on the testing set are shown
in Table 1 compared with GMM-HMM based ap-
proach (Shikhamoni Nath), GMM along with spec-
tral and prosodic features (Vempada et al., 2013),
Deep Neural Network based approach (Vuddagiri
et al., 2018) and DNN with Attention (Vuddagiri
et al., 2018). In the table, the results are mapped
to the 8 languages under consideration. The con-
fusion matrices obtained for each sequence model
are shown in Figure 2 (Appendix). We clearly see
that deep learning based approaches outperform
feature engineering and classical approaches. Our
approach shows a performance gain in terms of
accuracy compared to previous deep learning ap-
proaches as well.

5 Conclusion

In this paper, we have introduced a new framework
for Indian language identification using VAE rep-
resentation learning and state-of-the-art sequence
models to capture the temporal characteristics of
speech. The framework performs well on identifi-
cation of 8 well known languages. The framework
also helps improve language identification in the
future as sequence models in natural language pro-
cessing become better capturing long range depen-
dencies and other temporal aspects of sequences. It
can be applied in several other speech processing
scenarios as well where the task requires represen-
tation learning from speech utterances and subse-
quent classification using a sequence model. We
see VAEs are powerful probabilistic models which
can learn useful representation from speech utter-
ances and these representations can be utilized in
several downstream tasks.
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A Appendices

A.1 Qualitative Analysis

The T-SNE (Maaten and Hinton, 2008) embedding
space of the representation in the last hidden layer
assigned by each sequence model are shown in Fig-
ure 3. The visualizations give important deductions
regarding the origins of each language considered.

In each T-SNE embedding space plot, we ob-
serve that Bengali and Hindi clusters appear close
to each other, as Bengali and Hindi are indeed sim-
ilar languages. Similar is the case with Marathi
and Gujarati clusters, geographically being neigh-
bouring states in India. The clusters of the South
Indian languages of Tamil, Telugu and Kannada,
geographically being neighbouring states, must ap-
pear near each other which prevails in most of
the embedding space plots. The Punjabi cluster
appears near the clusters of the South Indian lan-
guages of Tamil, Telugu and Kannada, an error
which prevails in all the embedding space plots.
There is clear distinction between the South In-
dian languages (believed to have Dravidian roots)
and the North Indian languages (believed to have
Indo-Aryan roots) in each embedding space, an
important experimental finding.
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Figure 2: Confusion matrices for each sequence model on test data. The corresponding labels are O for Bengali, 1
for Gujarati, 2 for Hindi, 3 for Kannada, 4 for Marathi, 5 for Punjabi, 6 for Tamil and 7 for Telugu.
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(d) RCNN (e) Transformer

Figure 3: T-SNE embedding space of representations in the last hidden layer assigned by each sequence model on
test data.
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