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Overview of the Overview

« The Translation Problem and Translation Data
— “What do we have to work with?”
» Modeling
- “What makes a good translation?”
» Search
— "What's the best translation?”
« Training
— "Which features of data predict good translations?”
« Translation Dictionaries From Minimal Resources
— "What if | don't have {(much) parallel text?”
+ Practical Considerations

AMTA 2006 Overyrew of Statistcal MT




The Translation Problem
and
Translation Data
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The Translation Problem
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Why Machine Translation?

| * Cheap, universal access to world’'s online
!information regardless of original language.
' (That’s the goal)

Why Statistical (or at least Empirical)
Machine Translation?

i* We want to translate real-world documents.
Thus, we should model real-world documents.

i* A nice property: design the system once, and
extend to new languages automatically by
training

lon existing data.

P¥e®ining data, tededpouicpiirameterized MT systém

Ideas that cut across empirical
lanquage processing problems and methods

'Real-world: don’'t be (too) prescriptive. Be able to
%process {(translate/summarize/identify/paraphrase) relevant
!bits of human language as they are, not as they "“should
|be”. For instance, genre is important: translating French
iblogs into English is different from translating French
inovels into English.

éModel: a fully described procedure, generally having
|variable parameters, that performs some interesting task
' {for example, translation}.

Training data: a set of observed data instances which
?can be used to find good parameters for a model via a
Etraining procedure.

!Training procedure: a method that takes observed data

jand refines the parameters of a model, such that the model ;

fis improved according to some objective function.
AMTA 2008 Overview of Stabistical MT &




Resource Availability

a{/lmost of this tutoriall

oo bt piedateadyy 2 3 4 H
EESA 2554 2528 3555 H o4 LR %3

Some other work: translation for the rest
of the world’s languages found on the web.
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| i
;é
20t wopdn Approximate
Parallel Text Available
. (with English)
Various
Western Eurcpean
languages:
parliamentary
proceedings,
govt documents Bible/Koran/ Nothing/
{(~30M words) Bock of Mormon/ Univ. Decl.
Dianetics 0f Human
ﬁ {~1M words) Rights
l {(~1F. words)
Chinsss o o & Arabic Iuliann‘m’h Finnish Sarbian lebek Chechen Ehmer
Bengali




Most statistical machine translation (SMT)
research has focused on a few “high-resource”
languages (European, Chinese, Japanese, Arabic).

Resource ilabilit

JH We'1ll discuss this briefly
Overview of

AMTA, 2006
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The Translation Problem

Document translation? Sentence translation? Word translation?

What to translate? The most common
use case is probably document translation,

Most MT work focuses on sentence translation.

What does sentence translation ignore?
- Discourse properties/structure.
- Inter-sentence coreference.

AMTA 2006 Overview of Statistical MT 10




1

Doé;.ment Trg_nslgtion:
Could Tramslation Exploit Discourse Structure?

<doc> Documents usually don’t
<senteé-£g;_,// begin with “Therefore”
William Shakespeare was an English poet and
playwright widely regarded as the greatest writer of
the English language, as well as one of the greatest

in Western literature, and the world'’s pre-eminent
dramatist.

<sentence>

(He'wrote about thirty-eight plays and 154 sonnets,

as well as a variety of other poems.

<sentence> -

What is the referent of “He”?
</doc>
AMTA 2006 Overview of Statistical MT 1

Sentence Translation

- SMT has generally ignored extra-sentence
structure (good future work direction
for the community).

- Instead, we've concentrated on translating
individual sentences as well as possible.
This is a very hard problem in itself.

- Word translation {knowing the possible
English translations of a French word)

is not, by itself, sufficient for building
readable/useful automatic decument
translaticns - though it is an important
component in end-to-end SMT systems.

Sentence translation using only a word translation
dictionary is called “glossing” or “gisting”.
AMTA 2006 Overview of Stahstical MT 12




Word Translation (learning from minimal resources)

We’ll come back to this later..

and address learning the word
translation component (dictionary}
of MT systems without using
parallel text.

(For languages having little

parallel text, this is the best
we can do right now)

AMTA 2006 Overview of Statistical MT 13

Sentence Translation

- Training resource: parallel text (bitext).

- Parallel text (with English) on the order
of 20M-200M words (roughly, 1M-10M sentences)
is available for a number of languages.

- Parallel text is expensive to generate:
human translators are expensive
($0.05-$0.25 per word). Millions of words
training data needed for high quality SMT
results. So we take what is available.
This is often of less than optimal genre
(laws, parliamentary proceedings,
religious texts).

AMTA 2008 Cverview of Statistical MT 14




nten Translation: ex le m an
less literal translations in bitext

French, English from Bitext Clogely Literal English Translation

Le débat est clos .
The debate is closed .

The debate is closed.

Accepteriez - vous ce principe ?
Would you accept that principle ? Accept-you that principle?

Merci , chére collégue .

Thank you , Mrs Marinucci .

Thank you, dear colleague.

Avez - vous donc une autre proposition ?

Can you explain ?

Have you therefore another proposal?

(from French-English European Parliament procaedings)

AMTA 2006

Qverview of Statistical MT 15

Sentence Translation: ex 1 of more a
less literal translations in bitext

Le débat est clos .
oy o\ N
The debate is closed .

Word alignments illustrated.
Well-defined for more literal
translations.

Accepteriez - vous ce principe ?
> | \
Would you accept that principle ?

Merci , chére collégue .

| ™\

Thank you , Mrs Marinucci .

AMTA 2006

Avez - vous donc une autre proposition ?

Can you explain ?

Overview of Statistical MT 16




T ation ignmen

- As mentionaed, translations are expensive to commission
and generally SMT research relies on already existing
translations

- These typically come in the form of aligned documents.

- A sentence alignment, using pre-existing document
boundaries, is performed automatically. Low-scoring
or non-one-to-one sentence alignments are discarded.
The resulting aligned sentences constitute the
training bitext.

- For many modern SMT systems, induction of word
alignments between aligned sentences, using algorithms
based on the IBM word-based translation models, is one
of the first stages of processing. Such induced word
alignments are generally treated as part of the observed

data and are used to extract aligned phrases or subtrees.
AMTA 2006 Overview of Statistical MT 17

Target Language Models

The translation problem can be described as modeling
the probability distribution P(E|F), where F is a
string in the source language and E is a string in the
target language.

Using Bayes’ Rule, this can be rewritten

P(E|F) = P(F|E)P(E)

P{Fi
= P(FIE)P{E) {since F is cobserved as the
séntence to be translated,
P(F)=1].

P{F|E) is called the “translation model” {TM).
P{E) is called the “language model” (LM).
The LM should assign probability to sentences

which are “good English”.
AMTA 2006 Overview of Statistical MT 18 J




Tar Lan e M
- Typically, N-Gram language models are employed

- These are finite state models which predict

the next word of a sentence given the previous
several words. The most commen N-Gram model

is the trigram, wherein the next word is predicted
based on the previous 2 words.

- The job of the LM is to take the possible next
words that are proposed by the TM, and assign

a prcbability reflecting whether or not such words
constitute “good English”.

p {the jwent to) p (the | took the)
p(happy|was feeling) p(sagacious{was feeling)
p(time|at the) p(timejon the)

AMTA 2008 Overview of Statistical MT 19

Translating Words in a Sentence

- Models will automatically learn entries in
probabilistic translation dictionaries, for
instance p(ellejshe), from co-occurrences in
aligned sentences of a parallel text.

- For some kinds of words/phrases, this
is less effective. For example:

numbers

dates

named entities (NE)
The reason: these constitute a large open
class of words that will not all occur even in
the largest bitext. Plus, there are
regularities in translation of
numbers/dates/NE.




Handljing Named Entities

- For many language pairs, and particularly
those which do not share an alphabet,
transliteration of person and place names
is the desired method of translation.

- General Method:
l. Identify NE’'s wvia classifier
2. Transliterate name
3. Translate/reorder honorifics

- Also useful for alignment. Consider the
case of Inuktitut-English alignment, where
Inuktitut renderings of European names are
highly nondeterministic.

AMTA 2006 Owarview of Stalistical MT
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Transliteration

Williamms | MclLean
alliams makuliip
uialims makkalain
ailialums | maklaain
. . uiliam maklain
InUktItUt I’enderlng Of © b uitiamneas { maklainn
uiliamy mzklan
English names changes the uitians | makli
uliams maklii
string significantly but not Wl maklid,
il Campbell | makiin
deterministically oot~ | mabain
Kaampul mialliin
kawmvul mikjain
kanmvul ik lin
miklin

AMTA, 2006 Crverview of Statistical MT
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Transliteration

FWilliains | McLean
alligms makalain
uialims miakkalain
uibilums maklaain
. . uiliam maklain
Inuktitut rendering of wilammas | maklinn
hans maklai
English names changes the  [vilns | maki
uliams makln
H i~mifi viliams akliik
string significantly but not s | makidk
inick Campbell | maklin
deterministically Eamae— | main
kaampul mfilliig
Train a probabilistic finite-state ’{2:1"“,‘“?1 x:t{;‘l':
transducer toe model this ambiguous mikkin
transformation
AMTA 2006 Overview of Statistical MT 23
Transliteration
[ Wiliams | McLean
ailiams makalain
uialims makkalain
ailialums | maklaain
. . uiliam maklain
Inuktitut rendering of alammas | makling
uilliams maklace
English names changes the  {uitians | maki
vliams makli
1 i i3 viliams akliik
string significantly but not ams | makliik
TP Campbell | makli
deterministically ol
kaampul matliin
kuamvul miklain
famval mikfiin
miklin
... Mr. Williams ... ... mista uialims ...
AMTA 2006 Overview of Statistical MT 24




ful T alysis

- Number/Date Handling
- Named Entity Tagging/Transliteration

- Morphological Analysis
- Analyze a word to its root form
(at least for word alignment)
was -> is believing -> believe
ruminerai -=> ruminer ruminiez -> ruminer
- As a dimensionality reduction technique
- To allow lookup in existing dictionary

AMTA 2006 Overview of Statistical MT 25

Modeling

What makes a good translation?

AMTA 2008 Overview of Statistical MT 26




Modeling

* Translation models
- “Adequacy”

— Assign better scores to accurate (and
complete) transiations

» Language models
- “Fluency”

—~ Assign better scores to natural target
flanguage text

AMTA 2006 Overview of Statistical MT

Word Translation Models

Auf diese Frage habe ich fleider keine Antwort bekommen

/"

Blue word links aren’t observed in data.

e

| did not wunfortunately receive an answer to this question

AMTA 2006 Cwverview of Statistical MT
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Word Translation Models

+ Usually directed: each
word in the target
generated by one word in Im  Anfang war das  Wort
the source

» Many-many and null-
many links allowed

+ (Classic IBM models of
Brown et al.

« Useful for word
alignment, not translation

in the beginning was the word

AMTA, 2006 Overview of Statistical MT 29

Phrase Translation Models

| Not necessarily syntactic phrases |

| Division into phrases is hidden | .

Auf diese Frage | habe ich | leider | keine | Antwort bekommen

| did | not {unfortunately | receive an answer | o this question

Score each phrase pair using several features

AMTA, 2006 Overview of Statistical MT 30




Phrase Translation Models

» State-of-the-art for several years

» Each source/target phrase pair is scored
by several weighted features.

« The weighted sum of phrase pair and
language model features is the whole
translation’s score: ¢é-°f

» Phrases don't overlap (cf. language
models) but have “reordering” features.

AMTA 2006 Owvarview of Statistical MT n

Single-Tree Translation Models

Minimal parse bree: word-word dependencies ]

e\

Auf diese Frage habe ich leider keine Antwort bekommen

HULL

I did not unfortunately receive an answer to this question

Farse trees with deeper structure have also been used.

AMTA 2006 Overview of Statistical MT 32




Single-Tree Translation Models

+ Either source or target has a hidden tree/parse
structure -
— Also known as “tree-to-string” or “tree-transducer”

models

* The side with the tree generates words/phrases
in tree, not string, order.

* Nodes in the tree also generate words/phrases
on the other side.

* English side is often parsed, whether it's source
or target, since English parsing is more
advanced.

AMTA 2008 Overview of Statistical MT 33 ‘

Tree-Tree Translation Models

el

Auf diese Frage habe ich leider keine Antwort bekommen

/

/

NuLL

1 did not wunfortunately receive an answer to this question

N

AMTA 2006 Overview of Statistical MT 34




Tree-Tree Translation Models

Both sides have hidden tree structure
— Can be represented with a “synchronous” grammar

+ Some models assume isomorphic trees, where
parent-child relations are preserved; others do
not.

+ Trees can be fixed in advance by monolingual
parsers or induced from data (e.g. Hiero).

» Cheap trees: project from one side to the other

AMTA 2006 Qverview of Statistical MT 35

Projecting Hidden Structure

[ _Annotations From Existing English Tools |

MNNS VEBCG NP MNP

LN
[Nationa.l laws]dpplymg, 1n [Iiong, Kcrng]
i)

e .
v 3 ‘
5 & = 5 G [:% e = 13]
I NN NN VB VB 1 ER} A NS MENS
—_— —— —— e S
in I fentpe itnplerseating of paatioennink kawis)
ot
[PLACE)

[ tnduced Annotations for Chinese |
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Finite State Models

§nin #xpoits ace projected oo Fall by 25 % Soge Lagguage
ey rowy ey a S

Tif T % Py Sermuce
Source Phrese P P
Sepmentation o N AR i N
aih exports are_projecied i fall by 2% % Homrre Plmaces
. vy iz ¥ By U
Somwee Plrase S . G H
Feordeviog . : : :
export irmim boe proiecsed_to Bl by 25 % Remdaed Some
Ya, Ys, W2y Ay %y Plowiss
Target Phrase . . &
SN PRI N LTl Pavemeatof
b emports - 10 groun. are_propcied to CRall: bY 25 N po paye
AL A} L] LF3 Tx Trseroon Markers
Farave H 5 .
Transdwetivn : 5 . . : L
s, exprvhmions de - arminy . doivens " fechr. - de 28 by Terge: Plaes
SR %z e ova o e vro
4 4 4, 4, 4, 4
Taget Phease . . . . .
swm '- T u N f * F. [ 1
s exporiatious de grains doiven fhcharde 29 % Torzet Langunge
£, fa £, &, 1, fg Fatfypiy Senpence
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Finite State Models

[ ]

~Natural composition with other finite state
processes, e.g. Chinese word
segmentation
Standard algorithms and widely available
tools (e.g. AT&T fsm toolkit)
Limit reordering to finite offset

Often impractical to compose all finite
state machines offline

AMTA 2006 Overview of Statistical MT 3B




Search

What's the best translation
(under our model)?

AMTA 2006 . Overview of Statistical MT
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Search

» Even if we know the right words in a

translation, there are n! permutations.

» We want the translation that gets the
highest score under our model

— Or the best k translations

— Or a random sample from the model's
distribution

o But not in n! time!

AMTA, 2006 Owerview of Statistical MT
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Search in Phrase Models

| Deshatb  wir bhaben Jallen Grund] . die Umwelt Jin | die | Agrarpolitik | zu | integrieren

[ Thai is why we have I every reason I o l integrate I the environmaent I in I the I agricultural policy I

Transiate in farget language order to ease Janguage modeling.

AMTA 2008 Dverview of Statistical MY 41

Search in Phrase Models

* Many ways of segmenting source
» Many ways of translating each segment

» Prune away unpromising partial
translations or we’'ll run out of space
and/or run too long

— How to compare partial translations?
— Some start with easy stuff: “in”, “das”, ...

— Some with hard stuff: “Agrarpolitik”,
“Entscheidungsproblem”, ...

AMTA 2006 Owverview of Statistical MT 42




What Makes Search Hard?

What we really want: the best (highest-scoring)

translation

What we get: the best translation/phrase

segmentation/alignment

- Even summing over all ways of segmenting one
translation is hard.

Most common approaches:

— Ignore problem

- Sum over top j transiation/segmentation/alignment
triptes to get top k<<j translations

AMTA, 2006 Overview of Statistical MT 43

Redundancy in n-best Lists

Source: Da ich wenig Zeit habe , gehe ich sofort in medias res .

as | have litte ime | | am immadiately in medias tas . | 0-1.0-1 2-2.4-4 3-4,2-3 5-5 5-5 6-7 6-7 5-8 B-8 2-9.5-3 10-10,10-10 11-11,11-11 12-92.12-12

ag i hene liliwe flme | o gm immedistely 0 madias ces ) 020,00 1-1,1-1 2-2.4-4 3-4.2-3 55 55 6-7.6-7 5-5,8-8 98,58 10-10,10-10 11-11,11-11 12112, 12-
:i have lillk ime | am in modias res mmediately | 0-1,0-1 2-2.4-4 3-4.2.3 5.5, 5.5 6.7 6-7 8-8.9-8 9:9,10-10 10-10,11-11 11-11.8-8 121121212

&% i have lifle tme , | am In medias res wnmediatsly . | 0-0.0-0 1-1,1-1 2-2,4-4 34 2-3 55 55 6-7 67 6-8,0-9 99 10-10 10-10,19-11 11-T1.8-8 121212+
;§1 have lilile hima | am immediately In medias ras | (-1,0-1 2-244 3-3,2-7 4-4,3-3 5-5 %5 &7 6-7 8-8,8-8 9-9,0-3 1010, 10-10 1119, 11-11 12-12,12-
;fl Fava Wik tane |« am immetabely o medias res | j -0,0-0 1-1,1-1 2-2.4-4 3-3,2-2 4-4 3.3 5.5.5.5 6.7.6-7 8-8.8-8 3-9.9-8 1010, 4010 11-11.11-11 12
;:Iif;:i Iilfke ligng , 1 gen in madhas res mmedialely | 0-30-1 22 44 3322 4-4.3-3 55,55 67, 6-T 82,889 3-8 1010 10-10, 4111 1491 8B 1212 12-
;gi ngva lite ime | i 2m in madias reg immediately | 0-000-01-14-1 22,44 3-3.2-2 4.4 3-3 5-5.5-5 £-7.6-7 8-8,9-9 98 10-10 1010 11-11 1311 88 12,
;:I:Ifl;li Inlle fime | i am immathetely i1 medias res . f0-1.0-1 2:2.3.4 39,23 55 5.5 6-6,7-7 7-7,6-8 54,8 8889 10101010 11111411 1212 12-
;in ngwe lMlle me || am ymmethetely in medizs res | 000 141,141 22 44 34 2355 58 66, 7-T 7-7 £-6 88 8-3 8899 10101010 11111111 12-
;5}1:;\% Inttie fme . woukd immediately in medas res | 0-10-1 2-24-4 34 23 5555 6-6.7-T 7-7 6-6 &8 B8 8998 15-10, #-10 11-11.11-11 12.
l‘az;:]az-us‘:i have it tme |, | am ImMmediately in medias tes | 0-0.0-0 1-1.1-1 22 4-4 3-4,2-3 5555 6-7 67 -8 88 8990 10101010 11-11. #1111 12
;511:;:'3 Il 4ma , v A imediakely o medias res | (0-10-12-2,4-4 33,22 44 3.3 5-5.5-5 §-6.7-7 7.7 56 88,88 9-9.9-0 1010, 10-7¢ 11-11,11-11 12-
;5}1?;;; |Ig|e1;f:|; 1I23T| imemnateatedy n metas res | 000 1-1,1-1 2-2.4-4 3-3,2-2 44 3.3 5.5 5.5 5-6,7-T 7-7.5-6 8-8.8-8 59 59 10-10,10-10 11-

111 1

oeco BTk " or mrciton . mocs res WNBOASH O BEAGBEAIIEY 6.7 5.00.65.905 10,10 1010 11011 11-11 1884212
?Zmavehttlehme i am in res medias mmedidely | | (000 1-1.1-1 2-2.4-4 3-4,2-3 5555 67 6-7 §-8.9-0 99,1111 1010, 10- 10 11-11,8-5 12~ 12 12-




Bilingual Parsing

polll | old' | aldpéx
the
the fox knows many ings knows
many
A variant of CKY chart parsing. things
AMTA 2006 Overview of Statistical MT 45

Bilingual Parsing

polr

i v NP
/ / /
[ ol ApAx
ne fox knows many things
NP ' NF
AMTA, 2006 Cverview of Statistical MT
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Bilingual Parsing

poll
VP
—T
NP v NP
/ ! /
pol’ i L
the % hings
NP \-|f NP
\\‘E’——"’"’l
AMTA 2006 Qverview of Statistical MT 47
Bilingual Parsing
2 poll | old' | alSpéx
P
/\/\‘\
NP v NP the
/ f /
ol old’ albpax
T >
the fox KIaows many Things knDWS
Ne v NP many
\\/\\;#/
things
s

AMTA 2006

Overview of Statistical MT 48




MT as Parsing

+ If we only have the source, parse it while
recording all compatible target language
tress.

* Runtime is also multiplied by a grammar
constant. one string could be a noun and a
verb phrase

« Continuing problem of multiple hidden
configurations (trees, instead of phrases)
for one translation.

AMTA 2006 Overview of Statistical MT 49

Training

Which features of data predict
good translations?

AMTA 2006 Cwverview of Statistical MT 50




Training: Generative/Discriminative

» Generative

~ Maximum likelihood training

- *Count and normalize”

— Maximum likelihood with hidden structure

» Expectation Maximization (EM)

 Discriminative training

— Maximum conditional likelihood

— Minimum error/risk training

— Other criteria: perceptron and max. margin

AMTA 2006 Overview of Statistical MT 51

“Count and Normalize”

. into the programme ...
.. into the disease ...

+ Language modeling example: . into the disease ...
assume the probability of a word - ino the correct..

.. into the next ...

depends only on the previous 2 ... into the nationa ..
... into the integration ...
Words. ... into the Union ...
I — ... into the Union ...
pidisease | o (hey-= ‘”[;:[;;ht;i:; : ... into the: Union ...
... into the soft ...

... into the internal ...

~» p(diseasel|into the) = 3/20 = 0.15 - intothe general ...

. " . . ... into the budget ...
* “Smoothing” reflects a prior belief - irtote diseass ..
that p(breechlinto the) > 0 ~into the various .
despite these 20 examples. .. into the nuclear ...

... into the bargain ...
... into the situation ...

AMTA 2006 Owerview of Statistical MT 52




Phrase Models

I
did
not
unforlunately
raceive
an
answer
ta
this
question
Y = = = =
Assume word alignments are given. = g
AMTA 2006 COwverview of Statistical MT 53
Phrase Models
I
did
not
unfortunately
receive
an
answer
to
this
question
Some good phrase pairs. = §

AMTA, 2006 Overvigw of Statistical MT
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Phrase Models

|
nol §
unfortunately ¢

raceive

an

answer

to

this

guestion

§

n
2581p
abely
aqey
lapiay
ouay

HOM U
vauoyaq]

Some bad phrase pairs.
AMTA 2008 Cwverview of Statistical MT
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“Count and Normalize”

« Usual approach: treat relative frequencies
of source phrase s and target phrase t as
probabilities

count(s,t) _ count(s,t)

p(tls)

count(t) counit(s)
* This leads to overcounting when not all

segmentations are legal due to unaligned
words.

pisit) =

AMTA 2006 Overview of Statistical MT 58




Hidden Structure

« But really, we don’t observe word
alignments.

» How are word alignment model
parameters estimated?

* Find (all) structures consistent with
observed data.
— Some links are incompatible with others.
— We need to score complete sets of links.

AMTA 2006 Qverview of Staiistical MT 57

Hidden Structure and EM

» Expectation Maximization

- Initialize model parameters {randomly, by some
simpier model, or otherwise)

— Calculate probabilities of hidden structures

— Adjust parameters t¢ maximize likelihood of observed
data given hidden data

- lterate

« Summing over all hidden structures can be
expensive
— Sum over 1-best, k-best, other sampling methods

AMTA, 2006 Overview of Statistical MT 58




Discriminative Training

» Given a source sentence, give “good”
translations a higher score than “bad”
translations.

» Spend less “energy” modeling bad translations.

» During training, goodness is measured by
automatic metrics such as BLEU, word error
rate, or conditional probability.

» Disadvantage: We need to run the translation
system at each training step.

AMTA 2006 Owverview of Statistical MT 59

“Good” Compared to What?

» Compare current translation to
 Idea #1: a human translation. OK, but

— Gocod translations can be very dissimilar

- We’d need to find hidden features (e.g.
alignments)

+ ldea #2: other top n translations (the “n-
best list”). Better in practice, but

— Many entries in n-best list are the same apart
from hidden links

AMTA 2006 Overview of Stalistical MT 60




Minimizing Error

+ Adjust parameters to
minimize error when
translating a training set

» Error as a function of
parameters is
~ nonconvex: not guaranteed
to find optimum
- piecewise constant: slight
changes in parameters might

not change the output.
+ Usual method: optimize RN e
one parameter at a time wegnt 0% ean foae |
with linear programming e
AMTA 2006 Owerview of Statistical MT 61

Minimizing Risk
instead of the error of the 1-best e
translation, compute expected i
error using k-best translations;
this makes the function
differentiable.

Smooth probability estimates
using gamma to even out local
bumpiness. Gradually increase
gamma to approach the 1-hest
error.

[exp8 = £]

s Yoy

S T L A |
Py e s
e ~egm

¥y =10 P
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Generative/Discriminative Reunion

+ Generative models can be cheap to train:
“count and normalize”.

+ Discriminative models focus on probiem:
“get better translations”.
» Popular combination

— Estimate several generative translation and
language models using relative frequencies.

— Find their optimal (log-linear) combination
using discriminative techniques.
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Learning Word Translation Dictionaries
Using Minimal Resources
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Learning Translation Lexicons for
Low-Resource Lanquages

{Serbian Uzbek Romanian Bengali} ——s English

Probiem: Scarce resources . . .
- Large parallel texts are very helpful, but often unavailable
- Often, no “seed” translation lexicon is available
- Neither are resources such as parsers, taggers, thesauri

Solution: Use only monelingual corpora in source, target
languages
- But use many information sources to propose and rank
translation candidates

AMTA 2006 Overview of Statistical MT €5

Bridge Languages

Intra-family string
transduction

Dictionary
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Construction of Translation Candidate Sets
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* Constructing translation candidate

Tasks
Cognate Selection
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Tasks

The Transliteration Problem

Arabic

Inuktitut

AMTA, 2006

Piedade BEH YEH YEH DAL ALEF DAL YER

Bolivia BEH WAW LAM YEH FEH YEH ALEF
Luxembourg LAM KAF SEEN MEEM BEH WAW REH GHAIN
Zanzibar ZAIN NOON JEEM YEH BEH ALEF REH

Williams: uialims viliatums viltamimas viliams
Campbell: kaampun kaampul kamvul kaamvul

McLean: makalain makiainn makliin makkalain

Overview of Statistical MT
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Ex le

als for Cognate and Transliteration Matching

Memoryless Transducer

(Ristad & Yianilos 1997)

la,a)
PPl
(p.B)
{_,a)
(a;_)
[..b)
(p._)

AMTA, 2006
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Two-State Transducer (“Weak Memory™)

f_.a1 035

{a,_} B.10
H o
I,
! /

{ /
/.11; Y — .
f /f“!’; i "“---.__t_,a)om \
@b oz S ( 'i B S Y
L :
" ot 0.0
{m, mp O.0L
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( Examples: Possible Cognates Ranked by
Various String Models

String Trnisduction Modehs Rasaking Spanish Bridae Words {o1- B ian Sedroe Werd Jinplurd
C1 2 [=E) R&EY | 25TEF (113 SN | Al ou) JOLO
aringratc: Singrate 3mgTac Sangete | Sungmie Eiimgrate | SeiRgrow g Sangeater Singearo
S:ingerir | Sungeric | S:eagase | Sogrite S:e grite Siingerir | S:ingeme Stegrite | Scinfare Siengaste
S:engaste | Swengasre | Sumgeric | Sigaita S:grito Sz Szingeric Sinegrta | Scengaste | S.anguida
Scngreso | Singreso | Stinglete §igrita Ssingerir | 3ot Soingle S:ingerir | Simgresc | Smfano
Sringerido | Bingeride | Stimgreco | Smegmine | Sinegrita Liinglees | S:angm §igrito Sintroite | S:agwila
Singhete S:ghire Siimgetide | Sinfate | S:griw S:gaita Saingeride | S:gmua Simegrite S:ingreso
S:gtie Siingiew Suinfare Smegrita | S:zaia Smegritc | Singenic Srgaa Stingerido | S:inmniga
S:nfarno Suinfame S:grire Singerir | Suingende | Sipfate | S Singeni 5 ¥ Sumbaer
S:grita S:negnito Siintrodtc Seng Ssing 5 simtroi S:engatad Suimgl Singeric Scintvien
Srimroit: Sgrita S-engmit Shait S:haid Sengreir | Beimvier Srohiti Stmglets Singler

Saring Transduction Miodels Ranking Torkish Biridge Yords for Uzhek Souree Word anssari

Cl [5] 3 REY T ISTEF UIT SN Al [E ] JOOD
Tievvedki | Tievvelki | Fevveld | Tiewvelki | Tovale Twvwlki | T:adilgi Toavvelki | Tevvelil | Tievvelld
Tievvedee | Trevvelee | Tievvelee | Toevveli Treedi Tievrelee | Tidalga Tavveli Trevvelte | Tievvelor
T:kalga Tievvelki | Tkalga Tievvela T als TFueddilgi T:delgi Tiaral Taevveli Teevvelki
Teevvedhl | Tokalga Tsalgi Tievved Todelgh Tuags Tkalza Tulg Tiewvela Tilkedei
Trads Teealgi Tivads Tualgi Teevvelki | Tisalgi Tievel Trevvel Trilketoi Tesivibee
Trsddgh Tovals Tevrelki | Beovelee | Thalga Tivals Tadaigl Taevuela Teeksili Tilkeles
Tovilta Tilla T-delp Tedilp Tdalga T-delgi Trevrelid Tsalgi Tozavaills | Teakiks
Tesilgi Tasilgi Tevalla Temat Tivilla Tisilgi Tiavlar Toali Teevvelki . Tieksdti
Tizdilg Tuilkeiei Tievveli Toevet Tovaie Tikalga T:dolgn Trevvelre | Teevwel | Tasilee
Tvoka Takilei T.silgi Tooelg Tewilgi Tadalga Toveli Teevvelki | Tilkeler | Towwi

Romanian inghiti {ingest) _
Uzbek avvalgi (previousiformer) |

AMTA 2006 v
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Similarity Measures

for re-ranking gogunate/transliteration hypotheses

2. Context similarity

3. Date distribution similarity

4. Similarities based on monolingual
word properties

AMTA 2006 Owerview of Statistical MT
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Similarity Measures

1. Probabilistic string transducers

3. Date distribution similarity

4. Similarities based on monolingual
word properties
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Projection Sfcontext - 0 |0 ]2 [1s]::]is] 115
vector from Serbian to N, P, s, P %o, % A z,
: 0, o, Cog  T8s, ‘8 %, % 2%
English term space %, % *%% %00 %, %%/
A

¢ 1 1
- vect
oo =3[ 3 |1 [ 0] 0 [z [0 |

L} s, B o
o, o, " o, %,
context term vector % O, i %% po% c-%%o %, c,%%
’
freedom vector >
Construction of {681 |84 J104a] 0 | 21] 4 J141] 0 |
context term vector

DR it B et e e R Y T i T LA R E TR L 1T (R ST

I
Compute cosine similarity between nezavisnost and “independence’

1
. and between pezavisnost and “freedom”
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Similarity Measures

1. Probabilistic string transducers

2, Context similarity

4. Similarities based on monolingual
word properties
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Date Distribution Similarity

 Topical words associated with real-world events appear
within news articlies in bursts following the date of the
event

» Synonymous topical words in different languages, then,
display similar distributions across dates in news text: this
can be measured

« We use cosine similarity on date term vectors, with term
values p (word | date}, to quantify this notion of similarity
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Date Distribution Similarity - Example

nezavisnost

-

p(word|date)

1 Al : ‘.IH'!:“::! T e e T
o002 b Eiil ELE L il
' il P i
o004 | independence
r . : "
50 100 150 200
. DATE (200-Day Window) N
4 T — T T T
mhaes |- nezavisnost

p (word|date)

-+
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Similarity Measures

1. Probabilistic string transducers

2. Context similarity

3. Date distribution similarity

AMTA 2006 Overview of Statistical MT 81

Relative Frequency

£f (we)= o (W)
| Cr

]:ff(‘fg)== IEEs(‘fE)
| Cel

Cross-Language Comparison:

rf (wr) rf (w:)
rf{we 1 xrf({we

) )

min(

[min-ratio method]

Precedent in Yarowsky & Wicentowski (2000):
used relative frequency similarity for

morphological analysis
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Combining Similarities: Uzbek

Muttiple Bridge Language Resuhs For Uehek
Lhing ©ombined Simddaciny Measures

tnaiidual Bridge Languape Kesuity Fay Ugheh
Whing Combiped Sindlariy Memures
Rank | Turkish | Russian [ Facsi | Ryrgyz
T oo a1z | 00°¢ .06
L 213 823 03 006
10 R} %28 07 DD
6| it a8 ol LAY
A Bl LK1 Q3 o4
31+ *o4 a1 D3 LIS
I B8Th .32 o439 .19
AMTA 2006

Ronk [ Tyes R | fucrPus | lars Rus [ Turs Rus “Tur+Rus
+Farsi +Fng +Farsi +Farsi
+Kaz+Kyr | +hap+hyr+Eng

] ol 313 [XE) (%] L8 %]

i 0.2¢ 2.27 26 0.5 2

0| 030 0.3t 13 03 034

0 0l o 033 [LE. 03

i 0.39 o4 930 942 043
100 [ 04 @3 i 6 6§43
W4 04 043 VBN 48 o4
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Combining Similarities:
Romanian, Serbian, & Bengali

Mlubtipte Bridge Language Results For Kompnian Minttipie Bridge Lamgusg Resulis For Sechian
blsing Combined Simflaviey Memures Wsing Combined Stoilarits Measures
Rk | Spenik | Spanish | Spanish | Spanish Wank | Tz | Raa | Bulg Cx Cz+Slpvak | Cz-Slevak
+Russian | +Enghxh | +Ruisian +Engtish | +Rus+Bulp | +Rns+Puglg
HEpghich +English
bl iz &8 o.r9 0.19 L{0a3 [Dg5 [ oe a1z a1 019
5} @3t B35 0.34 ¥ slom o) o3| pas ['%!] 038
Wy 037 [2]3 L RT3 .43 |02 | 008|035 | 430 047 043
wl a4 [ 0AG 045 1032|030 04| 034 L) 045
fol @S0 0.53 0.33 LA 50 | 038 [ 036 [ 044 039 [ 5] 055
00| 037 .60 0.38 o8l 100 | G40 | 040 045 | Q42 (1] L
SoDj 0o 62 oa .62 200 |04 [ 047 { 050 | 042 oW | oo
[ Bridge Language Resulls for Bengali |
| Using Combined Sindlority M !
Rank l Hind ; Hindi :
+English i
treed ™ o08 i
50 0tt ¢ 0.1d .
W 013 017
0! ol 021 |
| oo 028 |
we |l o2z 0.28 '
] 200 023 ! o2 i
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ions

* With no Uzbek-specific supervision,

we can produce an Uzbek-English
dictionary which is 14% exact-match correct

* Or, we can put a correct tramnslation

in the top-10 list 34% of the time

{useful for end-to-end machine translation

or cross-language information retrieval)

* Addj_ng norea Multipls Bridge Langunge Resubts For Uzbek
. Lising Combimed Sinitarity Measures
br:l.dge lang'uages Ravk | 'Tur+Kus | TursRus | BursRos | Tur+Rus “Tar+Rus
+Farsi +Eng +Fawrsi -+Farsi
helps +XarsKye | +Nazehyr-Eng
i @iz D3 LA [HAh] [Nt}
e 28 [ LI [+ e a“x
1a 0.0 (-3} 931 .- a3
0 15 Bx Q35 ] "
30 {159 o4 L% G42 443
[00 4l (IR ) 4L LY LR R
200 {43 [ b3 4 043 g4
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Practical Considerations
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1. Data collection
- Bitext
- Monolingual text fo:: language model (IM).

2. Bitext sentence alignment, :i.:l:f neCessaAry
3. ‘Tokanization :

- Separation of punctuation

- Handling of contractions
4. Named entity, number, date normalization/translation
5. Additional filtering

- Sentence length

- Removal of free translations
6. Training..

AMTA 2006 Overview of Statisticat MT v

Some Freely Avallable Tools

.. :Santence ahgnment o
Co = bitpfresearch, macs"osoﬁ’ com-»imﬁmeme!
. _:Word alignment :
C Zohitpdiweww foch uomfG ZAM é
+ Training phrase models -
Co— hmi e foos infad.ac uxprkoe"hrwa ring o
+ Translating with phrase models
- hitn ey st eddBicansed-sw/nharaohy/
+ Language modeling
- hipdiwwe soeech shoom pmw?:s s/
» Evaluation
— htdhasew nis ';awmspeﬁ’}fte@t%f'ﬁ%, AECUTCRS/SCOring, fzt"}

. See also hiln: Awenvy statmiorgy
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