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Preface

Welcome to the 4th Workshop on Natural Language Processing Techniques for Educational Applications
(NLPTEA 2017), with a Shared Task on Chinese Spelling Check.

The development of Natural Language Processing (NLP) has advanced to a level that affects the research
landscape of many academic domains and has practical applications in many industrial sectors. On the
other hand, educational environment has also been improved to impact the world society, such as the
emergence of MOOCs (Massive Open Online Courses). With these trends, this workshop focuses on the
NLP techniques applied to the educational environment. Research issues in this direction have gained
more and more attention, examples including the activities like the workshops on Innovative Use of NLP
for Building Educational Applications since 2005 and educational data mining conferences since 2008.

This is the fourth workshop held in the Asian area, with the first one NLPTEA 2014 workshop being held
in conjunction with the 22nd International Conference on Computer in Education (ICCE 2014) from Nov.
30 to Dec. 4, 2014 in Japan. The second edition NLPTEA 2015 workshop was held in conjunction with
the 53rd Annual Meeting of the Association for Computational Linguistics and the 7th International
Joint Conference on Natural Language Processing (ACL-IJCNLP 2015) from July 26- 31 in Beijing,
China. The third version NLPTEA 2016 workshop was held in conjunction with the 26th International
Conference on Computational Linguistics (COLING 2016) from December 11- 16 in Osaka, Japan. This
year, we continue to promote this research line by holding the workshop in conjunction with the IJCNLP
2017 conference and also holding the fourth shared task on Chinese Spelling Check. We receive 19
valid submissions for research issues, each of which was reviewed by at least two experts, and have 7
teams participating in the shared task, with 2 of them submitting their testing results. In total, there are
7 oral papers and 5 posters accepted. We also organize a keynote speech in this workshop. The invited
speaker Professor Vincent Ng is expected to deliver a great talk entitled as "Towards Content-Based
Essay Scoring".

We would like to thank the program committee members for their hard work in completing the review
tasks. Their collective efforts achieved quality reviews of the submissions within a few weeks. Great
thanks should also go to the speaker, authors, and participants for the tremendous supports in making the
workshop a success.

Welcome you to the Taipei city, and wish you enjoy the city as well as the workshop.

NLPTEA 2017 Workshop Chairs
Yuen-Hsien Tseng, National Taiwan Normal University
Hsin-Hsi Chen, National Taiwan University
Lung-Hao Lee, National Taiwan Normal University
Liang-Chih Yu, Yuan Ze University
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Invited Talk: Towards Content-Based Essay Scoring

Vincent Ng
Professor of Computer Science

Human Language Technology Research Institute, University of Texas at Dallas

Abstract

State-of-the-art automated essay scoring engines such as E-rater do not grade essay content, fo-
cusing instead on providing diagnostic trait feedback on categories such as grammar, usage, me-
chanics, style and organization. Content-based essay scoring is very challenging: it requires an
understanding of essay content and is beyond the reach of today’s automated essay scoring tech-
nologies. As a result, content-dependent dimensions of essay quality are largely ignored in exist-
ing automated essay scoring research. In this talk, we describe our recent and ongoing efforts on
content-based essay scoring, sharing the lessons we learned from automatically scoring two of the
arguably most important content-dependent dimensions of persuasive essay quality, thesis clarity
and argument persuasiveness.

Biography

Vincent Ng (Ph.D., Cornell) is a Professor in the Computer Science Department at the University
of Texas at Dallas. He is also the director of the Machine Learning and Language Processing
Laboratory in the Human Language Technology Research Institute at UT Dallas. He is currently
an associate editor of the ACM Transactions on Asian and Low-Resource Language Information
Processing (TALLIP) and an information officer of the ACL Special Interest Group on Chinese
Language Processing (SIGHAN). Since 2009, he has become increasingly interested in an NLP
application that brings about a number of under-studied but fascinating discourse-level problems,
automated essay grading, where he has been focusing on modeling those facets of persuasive
student essays that require an understanding of essay content, such as thesis clarity and argument
persuasiveness.
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Abstract

This paper describes the creation of a new
annotated learner corpus. The aim is to use
this corpus to develop an automated sys-
tem for corrective feedback on students’
writing. With this system, students will
be able to receive timely feedback on lan-
guage errors before they submit their as-
signments for grading. A corpus of assign-
ments submitted by first year engineering
students was compiled, and a new error tag
set for the NTU Corpus of Learner English
(NTUCLE)was developed based on that of
the NUS Corpus of Learner English (NU-
CLE), as well as marking rubrics used at
NTU. After a description of the corpus, er-
ror tag set and annotation process, the pa-
per presents the results of the annotation
exercise as well as follow up actions. The
final error tag set, which is significantly
larger than that for the NUCLE error cate-
gories, is then presented before a brief con-
clusion summarising our experience and
future plans.

1 Introduction

In this paper, we report on a new project which
involves the creation of a new annotated Learner
Corpus (LC), and which aims to develop an auto-
mated system for corrective feedback at Nanyang
Technological University (NTU), Singapore. The
goal of this system is to provide immediate feed-
back to students on possible errors in syntax, gram-
mar and lexis, as well as possible style problems,
in their assignment drafts.
In this project, we follow studies such as Nagata

(1996), which shows that it is not the medium itself
(e.g. a computer, a book, a lecturer, etc.) that de-
termines success in learning, it is the quality of the

feedback produced by that medium that affects the
results. This is why a language teacher is likely to
be a better medium than a book, and the same rea-
son why a properly designed Computer Assisted
Language Learning (CALL) system can also be a
better medium than writing guidelines, assuming
that such systems can provide timely and construc-
tive feedback to the learner.
Given our current course design and manpower

constraints, students are much more likely to learn
from the system’s automated feedback than from
receiving the same feedback from tutors, which
will take longer, after an assignment has been
submitted and graded. The immediate feedback
through the automated system will enable students
to address the possible errors before submitting the
final versions for assessment. Consequently, stu-
dents are more likely to take the feedback seri-
ously because it can be used to improve the qual-
ity of the assignment before it is submitted (Price
et al., 2010). Furthermore, this automated system
will enable tutors to focus more attention on areas
that require human judgement in their feedback,
such as content, organization and use of rhetorical
strategies.
To develop the system, we have tagged an LC of

180 written assignments for a course entitled Engi-
neering Communication I, taught at NTU.We then
developed an error coding system based on the 27
labels used in the NUS Corpus of Learner English
(NUCLE, Dahlmeier et al., 2013) because of sim-
ilarities in the demographic profile of the partici-
pating learners. However, we removed some cat-
egories and expanded others so the final list con-
sists of 53 labels. Part of this was to include cat-
egories that are not purely grammatical, but per-
tain to matters of writing style which we are con-
cerned about, some of which can be automatically
detected. These include not only obvious style
issues such as the use of contractions and collo-
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quial words or expressions but also more subtle
ones such as overly long and convoluted sentences
and missing parallel clause structures. In this,
our corpus distinguishes itself from the Cambridge
Learner Corpus (CLC, Nicholls, 2003), NUCLE
and other corpora which focus solely on grammar.
Our primarymotivation for assembling theNTU

Corpus of Learner English (NTUCLE), in other
words, is to help individual students to identify
their language and style problems, and to rectify
these on their own. This is unlike the broader in-
tentions of the CLC, whose error coding and anal-
ysis is intended to provide “lexicographers, re-
searchers, ELT [English Language Teaching] au-
thors and examiners with easy, direct information
which they can interpret and use for widely varying
purposes” (Nicholls, 2003). Similarly, our initial
motivation differs from that of the NUCLE, whose
goal is to provide a large data resource for research
purposes, and for development of grammatical er-
ror correction systems (Ng et al., 2014).
Our ultimate goal is also different from many

current Natural Language Processing (NLP)
projects, which appear to focus on building auto-
mated grammatical correction tools, with the holy
grail of a “complete end-to-end application” that
can identify and correct mistakes for the writers,
with a high degree of precision (see Ng et al.,
2014). Instead, the goal for NTUCLE was to de-
velop a system that will be able to prompt students
to review possible mistakes in their writing drafts
and correct them on their own. This will allow
learners to participate more meaningfully in the
error correction process and to actively identify
and choose from multiple options which are often
available and would be considered acceptable
by different annotators (Rozovskaya and Roth,
2010).
Finally, NTUCLE differs from other similar cor-

pora in its narrower focus on a specific genre (i.e.
technical proposals) and target students (i.e. Sin-
gaporean engineering undergraduates). Neverthe-
less, we foresee that our project might be expanded
to include other genres and groups of learners,
though sub categorisation of specific groups of
learners and genres will be ensured.
We have now completed annotation of the cor-

pus, and are currently using this to develop the sys-
tem for providing feedback to students. This sys-
tem will detect and tag potential errors in drafts
submitted by students, and identify likely errors

using our categories. It will not correct any er-
ror, but will prompt, with different degrees of con-
fidence, students to consider whether corrections
are needed. In this way, we hope to encourage stu-
dents to adopt a more independent and critical ap-
proach to error correction. We also hope to enable
a pedagogy focused on timely, high quality feed-
back to students.
This paper discusses the completed phases of

our new LC primarily from the perspective of pro-
fessional English instructors. In Section 2, we de-
scribe the compilation of the corpus and the estab-
lishment of initial error tag set. We then describe
in Section 3 the annotation process, before present-
ing in Section 4 the outcomes of our initial anno-
tation, including findings on the most frequent er-
rors identified, inter-annotator differences in tag-
ging and how we resolved them. Section 5 high-
lights our revised error tag set. We conclude with
a brief note on the corpus release, followed by a
summary of our experience and our future plans
for the corpus.

2 Corpus and Error Tag Set

2.1 Corpus Compilation
Approval was obtained from the university’s In-
stitutional Review Board for the research protocol
and the use of students’ written assignments, sub-
ject to the students’ consent. Over three semesters
(from 2015 to 2016), 349 students gave written
consent, and their assignments were retrieved for
the corpus.
Of the assignments retrieved, we selected only

files in doc/docx format, because it would be dif-
ficult to automate text extraction, while preserving
headings, paragraphs, style and sentence bound-
aries for the other formats (e.g. pdf). We ended up
with 273 documents from which we tagged only
a random sample of 180 documents, due to time
and manpower constraints. The 93 untagged doc-
uments were kept to test the error-detecting system
under development.
The documents are assignments from a commu-

nication skills course taught at NTU for first-year
engineering students. These authors are predomi-
nantly Singaporean (about 80%), with many likely
to have native speaker proficiency in English, male
(70%), and between 18 and 22 years of age. The
assignments consist of a 500-word technical pro-
posal that offers an engineering solution to a real
life problem. The solution could be a new product,
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service or process, or an improvement of an exist-
ing one. The instructions for the assignment spec-
ify a structure for the proposal consisting of seven
sections: background, problem, solution, benefits,
implementation, costs/budget and conclusion.

2.2 Initial annotation schema
We next developed a preliminary error tag set by
referring to NUCLE (Dahlmeier et al., 2013) as
well as marking rubrics used at NTU. Six anno-
tators, all professional English instructors, then
tagged the same selected paper from the data set
using this tag set. After conferring and reviewing
the error tags and agreeing on what constituted an
error in the student’s paper, we created a modified
tag set with 15 broad categories covering 50 er-
ror labels. This is much larger than the NUCLE
tag set, which has 13 broad categories and 27 error
labels, though we were conscious of how exces-
sive granularity could lead to greater difficulty in
applying the annotation schema to the documents
(Nagata et al., 2011). Below are the ways in which
we modified the NUCLE tag set:
Removed two broad categories:
(a) ‘Redundancy’ because tags created in other

categories dealt with this issue more specifi-
cally, and

(b) ‘Word Choice’ replaced with ‘Words (lexi-
cal)’ to reflect a broadening of the category.

Created three additional categories:
(c) ‘Expression’, covering two tags, ‘Awkward

expression’ (not used in NUCLE) and ‘Un-
clear expression’ (similar to ‘Unclear mean-
ing’ under ‘Others’ in NUCLE);

(d) ‘Prepositions’, with three tags (NUCLE cov-
ers prepositions under a single tag for ‘Wrong
collocation/idioms/prepositions’); and

(e) ‘Style’, with two tags unique to NTUCLE
(‘StyF’ for overly formal words or expres-
sions and ‘StySh’ for inappropriate shifts in
style and formality), and one other tag (‘StyC’
for inappropriate use of casual or colloquial
words or expressions) similar to ‘Wtone’ for
‘Tone’ under ‘Word Choice’ in NUCLE.

Added tags in most categories, through:
(f) specifying whether an error involved some-

thing missing, unnecessary or inappropriate
(for ‘Articles, determiners’, ‘Prepositions’,
‘Pronouns’, ‘Verbs’ and ‘Words’), similar
to the use of ‘insertion’/‘missing’, ‘dele-
tion’/‘unnecessary’ and ‘replacement’ tags in
other projects (see Bryant et al., 2017; Ro-

zovskaya and Roth, 2010);
(g) expanding tags that were collapsed in NU-

CLE (e.g. two separate tags for run-on sen-
tences and comma splices instead of one,
and more specific tags for case, punctuation,
spacing and spelling instead of the generic
‘Mechanics’); and

(h) creating new tags such as ‘VVoice’ (for
wrong choices of active or passive voice),
‘NCount’ (for wrong forms of count-
able/uncountable nouns), and ‘SMMod’ (for
misplaced modifiers) based on errors we
have found from experience to be common
in our students’ writing.

Reduced the error tags in ‘Others’:
(i) replacing the tag ‘Unclear meaning’ with the

tag ‘ExpUC’ (for ’Unclear expression’) in our
new ‘Expressions’ category.

3 Annotation Process

From the 180 documents collected (see 2.1), each
of the 6 annotators was randomly assigned 40 doc-
uments, ensuring that 20 of these 40 documents
were overlapped evenly with two other annota-
tors (i.e. 10 documents overlapped with another
annotator, and another 10 documents overlapped
with a second annotator). Each annotator tagged
the assigned scripts independently, and the identi-
ties of the other annotators tagging the same docu-
ments were not revealed. Annotators were also not
aware which samples were being double tagged
with other annotators. The double tagging was
done to check accuracy and inter-annotator agree-
ment.
A total of 60 documents were double annotated.

Annotators were instructed to tag every error iden-
tified as specifically as possible, and to use more
than one tag for the same set of words if there
were multiple ways of tagging the error. While we
acknowledge that it would also have been useful
to correct the errors identified, this was not done
because of the complexity of the task, especially
in identifying all possible options for correcting
each error while preserving the student’s intended
meaning (Sakaguchi et al., 2017). Unfortunately,
this would have required more time and resources
than were available.

3.1 Annotation Tool

The annotation process was done on an expanded
version of IMI – A Multilingual Semantic Anno-
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tation Environment (Bond et al., 2015). We used
the open source platform to build an extra layer to
the annotation environment, allowing us to tag the
documents with our own tag-set (discussed in 2.2
and presented in 5).
The annotators used this new system to tag each

document by sentence, in ascending order. Al-
though the system currently only allows tagging
sentence by sentence, (i.e. annotators could work
on only one sentence at a time on-screen), anno-
tators had access to the full text of each document
so that they could identify errors in context (e.g.
errors in pronouns with referents in earlier sen-
tences).
To tag each error, annotators could select a sin-

gle word, a contiguous word-string (e.g. a phrase),
a set of non-contiguous words (e.g. a pronoun and
its referent earlier or later in the sentence), or the
entire sentence. Multiple errors could be tagged
for each sentence. Total and partial overlap of er-
rors within the same sentence were allowed and
encouraged. This happened, for example, when
the same span of words could be corrected in more
than one way (i.e. two error tags were assigned to
the same span of words), or when a smaller error
occurred within a larger error (e.g. an agreement
error inside an overly long sentence). Errors were
tagged at the level of word tokens, which means
that sub-word units could not be selected. Missing
words were indicated by tagging the words sur-
rounding the location of the hypothesized miss-
ing word. A text-box was provided for each er-
ror, which could be used to correct it or to leave
comments (e.g. to flag referents that should be
anonymized). A screen-shot of the annotation en-
vironment is shown in Fig 1.

4 Results and Annotation Issues

The results of the annotation exercise revealed a
wide range in the number of errors tagged by each
annotator, from 380 (Annotator 2) to 1,183 (An-
notator 3), as shown in Table 1. This is not un-
usual and similar differences have been observed
in other annotation exercises (see, for example,
Bryant and Ng, 2015). Further discussion sug-
gested that the differences are likely to be due
to different levels of sensitivity to particular er-
rors and different tagging practices, including de-
cisions about which particular word, phrase, clause
or even sentence to tag with a single label. Annota-
tors also differed in the frequency with which they

tagged the same word or word string with different
tags to acknowledge different ways of identifying
errors. It is also possible, but unlikely, that par-
ticular annotators may have received assignments
fromweaker students – since the assignments were
distributed randomly across annotators.
As Table 1 also indicates, three annotators (A2,

A3 and A6) were highly similar in their tagging
patterns in relation to the three main error cat-
egories tagged, namely ‘singular/plural forms’,
‘missing article/determiner’ and ‘word choice’ –
which were also the top three error categories over-
all. Two others (A1 and A5) also had similar top
three error categories (‘word choice’, ‘awkward
expression’ and ‘unclear expression’) but these
were the third, fourth and fifth most common er-
ror categories tagged overall.
The five most common errors, distributed by an-

notators, are shown in Figure 2: errors in using
singular or plural forms, omitting articles or deter-
miners, choosing inappropriate words, using awk-
ward expressions and using unclear expressions.
However, the annotators appeared to have had dif-
ferent emphases in their annotation. While over-
all, strictly grammatical errors (i.e. use of singu-
lar/plural forms and omission of articles and deter-
miners) were the most commonly identified, anno-
tators 1 and 5 identified far more errors in ‘expres-
sion’ (unclear/awkward), which may relate more
to issues in semantics or idiomaticity.

4.1 Double Tagging
As has been mentioned earlier, 60 documents were
double tagged. In many cases, both annotators
tagged the same errors in the same sentences, ei-
ther for exactly the same word strings or for word
strings with some overlapping words. However,
there were also significant differences, such as dif-
ferent word strings tagged for the same error type,
or the same word string tagged for different error
types.
Interestingly, although two pairs of annotators

(A3+A4, and A5+A6) had relatively high degrees
of overlap in using the same error tags, they also
had relatively high degrees of discrepancy in as-
signing error tags to the same word strings. This
suggests that while they had a strong common un-
derstanding of some error tags, they quite possibly
also had rather different interpretations of others,
or that they had quite different foci where the word
strings may have more than one error type.
All the annotators met to review every instance
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Figure 1: Annotation tool developed for the corpus annotation, as an extension of IMI

A# No. Errors Most Common Error 2nd Most Common Error 3rd Most Common Error
A1 1,101 awkward expression (21%) word choice (11%) unclear expression (10%)
A2 380 singular/plural forms (22%) word choice (7%) missing article/det. (6%)
A3 1,183 singular/plural forms (12%) missing article/det. (10%) word choice (8%)
A4 556 missing article/det. (21%) singular/plural forms (11%) verb form (9%)
A5 908 unclear expression (12%) awkward expression (11%) word choice (7%)
A6 972 singular/plural forms (11%) word choice (9%) missing article/det. (9%)
Total 5,100 singular/plural forms (10%) missing article/det. (8%) word choice (8%)

Table 1: Top errors by annotator (before harmonisation)
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Figure 2: Contributions of annotators to top five errors tagged
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of different error tags assigned to the same exact
sentence spans (words, expressions, etc.). In most
cases, it was agreed that one or both of the anno-
tators had made a mistake, either unintentionally,
or through misunderstanding or misapplying a tag.
The relevant word strings were then re-tagged with
the correct tags. In a few instances, either tag could
apply, e.g. However, trolley has its own limita-
tions, which can be construed as either ‘NNum’
(However, trolleys have their own limitations) or
‘AMiss’ (However, a trolley has its own limita-
tions). In yet a few others, both tags apply, i.e.
there are two errors conflated in the same word
set (e.g. For example, individual seats for individ-
ual cubical will be installed with motion sensor.,
where there is both an ‘MSpel’ (cubical to cubi-
cle) and ‘NNum’ (cubical to cubicles) error). In
both these kinds of cases, we agreed that both tags
should remain, in the first instance because there
are two ways of correcting the error, and in the sec-
ond, because there are two overlapping errors.
Some differences arose because the annotators

involved found it difficult to use existing tags. In
many of these instances, one annotator tagged the
error under ‘Others’ and provided his or her own
labels or comments. From these, we identified new
categories for tagging, namely ‘StyMood’ for the
inappropriate use of imperatives or interrogatives,
‘SLong’ for overly long sentences, and ‘SConv’
for convoluted sentences.
We understand that such differences could have

been avoided, and the tagging process made more
efficient had the annotators been given more de-
tailed guidelines or met for a more extensive stan-
dardisation exercise prior to annotation. However,
as an exercise to test natural discrepancies in hu-
man tagging, this was a useful exercise. Given that
our final goal is to emulate human feedback, while
providing constructive feedback on issues lectur-
ers usually highlight in student assignments, it was
an important part of our experiment to allow this
kind of naturalistic tagging, which captures differ-
ences in grading expectations, editing experience
and perceptions of acceptable or exemplary lan-
guage use (Daudaravicius et al., 2016; Rozovskaya
and Roth, 2010). Consequently, to be able to cre-
ate a useful error-feedback system, we wanted to
restrain ourselves from creating a highly mechani-
cal process to assign tags – even at the cost of inter-
annotator agreement.
The annotators also discussed their own ‘pet

peeves’ in the texts they annotated. Among those
most commonly shared was the problem of overly
long sentences that made comprehension difficult.
This reinforced the need for the category ‘SLong’.
Another commonly shared ‘pet peeve’ was the in-
appropriate over-use of certain colloquial words
and informal clichés, tackle (to mean study, ad-
dress or solve a problem) and hassle (to mean in-
convenience or the like) being two of the most
common. Another new category ‘StyWch’ for the
use of casual or colloquial words and expressions
was created to tag such words.
Our observations of instances tagged for inap-

propriate style also helped us to identify the spe-
cific ways in which this problem was realized in
linguistic form, leading to a further two new cate-
gories – ‘StyContr’ for the use of contractions and
‘StyPron’ for the use of first and second person
pronouns.

5 Revised Error Tag Set

The review of the annotation exercise resulted in
an amended error tag set with the same 15 cate-
gories but with 53 tags. After the amendments, the
tag discrepancies mentioned in 4.1 were resolved.
Based on the discussion above and the results of
the initial tagging, errors that had been tagged un-
der the ‘Style’ category were re-tagged with one of
the tags available in the final tag set.
Table 3 presents our final error tag set, with an

indication of the frequency of each error type in
the corpus after re-tagging. The ‘Source’ column
indicates how the tags were created:

• ‘Sub-divided’: broader NUCLE tags that
were sub-divided to be more specific

• ‘Modified’: NUCLE tags that were modified
slightly to be more specific

• ‘Moved’: NUCLE tags that were moved to
other categories

• ‘NUCLE’: NUCLE tags that were not
changed

• ‘Re-named’: NUCLE tags that were re-
named to fit the NTUCLE schema

• ‘NTUCLE’: tags created for NTUCLE

6 Corpus Release

The corpus described above will soon
be available at the following url:
http://compling.hss.ntu.edu.sg/ntucle.
The corpus includes eight databases, all of them

following the database schema used in IMI (Bond
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et al., 2015). All anonymised data will be released
under an Attribution 4.0 International license (CC
BY 4.0),1 in conformity with our IRB and the stu-
dents’ consent.
Table 2 provides a quick overview of the cor-

pus to be released: number of documents, over-
laps, number of sentences, number of word tokens,
number of sentences that contain at least one error
label, and the total number of errors included in
each database.
We will release the six individual databases,

each tagged by a different professional English in-
structor, along with a compiled database of the 180
documents tagged, merging documents that were
double tagged. While the compiled database has
more traditional usages, we believe the individ-
ual databases can be used to further analyse and
discuss individual differences between annotators.
Lastly, we will also release a database with the re-
maining untagged documents.

7 Conclusion

Based on the NUCLE, we have started the NTU
Corpus of Learner English using written assign-
ments submitted by first year engineering students.
This corpus will be used to develop an automated
system for corrective feedback which is expected
to cultivate greater student autonomy and critical
awareness in error correction when writing. Our
system will be piloted and tested with the next
round of submissions for the same writing assign-
ment used to develop the corpus. We plan to add
these submissions to the corpus, and keep expand-
ing it.
For our corpus, we have developed a new

learner error tag set with 53 tags, which is sig-
nificantly larger than NUCLE’s. This is to meet
the specific needs and goals of this corpus, the de-
velopment of the online tool for corrective feed-
back without automated correction. As expected,
there were significant differences among the an-
notators in applying the initial tag set, with some
annotators being more or less sensitive to particu-
lar errors than others. In samples that were dou-
ble tagged, there were both overlaps and differ-
ences in the words tagged and the error tags used.
We discussed and resolved all instances where the
same word strings were tagged differently, and re-
tagged the word strings. We agreed unanimously
that the annotation process could have been im-

1https://creativecommons.org/licenses/by/4.0/

proved if more detailed guidelines or brief training
had been provided to the annotators prior to anno-
tation. At the same time, the goal of building an
automated system for corrective feedback of stu-
dent’s writing, as mentioned above, invited us to
firstly acknowledge the low inter-annotator agree-
ment and different foci of professional instructors
when correcting student assignments.
We believe that our annotated corpus can be a

useful new learner corpus, which can complement
and advance on the purposes of corpora such as
NUCLE, and we hope to expand it with other gen-
res and learners in the near future. We would like
to have the opportunity to further revise and har-
monize the annotations in the corpus, and we also
acknowledge that it would be beneficial to pro-
vide corrections for the identified errors. Unfor-
tunately, this will be dependent on the availability
of resources.
All compiled, we are releasing, under an open li-

cense, 273 anonymised student assignments, com-
prising over 14,700 sentences. Roughly 65% of
this corpus has been tagged using our newly pro-
posed tagset (available in Table 3).
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Categories Tags Explanation Freq. Source

Articles,
determiners

ACh Wrong choice of article/determiner 69 Expanded
A development of a new product is required

AMiss Missing article/determiner 449 Expanded
a stall with [a] shorter queue

AUnn Unnecessary article/determiner 144 Expanded
two holes in the two of the sides

Citations CitForm Incorrect citation form 100 Expanded
(Sim, R. 2013)

CitMiss Missing citation 6 Expanded
According to a study [citation], Singaporean students ...

Expression ExpAw Awkward expression (meaning is clear) 366 NTUCLE
paths are of high human traffic

ExpUC Unclear expression (meaning is unclear) 249 Moved
A rubbish bin to test our idea as well as human resources from the
companies

Mechanics

MCase Wrong use of upper or lower case 98 Expanded
The Rubbish bin is a common object

MPunc Punctuation error 190 Expanded
This[,] in turn[,] would create an orderly environment

MSpace Missing or unnecessary space 27 Expanded
They can not be used in open areas

MSpel Spelling error 58 Expanded
a cold and quite environment

Nouns
NCount Wrong form of countable/uncountable noun 77 NTUCLE

Users can exchange notes and advices
NNum Wrong choice of singular/plural form of the noun 525 NUCLE

one of his speech
NPoss Wrong choice of possessive form 22 NUCLE

the timers can be adjusted to workers[’] feedback

Prepositions
PreCh Wrong choice of preposition 227 Expanded

at the comfort of his home
PreMiss Missing preposition 53 Expanded

EasyGrip will be a great addition [to] every household
PreUnn Unnecessary preposition 54 Expanded

video tutorials can be played to teach users on how to use the mouse

Pronouns

ProAgr Pronoun and reference do not agree in num-
ber/person/gender

88 Re-named

An electrostatic precipitator works by absorbing dirty air, passing them
through ionising electrodes

ProCh Wrong choice of pronoun 32 Expanded
they things tend to slip off their mind easily

ProMiss Missing pronoun 21 Expanded
5 ‘X’s will identify owners as irresponsible and deny [them] a pet.

ProRef Unclear reference for pronoun 92 Modified
The components can be mounted onto a circuit board, which is covered
with a plastic housing once it is completed.

ProUnn Unnecessary pronoun 8 Expanded
Death then follows if the victim he is been left untreated within minutes

9



Categories Tags Explanation Freq. Source

Sentence
structure

SComS Comma splice 40 Expanded
The wobbling table can cause food and drinks to be spilled out of their
containers, writing can become messy.

SConv Convoluted sentence - NTUCLE
Rubbish bins are facing one problem in crowded areas where bins fill
up quickly that cleaners have hard time discerning as there are too many
bins, and only come at fixed timings to clear the rubbish currently.

SDMod Dangling modifier 16 Expanded
Looking at the bigger picture, a canteen can efficiently accommodate
more diners in a given time.

SFrag Sentence fragment 58 NUCLE
Thus, showing that our students have a huge desire to always learn
something new.

SLong Overly long sentence 14 NTUCLE
However, they would not be able to do the required printing if they
possess an EZ-link card that has insufficient stored monetary value and
hence may require the assistance of friends by borrowing their EZ-link
cards, or make their way back to (...) [+38 words]

SMMod Misplaced modifier 11 NTUCLE
An ideal conducive learning environment is essential as it facilitates
effective teaching and learning process coupled with a well-equipped
lecture theatre

SPar Parallelism missing 37 NUCLE
students will find it a hassle to go through emails and calling to find out
more

SRun Run-on sentence 26 Expanded
there is an increase in commuters for public transport[;] this leads to
higher congestion in public transport

SSub Problematic subordinate clause 25 NUCLE
The immediate benefited [sic] ones would be the needy groups, directly
solving their food shortage.

Style

StyContr Contractions 25 NTUCLE
It’s a rectangular device

StyF Overly formal words or expressions 1 NTUCLE
To solve the aforementioned problems

StyMood Inappropriate use of interrogatives and imperatives 13 NTUCLE
Establish a collaboration with an existing music-streaming app.

StyPron Inappropriate use of first and second person pro-
nouns

9 NTUCLE

I could not manage to find the cost of one EZ link top up machine
StyWch Casual or colloquial words or expressions 92 NTUCLE

some find it a hassle to search for an available power socket
Subject-verb
agreement

SubVA Subject and verb do not agree in number and/or per-
son

148 NUCLE

The portable charger are basically portable
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Categories Tags Explanation Freq. Source

Transitions
TCh Wrong choice of link words/phrases 50 Expanded

Hence users will also be able to purchase a UV light, where they can
use it to identify areas which were not cleaned properly

TMiss Missing link words/phrases 26 Expanded
The food owners select the nearest food centre, [and] fill in their address
and contact number.

TUnn Unnecessary link words/phrases 34 Expanded
Skipping lunch can cause students to be distracted by hunger and thus
affecting academic performance.

Verbs

VForm Wrong form of the verb 231 NUCLE
NTU is rank 13th in the world

VMiss Missing verb 23 NUCLE
The files they need [?] directly streamed to their computer.

VMod Missing, inappropriate or unnecessary modal 138 NUCLE
To produce the application, the following steps are taken:

VTense Verb tense 121 NUCLE
Each year Nanyang Technological University (NTU) welcomed approx-
imately 4,500 students into their freshmen year

VVoice Wrong choice of active or passive voice 27 NTUCLE
The phenomenon of overcrowding of Canteen B has been existed for a
long time.

Word order PosAd Wrong position of adjective/adverb 3 Re-named
vacuum cleaners can be used to clean narrow spaces also

PosW Incorrect word order 13 Re-named
the problem of dropping things off the desk

Words (lexical)

WCh Wrong choice of word 411 NTUCLE
The air conditioner is an electric appliance that alternates the surround-
ing temperature.

WColloc Words do not collocate 73 NTUCLE
Find assistance from Sistic to sell tickets

WForm Wrong form of the word 96 NUCLE
Rentascoot™ is environmental friendly

WMiss Missing words 95 NTUCLE
This system can simplify [?] and reduce the time of packing away [?].

WUnn Unnecessary words 195 NTUCLE
... which poses severe risks to nature as well as human health issues

Others Oth Other errors requiring correction 140 NUCLE

Table 3: Final list of error tags. Examples for each error are provided below the explanation of each tag,
with the words selected for each error underlined. Possible corrections are provided in brackets when
deemed necessary.
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Abstract

We present a pilot study on parsing
non-native texts written by learners of
Czech. We performed experiments that
have shown that at least high-level syntac-
tic functions, like subject, predicate, and
object, can be assigned based on a parser
trained on standard native language.

1 Introduction

Texts written by non-native speakers pose a chal-
lenge for natural language processing. In this pa-
per, we focus on parsing texts written by learners
of Czech. There is no syntactically annotated cor-
pus of non-native Czech. Therefore, we are ex-
ploring a question whether it is possible to use the
parser trained a traditional newspaper corpus.

In our experiments we use three main com-
ponents: the Prague Dependency Treebank, the
CzeSL corpus, and the maximum-spanning tree
parser.

The Prague Dependency Treebank (PDT) 1 is a
corpus of newspaper texts with rich linguistic an-
notation. As an illustration, consider the sentence
in (1) and the corresponding labeled dependency
tree in Figure 1:

(1) Ráno
in-the-morning

půjdu
I-will-go

se
with

svým
my

kamarádem
friend

na houby.
mushrooming.

‘I will go mushrooming with my friend in
the morning.’

The CzeSL corpus includes essays written
by non-native speakers of Czech (Rosen et al.,
2013). Finally, the maximum-spanning tree (MST)
parser is a non-projective dependency parser that

1https://ufal.mff.cuni.cz/pdt3.0

Figure 1: A sample of PDT tree

searches for maximum spanning trees over di-
rected graphs (McDonald et al., 2005).

Given these data and tool components we spec-
ify the following initial steps to address our re-
search question:

1. Create a testing corpus, by annotating CzeSL
according to the PDT annotation guidelines

2. Parse CzeSL by the MST parser trained on
PDT or its subset and evaluate its perfor-
mance

2 Related work

Research on parsing has mostly concentrated on
parsing the traditional treebanks. Therefore most
parsers have statistical models that are optimized
for the syntactic annotations in these treebanks and
more generally for their language. This means that
such parsers will show a degradation in perfor-
mance when used for parsing data from another
domain. Thus research has started on adapting
parsers to new domains. One of the first venues

12



at which domain adaptation was targeted was the
2007 CoNLL shared task on dependency parsing,
see (Nivre et al., 2007).

One of the challenges in domain adaptation for
parsing is the lack of annotated data in the target
domain that could be used for evaluation. Focus-
ing on the domain of learner texts and their pars-
ing, the great majority of works concern texts of
English learners. We support this fact with a list of
learner corpora in Table 1 where their basic char-
acteristics are provided.

Dickinson and Ragheb (2015) consider very
carefully the SALLE annotation scheme for syn-
tactically annotating learner English.2 Napoles
et al. (2016) studied the effect of grammatical er-
rors on the dependency parse. As the source of
the data, they used the NUCLE corpus. Berzak
et al. (2016) benchmarked POS tagging and de-
pendency parsing performance on the TLE dataset
and measure the effect of grammatical errors on
parsing accuracy. Cahill et al. (2014) used self-
training parsing technique with both native and
non-native training texts. They found that both
training sets performed at about the same level, but
that both significantly outperformed the baseline
parser trained on traditional labeled data.

3 Syntactic annotation of CzeSL

The CzeSL corpus includes transcriptions of es-
says written by non-native speakers of Czech. It is
focused on native speakers of three main language
groups: Slavic, other Indo-European, and non-
Indo-European. The hand-written texts cover all
language levels, from real beginners to advanced
learners.

In this paper, the CzeSL corpus refers to the
CzeSL-man corpus that consists of 645 texts writ-
ten by 262 different authors who are native speak-
ers of 32 different languages. As shown in Table
2, the texts belong mostly to A2-B2 CEFR.3

Its annotation scheme consists of three intercon-
nected layers:

• the T0 layer contains anonymised transcripts
of the originals,

• the T1 layer corrects non-existing word forms
ignoring context,

2http://cl.indiana.edu/˜salle/
3The Common European Framework of Reference for

Languages; see https://en.wikipedia.org/wiki/
Common_European_Framework_of_Reference_
for_Languages.

Level Documents Level Documents

A1 57 B1 176
A1+ 3 B2 124
A2 111 C1 12
A2+ 145 Unknown 17

Table 2: Composition of CzeSL according to
CEFR levels.

Jmenujese Adam. Ja jsem Mongolska. Mon-
golska ma 21 kraji. Moje rodina je hezka
ješte velka. Mongolska je 3000 million lidi.
Ma tradični pı́seňka, tanečnı́. Mongolska
tradični pı́senka je hezka. Ješte ma ”Morin
khuur”. Morin Khuur to je muzika. Ten
hezka tradični pohádka, pı́seň. Mongolska
má mnoho tradičnı́ svátı́k. Třiba Naadam,
Tsagaarsur. Ješte mnoho Velbloud, Kůn,
Kravá, Koza, Ovce. Mongolsky lidi dobrý.
Mongolsko ma mnoho horý a nemam ocean.
Mongolska hlavnı́ naměsto. Ulaanbaatar.
ADAM, 18 Let
Bydlim v Čechagh už 6 měsı́c.
1. AHOJ

Figure 2: An essay written by a 16+ male student
of the non Indo-European language group staying
in the Czech Republic less than a year. The essay
is on My family.

• the T2 layer corrects all other types of errors,
including syntactic errors.

In our experiment, we focus on learner language,
therefore we use only the T0 layer, disregarding
any corrections made on the T1 and T2 layers.

Learner texts typically differ from newspaper
corpora, i.e., highly edited texts written by native
speakers, in two aspects: first, they contain er-
rors in spelling, grammar, vocabulary, and collo-
cations; second, they have a different distribution
of vocabulary and syntactic constructions.

For illustration, consider a sample essay in Ta-
ble 2. The text is perfectly understandable, yet it
contains errors practically in every sentence and
about every other word. Some of these deviations
from native language make annotation with tradi-
tional grammatical categories quite complicated.
For example, consider the second sentence: Ja
jsem Mongolska meaning ‘I am Mongolian’ or ‘I
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TLE NUCLE SALLE CzeSL
Berzak et al. (2016) Dahlmeier et al. (2013) Dickinson and Ragheb (2013) Rosen et al. (2013)

L2 English English English Czech
entity corpus corpus framework corpus
volume 5,124 sentences 1,414 texts NA 645 texts
error annotation • • NA •
POS tags • ◦ NA ◦
Universal Dependencies • ◦ NA ◦

Table 1: A number of learner corpora (• annotation present, ◦ annotation not-present, Not Applicable).

am from Mongolia’. The non-existent word Mon-
golska can be interpreted in at least the following
three ways:

1. it is an adjective (mongolská or mongolský)
and thus syntactically a predicative nominal;

2. it is a name of an inhabitant (Mongol), a
noun, syntactically a predicative nominal;

3. a place (z Mongolska), a noun, syntactically
an adverbial (adjunct).

It is not clear, whether the language of the speaker
actually distinguishes all of these categories.

Learner language is challenging not just for
NLP tools, but for human annotation as well. We
decided to start partial syntactic analysis. Instead
of building a complete dependency tree and la-
belling each node, we opted to perform a linear an-
notation of subjects, objects, predicates and pred-
icative nominals.
Two high-level annotation instructions were for-
mulated:

1. Use the PDT guidelines4 to mark subjects,
objects, predicates and nominals with the
corresponding PDT syntactic functions Sb,
Obj, Pred, Pnom, resp.

2. Annotate the language of the learner, not the
target hypothesis (a standard Czech expres-
sion with the same meaning). For example,
if the learner uses the phrase (2), the word
mı́stnost ‘room’ is annotated as an object,
even though a native speaker would use an
adverbial do mı́stnosti ‘into room’.

(2) vstoupit
enter

mı́stnost
room .

‘intended: enter a room.’
4https://ufal.mff.cuni.cz/pdt2.0/doc/

manuals/en/a-layer/pdf/a-man-en.pdf

(3) vstoupit
enter

do
into

mı́stnosti
room .

‘enter a room.’

In this, we are consistent with other an-
notation projects, for example the SALLE
project: Try to assume as little as possible
about the intended meaning of the learner.
(Dickinson and Ragheb, 2013)

Unlike a traditional treebanking project, which
is a very expensive activity, the CzeSL corpus was
annotated in three months by one annotator with a
philological education. Instead of intensive train-
ing, the annotator annotated the data and studied
the guidelines in parallel. When she was in doubt,
she consulted the problem with an experienced lin-
guist who annotated the Prague Dependency Tree-
bank. The annotator used the Brat editor.5

4 Experiments

We experimented with two different parsers: (i)
a traditional parser trained on PDT (ii) a parser
trained on a simpler subset of Czech. In both
cases, we used the MST parser.

4.1 STYX – Training on simpler language

On average, sentences in newspapers have a more
complicated structure than sentences found in a
typical non-native text. This motivated us to ex-
periment with a parser that would be trained on a
corpus using simpler syntax than that of PDT.

Hladká and Kučera (2008) present the STYX,
an electronic corpus-based exercise book of Czech
grammar.6 The STYX corpus is based on PDT, but
contains only ”simple” sentences.

5http://brat.nlplab.org/
6http://hdl.handle.net/11234/1-2391
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syntactic # tokens
function P R F1 in the test data

1. parser: MSTPDT test data: CzeSL
Pred 0.87 0.80 0.83 13,762
Sb 0.60 0.37 0.46 8,119
Obj 0.44 0.61 0.51 12,615
Pnom 0.38 0.50 0.43 2,870
avg / total 0.63 0.62 0.61 37,366

2. parser: MSTStyx test data: CzeSL
Pred 0.70 0.83 0.76 13,762
Sb 0.41 0.31 0.35 8,119
Obj 0.51 0.50 0.51 12,615
Pnom 0.40 0.23 0.29 2,870
avg / total 0.55 0.56 0.55 37,366

3. parser: MSTPDT test data: Styxetest

Pred 0.99 0.98 0.98 1,220
Sb 0.58 0.34 0.42 1,059
Obj 0.34 0.60 0.43 1,066
Pnom 0.37 0.52 0.43 198
avg / total 0.64 0.65 0.62 3,543

4. parser: MSTStyx test data: Styxetest

Pred 0.95 0.96 0.95 1,220
Sb 0.62 0.37 0.47 1,059
Obj 0.58 0.49 0.53 1,066
Pnom 0.49 0.34 0.40 198
avg / total 0.71 0.61 0.65 3,543

Table 3: We measure the performance of the MST
parser using the following performance measures:
Precision, Recall, and F1 measure.

4.2 Results

We have evaluated the two parsers against the
manual annotation of CzeSL. For comparison, we
have also evaluated them on Styx, i.e. a corpus of
native Czech. The results are summarized in Ta-
ble 3. The subscript indicates which corpus was
used for training (MSTPDT vs MSTStyx). The re-
sults are surprising in two ways:

1. the performance on the learner language is
nearly comparable to the performance on na-
tive Czech.

2. training the parser on a simpler language not
only does not help, but actually hurts the per-
formance

Figure 3: Performance of the parsers on CzeSL:
F1-measure CEFR levels. (A1+ and C1 are omit-
ted due to low number of documents)

Figure 3 shows performance of the parsers on the
CzeSL corpus by syntactic category and CEFR
level. For the PDT parser, the performance is
worst for A1 and better on more advanced levels,
as expected. However, starting with A2+ level, the
performance does not improve with CEFR levels.
One of the explanations might be that on the one
hand those advanced texts contain less “low-level”
errors (errors in spelling and morphology), but on
the other hand the sentences get longer and get a
more complicated syntax structure.

5 Conclusion and future work

Our experiments have shown that at least high-
level syntactic functions, non-native text can be
assigned based on a parser trained on standard na-
tive language. It has also shown, that training the
parser on a subset of standard language limited
to simpler construction provided no benefit. Cur-
rently, we focus on two main tasks:

• Repeating the annotation of a part of the
CzeSL corpus with a second annotator, to be
able to calculate inter-annotator agreement

• Evaluating the possibility of annotating addi-
tional syntactic functions and possibly a lim-
ited structure
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Abstract

Fill-in-the-blank items are a common form
of exercise in computer-assisted language
learning systems. To automatically gener-
ate an effective item, the system must be
able to select a high-quality carrier sen-
tence that illustrates the usage of the target
word. Previous approaches for carrier sen-
tence selection have considered sentence
length, vocabulary difficulty, the position
of the target word and the presence of finite
verbs. This paper investigates the utility
of word co-occurrence statistics and lexi-
cal similarity as selection criteria. In an
evaluation on generating fill-in-the-blank
items for learning Chinese as a foreign lan-
guage, we show that these two criteria can
improve carrier sentence quality.

1 Introduction

Fill-in-the-blank items are a common form of
exercise in computer-assisted language learning
(CALL) systems. Also known as cloze or gap-
fill items, they are constructed on the basis of car-
rier sentences. One word in the carrier sentence—
called the target word, or the “key” — is blanked
out. The learner attempts to fill in this blank, some-
times with the help of several choices, which in-
clude the target word itself and several distractors.
Consider the following item, in Chinese, for the
target word xiande 顯得 ‘appear, seem, look’:

與其他⽣物相⽐，⼈類的⽣產過程
___ 複雜許多。

Compared with other organisms, the
human reproductive process ___ a lot
more complex.

(A) xiande 顯 得 ‘appear, seem, look’
(B) ... (C) ... (D) ...

This carrier sentence not only makes a point
about the human reproductive process, but also il-
lustrates a typical usage of xiande by providing a
comparison. In contrast, the following carrier sen-
tence is an inferior choice for illustrating the same
target word. Though perfectly fluent and gram-
matical, it does not offer any reason or context for
the appearance of the pilot:

他回到駕駛艙，臉⾊ ___ 蒼⽩。

He returned to the cockpit, and his face
___ pale.

Authoring fill-in-the-blank items, and com-
posing carrier sentences in particular, is labor-
intensive. There has thus been much interest in au-
tomatic generation of these items for self-directed
language learners. Previous research on fill-in-
the-blank item generation has mostly focused on
finding plausible distractors. In the only pub-
lished studies on carrier sentence selection (Volo-
dina et al., 2012; Pilán et al., 2013), the system
makes the selection based on sentence length, vo-
cabulary difficulty, the position of the target word,
and the presence of finite verbs. We show that two
additional criteria — word co-occurrence and lex-
ical similarity, which take into account the relation
between the target word and other words in the car-
rier sentence — can improve the quality of the se-
lected carrier sentence.

2 Previous work

This section summarizes previous work on carrier
sentence selection (Section 2.1), supplemented by
two related research areas: example sentence se-
lection for dictionaries (Section 2.2), and text read-
ability prediction (Section 2.3).
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2.1 Carrier sentence selection

Automatic generation of fill-in-the-blank items
requires selection of distractors and carrier sen-
tences. Previous research mostly focused on the
former (Liu et al., 2005; Sumita et al., 2005;
Chen et al., 2006; Smith et al., 2010; Sakaguchi
et al., 2013; Zesch and Melamud, 2014). As
for carrier sentences, some systems use exam-
ple sentences from dictionaries (Pino and Eske-
nazi, 2009), while others impose relatively sim-
ple requirements (Meurers et al., 2010; Knoop and
Wilske, 2013).
We are not aware of any reported work on car-

rier sentence selection for Chinese. To the best of
our knowledge, apart from general guidelines (Ha-
ladyna et al., 2002; Xu, 2012), the only work on
sentence selection for language-learning exercises
focused on Swedish. Volodina et al. (2012) pro-
posed an algorithm that uses four weighted heuris-
tics— sentence length, position of the target word,
absence of rare words and presence of finite verbs
— to score each candidate sentence. In manual
evaluation, 56.6% of the sentences were consid-
ered “acceptable”. In a subsequent evaluation on
the Lärka system (Pilán et al., 2013), human judges
rated 73% of the automatically selected sentences
to be “understandable”; they rated about 60% as
suitable as exercise items or as examples for vo-
cabulary illustration.

2.2 Example sentence selection

A dictionary entry of a word often includes an ex-
ample sentence. Various criteria for selecting an
example sentence for dictionaries have been pro-
posed (Kilgarriff et al., 2008; Didakowski et al.,
2012). As far as the sentence is concerned, it
must be authentic, complete, well-formed, self-
contained, and not too complex. As for the target
word, it should not be used as a proper noun, or
in a metaphoric or abstract sense; further, it should
co-occur often with, and be semantically related
to, one or more words in the rest of the sentence.
A number of systems have implemented some of
these criteria as heuristic rules (Smith et al., 2009;
Baisa and Suchomel, 2014). In one study, these
criteria yielded 95% success rate in example sen-
tence selection (Didakowski et al., 2012). Since a
carrier sentence should likewise illustrate the us-
age of its target word, we will borrow some of
these criteria — specifically, word co-occurrence
and lexical similarity — in this work.

2.3 Text readability prediction
Text readability prediction classifies a document
into a difficulty level, typically a school grade.
State-of-the-art systems combine lexical, syntac-
tic and discourse features, as well as n-gram
language model scores, to perform the classi-
fication (Schwarm and Ostendorf, 2005; Pitler
and Nenkova, 2008; Kate et al., 2010; Collins-
Thompson, 2008).
For Chinese, we are aware of only two reported

studies on this task. Using similar features as
above, Sung et al. (2015) achieved 72.92% ac-
curacy in classifying textbook material into the
six grades at primary school. Chen et al. (2013)
showed that tf-idf and lexical chains can further
improve accuracy, ranging from 80% to 96% for
various grade levels on a set of textbooks.
Although carrier sentences must also be highly

readable, features used in text readability predic-
tion are not directly transferrable to our task. Most
of these features are intended for documents, and
may not work well when applied on single sen-
tences. In a recent study on sentence-level read-
ability prediction for Swedish, Pilán et al. (2014)
found that a heuristic approach based on example
sentence selection (Kilgarriff et al., 2008) outper-
formed a statistical classifier that adapts features
from document-level readability prediction.

3 Features for carrier sentence selection

Because of the lack of large-scale, annotated
dataset for carrier sentence selection, it is impos-
sible to use standard machine learning methods
for scoring candidate carrier sentences. Instead,
we developed a number of features, to be used
by the system as heuristics. We first describe
baseline features (Section 3.1) inspired by Volo-
dina et al. (2012), and then investigate word co-
occurrence and lexical similarity statistics (Sec-
tion 3.2).
To tune the heuristics, we compiled two

datasets. The “Textbook Set” consists of 299 car-
rier sentences, drawn from fill-in-the-blank ques-
tions in three Chinese textbooks (Liu, 2004, 2010;
Wang, 2007)1. The “Wiki Set” contains 9.2 mil-
lion sentences, harvested from ChineseWikipedia.
We performed word segmentation, part-of-speech
tagging and syntactic parsing with the Stanford
Chinese parser (Levy and Manning, 2003).

1We excluded carrier sentences whose target words are not
nouns, verbs, or adjectives.
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3.1 Baseline features
Sentence complexity. In fill-in-the-blank items in-
tended for self-directed learning, as opposed to as-
sessment, simple sentences are preferred. This is
to minimize the learner’s difficulties in sentence
comprehension and optimize his/her acquisition of
the target word. An indicator of sentence com-
plexity is sentence length; for example, Volodina
et al. (2012) favor sentences between 10 and 15
words. The average length of carrier sentences
in the Textbook Set is 16.8 words, substantially
shorter than that of sentences in the Wiki Set (24.7
words). Besides sentence length, the number of
clauses can also serve as an approximate measure
of complexity. On average, the parse tree of a
carrier sentence in the textbooks contains 3.1 IP
nodes2. We require a carrier sentence to have be-
tween 10 to 20 words, and to have no more than 3
IP nodes.

Vocabulary difficulty. For similar reasons as
described above, carrier sentences tend to avoid
difficult words. Word frequency is often used as
a proxy for its difficulty level. While a straight-
forward strategy is to set a minimum frequency
threshold (Volodina et al., 2012), no fixed thresh-
old can suit all individual learners, and a conser-
vative threshold would unnecessarily reject good
candidate sentences. We instead take the target
word as the point of reference— a carrier sentence
designed for teaching that word should not assume
the learner to know words that are more advanced.
We ranked all words by frequency in the Wiki Set,
and divide them into buckets of 1,000 words. We
require all words in the carrier sentence to belong
to the same bucket as, or a higher word-frequency
bucket than, the target word.

Target word position. While Volodina et
al. (2012) prefer target words to be located within
the first 10 words of the sentence, the target words
in the Textbook Set tend to occur in the second half
of the sentence, and fewer than 1% are within the
first tenth of the sentence.3 We require that the tar-
get word cannot be situated within the first tenth of
the carrier sentence.

Complete sentence. To favor complete sen-
tences, the heuristic used by Volodina et al. (2012)
rewards the presence of a finite verb. Since Chi-

2An IP node corresponds to an S or SBAR node in the
Penn Treebank.

3More precisely, the average target word position is 7.1
out of a ten-word sentence. The optimal word position might
differ by language, and deserves further investigation.

nese verbs do not mark finiteness, we instead re-
quire a carrier sentence to have a subject. The sub-
ject of a sentence is often dropped in Chinese, a
pro-drop language. Although such a sentence is
perfectly grammatical, it is undesirable as a carrier
sentence since it cannot be interpretable in isola-
tion. We require the root of the carrier sentence to
have a noun subject.4

3.2 Target word features
Word Co-occurrence. A good sentence “should
present words with which [the target word] typ-
ically co-occurs” (Didakowski et al., 2012). We
measure co-occurrence with pointwise mutual in-
formation (PMI), estimated on the Wiki Set. We
compute the “PMI Score” of a sentence by find-
ing the word in the sentence that has the highest
PMI with the target word. Table 1 shows the car-
rier sentence with the maximum PMI score for the
target word xiande ‘appear, seem, look’. The word
that yields the highest PMI with the target word is
xiangbi ‘compare’, reflecting a typical use of xi-
angbi to introduce a second element (“other organ-
isms”) to contrast with the subject (“human”). We
select the carrier sentence with the highest PMI
Score with respect to the target word.

Lexical similarity. A good sentence should
“contain words that are lexically-semantically re-
lated to [the target word]” (Didakowski et al.,
2012). We trained a continuous bag of words
(CBOW) model of 400 dimensions and window
size 5 with word2vec (Mikolov et al., 2013) on the
Wiki Set. We computed the “Similarity Score” of
a sentence by finding the word in the sentence that
has the highest word2vec similarity score with the
target word5. Table 1 shows the carrier sentence
with the maximum similarity score for the target
word xiande ‘appear, seem, look’. The word that
yields the highest similarity score with the target
word is gengwei ‘even more’, a verb that is often
used in similar context. We select the carrier sen-
tence with the highest Similarity Score with respect
to the target word.

4 Experiment set-up

Among the target words in fill-in-the-blank items
in the Textbook Set, we selected 100 words —
56 verbs, 31 nouns and 13 adjectives — such

4That is, the root, typically a verb, a noun or an adjective,
must have a child word in the nsubj or nsubjpass relation.

5The target word cannot be repeated in the rest of the sen-
tence.
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Method: Co-occur
Related word: xiangbi 相⽐ ‘compare’

(Highest PMI with target word)

與其他⽣物 [相⽐ (xiangbi)]，⼈類的⽣產
過程顯得 (xiande) 複雜許多。
When [compared] with other organisms, the
human reproductive process appears a lot
more complex.
Method: Similar
Related word: gengwei 更為 ‘even more’

(Highest similarity score
with target word)

在政治和宗教的問題上，⽜津⽐劍橋
顯得 (xiande)[更為 (gengwei)] 保守。
On political and religious issues, Oxford appears
[even more] conservative than Cambridge.

Table 1: Carrier sentences selected for the target
word xiande ‘appear, seem, look’ by the Co-occur
method and Similar method.

that they are roughly equally spaced in the list
of 20,000 most frequent words in the Wiki Set.
For each of these 100 words, we retrieve can-
didate sentences from the Wiki Set that satisfy
the constraints imposed by the Baseline features.
From this pool of candidates, we used three meth-
ods to select a carrier sentence. The Baseline
method randomly selects a sentence from the pool.
The +Similar method selects the candidate that
optimizes the Lexical Similarity feature. The
+Co-occur method selects the candidate that op-
timizes theWord co-occurrence feature. Finally,
the Human method uses the carrier sentence from
the Textbook Set.
We asked two human judges, both native Chi-

nese speakers, to evaluate the four carrier sen-
tences for each of the 100 target words. They
assigned two scores to each sentence: the Sen-
tence Score (3=“Good”, 2=“Fair”, 1=“Unaccept-
able”) assesses the extent to which the sentence
is grammatical, fluent and fit for pedagogical pur-
pose; theWord Score, on the same 3-point scale, in-
dicates how well the sentence succeeds in illustrat-
ing a typical usage of the target word. The kappa
for these two scores are 0.342 and 0.227, respec-
tively; both are considered a “fair” level of agree-

Method Sentence Score Word Score
Avg Good Avg Good

Baseline 2.15 50% 2.60 77%
+Similar 2.51 71% 2.67 80%
+Co-occur 2.68 79% 2.70 82%
Human 2.70 81% 2.91 94%

Table 2: Percentage of sentences rated “Good”
(score 3 out of 3) and scores of carrier sentences
generated by the various methods, averaged be-
tween the two judges

ment (Landis and Koch, 1977).

5 Experimental results

As shown in Table 2, human-authored carrier
sentences attracted the highest scores, and have
the highest percentage rated “Good” (81.0% and
93.5% for the sentence and word scores). In terms
of the Sentence Score, both the Co-occur method
and Similar method6 outperformed the baseline.
For the Co-occurmethod, 79.0% of the sentences
were rated “Good”. In most cases, the presence
of a word of frequent co-occurrence seemed to
be a reliable indicator of a high-quality sentence.
The Word Score tends to be high across all meth-
ods; the baseline features already led to 77.0%
of the selected sentences rated “Good”. Both
the Co-occur and Similar methods only slightly
outperformed the baseline7, suggesting a relatively
high quality of word usage in general in Chinese
Wikipedia articles.

6 Conclusions

We have presented a study on automatic selection
of carrier sentences for fill-in-the-blank items for
Chinese as a foreign language. Our evaluation
results show that word co-occurrence and lexical
similarity measures can improve the quality of the
carrier sentences, over a baseline that considers
only sentence complexity, vocabulary difficulty,
sentence completeness, and target word position.
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Abstract

In today’s technology driven digital era,
education domain is undergoing a trans-
formation from traditional approaches to
more learner controlled and flexible meth-
ods of learning. This transformation has
opened the new avenues for interdisci-
plinary research in the field of educational
technology and natural language process-
ing in developing quality digital aids for
learning and teaching. The tool presented
here - Hindi Shabhadamitra, developed
using Hindi Wordnet for Hindi language
learning, is one such e-learning tool. It has
been developed as a teaching and learning
aid suitable for formal school based cur-
riculum and informal setup for self learn-
ing users. Besides vocabulary, it also pro-
vides word based grammar along with im-
ages and pronunciation for better learning
and retention. This aid demonstrates that
how a rich lexical resource like wordnet
can be systematically remodeled for prac-
tical usage in the educational domain.

1 Introduction
With technology expanding into every domain of
society, its impact is visible in the education do-
main as well. And with improving infrastructure
and better technologies the digitization in educa-
tion is here to stay. Another important catalyst
in this area is the receptiveness of the entities in-
volved viz. students and teachers.

The technology has provided an edge by reduc-
ing the cost of delivering the education to volume
of students. Due to its multi-sensory impact, the
researchers have proved that, e-learning enhances
the students’ outcome (Shams and Seitz, 2008;
Sankey et al., 2010). With all these benefits, the
need for quality digital aids for learning becomes
imminent.

As the trend of global citizen is becoming more
prevalent, the knowledge of multiple language be-
comes preferable. For any language learning ac-
tivity, vocabulary learning is considered central
(Alqahtani et al., 2015). Besides this, the other
directions of language learning include grammar
learning, conversational usage, colloquial usage,
literary usage, etc. Digital language learning aids
are a big support in this direction.

Understanding a word involves - committing to
memory its form, capturing its relationship with
other words and finally knowing how and where
to use it. Vocabulary learning methods (Nation
and Newton, 1997; Dunlosky et al., 2013; Oxford,
2016) vary from –

• Directly learning the language without any in-
tervention of the mother tongue.

• Translating the words from target language to
mother tongue of the learner in order to con-
vey the meaning.

• Highlighting the new words in a given text
and finding out its meaning with the help of
a glossary or synonyms.

Keeping vocabulary and grammar learning as
pivotal to language learning, an e-learning tool,
Hindi Shabdamitra, has been developed.

This paper presents a digital Hindi language
teaching and learning aid, Hindi Shabdamitra,
which is mainly a vocabulary and word specific
grammar learning aid for formal and informal se-
tups of language learning. It uses Hindi Wordnet1
as a resource for vocabulary teaching.

The rest of the paper is organized as follows:
section 2 gives information about the related work,
section 3 introduces the Hindi Shabdamitra, sec-
tion 4 provides the user field response, which is
followed by conclusion and future work.

1http://www.cfilt.iitb.ac.in/wordnet/
webhwn/wn.php
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2 Related Work
The literature about vocabulary learning strate-
gies, language learning psychology and digital
educational applications shows that multi-modal
learning always result in better retention (Dale,
1969). Vocabulary is cited as the one of the pri-
mary reasons for learner’s ability and confidence
to communicate. Various mechanical strategies
like repetition, context, usage and visual correla-
tion have been tested by language experts for en-
hancing the vocabulary (Atasheneh and Naeimi,
2015; Butler et al., 2010). When the information
enters the system through various senses, the brain
tries to overcome the limited processing abilities
of each individual senses, which results in better
information processing (Clark and Paivio, 1991).
The multi-modal learning environments have been
studied in different settings (Mayer and Moreno,
2003; Moreno and Mayer, 2007; Shams and Seitz,
2008; Sankey et al., 2010) which shows its posi-
tive impact on learners. To enhance the willing-
ness of the learner for self-directed technology (Lai
et al., 2016), Mobile Assisted Language Learning
(MALL) (Yang, 2013) and gamification is seen as
an effective pedagogical strategy. These strategies
help to engage and motivate the learner to learn in a
relaxed environment (Werbach and Hunter, 2012;
Figueroa Flores, 2015).

Semantic relations of words have shown to help
in better understanding of new vocabulary (Lin,
1997). The wordnet2, a rich lexical resource based
on semantic relations, have been explored for vo-
cabulary learning and other related language learn-
ing applications (Hu et al., 1998; Sun et al., 2011;
Brumbaugh, 2015; Hiray, 2015).

3 Hindi Shabdamitra: An E-Learning
Teaching Aid

3.1 Background
Hindi written in Devanagari script is the official
language of the Republic of India. It is one of
the widely spoken languages in India. For learn-
ing Hindi, a lot of digital content is available on-
line in the form of games, stories, poems and theme
based conversation, along with basic knowledge of
grammar and vocabulary. The content delivered
to learners via subscribed Youtube videos, sub-
scribed web interfaces, social media websites, live
skype lectures, purchasable DVDs, etc. Some of

2https://wordnet.princeton.edu/

the applications for language learning which offer
Hindi learning are - Duolingo3, Hindipod4, Rocket
Language5, Italki6, etc. Some applications meant
specifically for children are dinolingo7, akhlesh8,
galligallisimsim9, etc. Other online resources for
Hindi language are bilingual dictionaries which
provide only the meanings of the words, such as
Shabdkosh10, Collins dictionary11, etc. The com-
monality among all the above resources is their in-
ability of customization for formal school setups.
They are more focused for individual learning.

As per renowned teaching methodology and vo-
cabulary acquisition researcher, Prof. Paul Nation,
vocabulary teaching should be done in a structured
way (Nation and Newton, 1997; Carter, 1987; Lin,
1997). The aim should be to improve the passive
knowledge and make the learner able to use the
words in their day-to-day communication.

A study of current digital resources used by var-
ious educational institution was also done as part
of the background study. The outcome showed a
big gap of quality resources which can cover all as-
pects of language learning like grammar, concepts,
usage and pronunciations in an effective manner.

This motivation led to the development of a dig-
ital aid that would fill this gap for Hindi language
learning. Through the e-learning tool presented
here Hindi Shabdamitra, an attempt has been
made to teach and learn Hindi language in both for-
mal and informal settings, along with learning of
the word based grammatical features. Further, this
tool facilitates learning with the help of illustra-
tions and pronunciation for multi-sensory impact.

3.2 Hindi Shabdamitra
Hindi Shabdamitra (िहदंी शब्दिमतर्)12 is a digital aid
designed for assisting in learning and teaching of
Hindi language. It is developed in correlation with
school curriculum, which is considered here as a
formal setup of learning. Along with schools, it
can also be used by individuals or organizations not
following any specific curriculum viz. NGOs, for-

3https://www.duolingo.com/
4https://www.hindipod101.com/
5https://www.rocketlanguages.com
6https://www.italki.com
7https://dinolingo.com
8http://www.akhlesh.com/
9http://www.galligallisimsim.com/

10www.shabdkosh.com/
11https://www.collinsdictionary.com
12http://www.cfilt.iitb.ac.in/

hindishabdamitra/
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Figure 1: Class wise and Level wise search inter-
face selection

eign Universities teaching Hindi, self learners, etc.,
which is considered as a non formal setup of learn-
ing. It uses Hindi Wordnet as a base resource that
has been remodeled for this aid by incorporating
the multi-modal features. Further, The concepts
are grammatically enriched and simplified depend-
ing upon the understanding level of the learner.

As small children learn easily and effortlessly
if a picture is provided rather than a text content.
Hence, for the initial phase, concepts are pictori-
ally depicted by providing illustrations for level 1
and 2, so that a given concept can be easily cap-
tured by these kids. The illustrations are digi-
tally drawn by the in-house illustrators keeping the
sense of a concept in mind. Most of the illustra-
tions are simple and shows positivity and happi-
ness, and conveys the right information.

Also, search-words are provided with the audio
pronunciation. These words are recorded by na-
tive speakers of the language in the standard Hindi
format.

A team of lexicographers, illustrators and
native language speakers have contributed to
build this multi-modal resource which has formed
the base of Hindi Shabdamitra. The tool has an
online web-based and app-based interface for
wider reachability. Also, this tool can be made
available offline for anytime anywhere learning.
The interface allows the search navigation in two
ways – level wise (िहदंी ज्ञान स्तर के अनुसार, hiMdii
GYaana stara ke anusaara) and class wise (कक्षा के
अनुसार, kaxaa ke anusaara). This can be seen in
figure 1.

The unique features of this E-learning tool are –

• It is meant for Hindi language learning, in

sync with school curriculum

• It allows vocabulary and word related gram-
matical feature learning

• It can be used for formal i.e., school curricu-
lum based setup and informal i.e., individual
based setup of learning and teaching

• It has a multifaceted design having pictures
and audio pronunciation

• It provides learning through layered interface
for wider audience

• It allows student and teacher participation and
engagement

• It has a learner friendly interface for ease of
learning

• It is accessible on mobiles, smart devices,
computers, etc.

• It is available in online and off-line mode.

This tool can assist the teachers in better class-
room management and make learning Hindi an in-
teresting activity. Also, this tool can assist self
learners using the layered approach.

3.3 Resource used: Hindi Wordnet
Hindi Wordnet, a digital language resource, is
an online lexical repository having synonymy set
called as synset. Synset contains a gloss (def-
inition) and an example sentence. Wordnet is
linked by semantic relations like hypernymy (is-
a), meronymy (part-of), troponymy (manner-of),
etc. and by lexical relations like antonymy, gra-
dation, etc. (Bhattacharyya, 2010). It was origi-
nally developed for the research in the area of Nat-
ural Language Processing. Hindi wordnet, being
a rich lexical resource, which is a dictionary cum
thesaurus, have been used as a resource for the de-
velopment of this digital aid. In particular, the tool
uses Hindi wordnet’s gloss, examples, synonyms,
ontological information, lexico-semantic relations.
Some of the above information is modified as per
the level of the learner.

3.4 A Layered Interface
Hindi Shabdamitra has been designed for a wider
range of target audience. Keeping in sight the level
of the learners, the interface has a layered architec-
ture. It has the following five layers:
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Figure 2: Class wise search in Hindi Shabdamitra

• Level 1 (for classes 1 and 2)

• Level 2 (for classes 3, 4 and 5)

• Level 3 (for classes 6, 7, 8, 9 and 10)

• Level 4 (for classes 11 and 12)

• Level 5 (for classes above 12, researchers,
language learners, etc.)

The same search-word can be studied by the learn-
ers of all 5 levels. At each level incremental in-
formation is displayed. The depth of content dis-
played in terms of synonyms, grammatical infor-
mation, ontological information will vary from
level to level.

3.4.1 Class-wise Search Selection
The tool has been devised keeping in mind the
different school curriculum based on the affilia-
tions to various governing bodies responsible for
standardization of school education, i.e., CBSE13,
ICSE14, state boards, etc. In class-wise search, a
‘board’ is selected followed by ‘class number’ and
‘lesson number’. This selection allows the teacher
to choose the words from the syllabus which she/he
is going to teach in class to students. The major
advantage here is that the tool covers all the vo-
cabulary in a given class as these words were man-
ually collected from the school curriculum. This
will assist teacher in teaching all possible words
available in a given lesson. At the same time,
the word related grammatical features like gender,
countability, etc. and lexico-semantic relations
like antonyms, synonyms, etc. can be taught to
students. Figure 2 shows an instance of class wise
search explaining the concept of a word ‘माँ’ (maa ,

13http://cbse.nic.in/newsite/index.html
14http://www.cisce.org/

a mother). In this example only पěरभाषा (parib-
haaShaa, a gloss or concept definition), वाक्य में
पर्योग (vaakya meM prayoga, usage in an example),
बहĨवचन (bahuvachana, plural) and समानाथीर् शब्द
(samaanaarthii shabda, synonyms) has been se-
lectively displayed. Here, for class 1 to class 5 the
gloss and example sentence from original Hindi
Wordnet is further simplified by providing the sim-
ple words in the definition so that the students at
these levels can easily pick-up and learn concept
comfortably. At the higher classes the more infor-
mation like lexico-semantic relations like hyper-
nymy, holonymy, etc. along with grammatical fea-
tures like transitivity, kind of noun or verb, etc., is
provided.

3.4.2 Level-wise Search Selection
Level wise search interface is designed for the in-
formal non-curriculum based scenario where any
person can learn a given word and understand it
at his/her own pace. In this interface, the search
is not restricted to the vocabulary of a given class
and lesson. Here the learner has two options to fol-
low. One, where the learner is not sure of his/her
expertise of knowledge. In such case, the informa-
tion can be accessed in small portions so that the
learner is able to grasp it better. Once comfortable
with the low level content, the learner can opt for
more detailed information about the search-word.
The other flow, where the learner is aware and can
choose the level based on his/her knowledge.

Level 1 is for beginners, level 2 is for interme-
diate learners, level 3 for proficient, level 4 for ad-
vanced and level 5 for experts. The amount of in-
formation displayed is varied based on the level se-
lected. In each level the information is rendered
based on its part-of-speech category and grammat-
ical properties.

Figure 3 shows the level wise search for level
2. In this figure, the information rendered in Hindi
is पěरभाषा (paribhaaShaa, a gloss or concept def-
inition), वाक्य में पर्योग (vaakya meM prayoga, us-
age in an example), बहĨवचन (bahuvachana, plural),
समानाथीर् शब्द (samaanaarthii shabda, synonyms),
Ùलगं (liMga, gender), संज्ञा के पर्कार (saMGYaa ke
prakaara, kind of noun) and गणनीयता (gaNaniiy-
ataa, countability). Like Class-wise, there can be
more information at each levels depending upon
the part-of-speech category and the grammatical
features of a search-word.

Since, this is an era of smart devices such as mo-
biles, tablets, etc., the android based mobile app
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Figure 3: Level wise search in Hindi Shabdamitra
for Intermediate learner (Level 2)

have been developed. Figure 4 shows the devel-
oped mobile interface for Hindi Shabdamitra.

4 Field Response

As part of testing the tool, the field trial of the
Hindi Shabdamitra’s web and app interface was
done at 3 local schools with around 400 students
and 10 teachers participating in the exercise. The
feedback was sought for the content, ease of han-
dling the application, classroom impact and overall
experience by teachers and students. Our observa-
tion and feedback from the teachers clearly indi-
cate that it helped teachers in explaining concepts
clearly with the help of illustrations and simplified
concepts. Audio clips helped in understanding the
pronunciation of a given word. The aid assisted the
teacher in better classroom management, reduced
effort of reiterating the concepts for better reten-
tion and having the standardized pronunciation by
the native Hindi speaker. The application has been

Figure 4: Mobile App for Hindi Shabdamitra

improved based on the feedback received by stu-
dents and teachers.

5 Conclusion and Future Work

With technological advancement, education do-
main is shifting from a traditional knowledge-
transfer model to a collaborative, multi-sensory,
self-paced, engaging model with the flexibility of
anywhere anytime learning. Based on Hindi Word-
net, Hindi Shabdamitra is one such comprehensive
e-learning tool which helps in learning Hindi lan-
guage, pronunciation, grammar and understand-
ing the concepts through illustrations, definition
and examples. It caters to a wide range of audi-
ence and is available in both web based and app
based formats for flexibility of usage. It is well re-
ceived by the learners in the initial phase of launch.
This aid shows how a semantically rich lexical re-
source like Wordnet, originally developed for re-
search purpose, can be modeled for practical usage
in education domain.

In future, the authors intend to include interac-
tive assessment module for evaluations and other
game based assessment modules for fun learning.
It can be extended for learning other Indian lan-
guages. Further, the illustrations, audio, grammat-
ical features, simplified gloss, etc. of Hindi Shab-
damitra can act as an enriched resource.
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Abstract

This paper provides an overview along
with our findings of the Chinese Spelling
Check shared task at NLPTEA 2017. The
goal of this task is to develop a computer-
assisted system to automatically diagnose
typing errors in traditional Chinese sen-
tences written by students. We defined
six types of errors which belong to two
categories. Given a sentence, the system
should detect where the errors are, and for
each detected error determine its type and
provide correction suggestions. We de-
signed, constructed, and released a bench-
mark dataset for this task.

1 Introduction

Automatic spelling checking is the task of using
machines to automatically detect writing errors
(Mays et al., 1991). Most popular word processors
have this capability for alphabet-based languages,
such as English, French and German, but not for
character-based languages, such as Chinese.

In this shared task, we focus on spelling check-
ing Chinese, which is very different than checking
alphabetic languages due to several distinct prop-
erties of the Chinese language:

1. There is a vast variety of characters. There
exist more than 100,000 Chinese characters,
around 3,500 of which constitute the com-
mon characters of modern Chinese. Many
characters have similar shapes and/or similar
pronunciations.

2. There are no delimiters between words.

3. Each character has a meaning. Furthermore,
the length of words is usually very short,
ranging between one and four characters.

4. Depending on their positions in a sentence,
identical characters or words can sometimes
belong to different kinds of part of speech
(verb, noun, etc.).

5. There exist many colloquial words and
phrases that do not occur in written Chi-
nese. This property becomes especially ob-
vious in Cantonese, which is a dialect of Chi-
nese. There is a significant number of words,
phrases, and sentence structures that are valid
in daily conversation, yet are considered in-
valid when written down.

We observed that publicly available benchmark
data for Chinese spelling checking is limited. To
make matters worse, no benchmark dataset targets
the last of the aforementioned properties. This
motivated us to develop a new benchmark dataset
which takes colloquialism into account, and which
is publicly available in order to promote future re-
search of Chinese spelling checking in this area.

In general, a good spelling checker is able to
detect errors and provide correction suggestions
for each detected error. Since every character in
Chinese has a meaning (i.e., every character can
always be regarded as a word, which is very dif-
ferent from alphabetic-based languages), spelling
checks must be done within a context, such as a
sentence or a long phrase with a certain meaning,
rather than within very few words (Mays et al.,
1991). Accordingly, we collected a number of stu-
dents’ writings to serve as the benchmark data for
this shared task.
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For the evaluation, it should be noted that we do
not have any widely recognised or standard eval-
uation schemas specifically designed for evaluat-
ing the performance of Chinese spelling check-
ers. Nonetheless, different evaluation schemas
have been proposed for different purposes (Duan
et al., 2012; Tseng et al., 2015; Wu et al., 2013;
Yu et al., 2008, 2014; Zhao and Liu, 2010). Since
we could not find any existing evaluation schema
that fulfils all our evaluation criteria, we proposed
a new evaluation schema in this task. We under-
stand that this proposed evaluation schema may
not be perfect, however it does capture most es-
sential elements for considering whether a spelling
checker is effective.

The rest of this paper is organised as follows:
Section 2 describes the benchmark dataset, Sec-
tion 3 presents the tasks, Section 4 outlines the
evaluation schema, and Section 5 reports the find-
ings and concludes this paper.

2 Benchmark Dataset

The Hong Kong Applied Science and Technol-
ogy Research Institute (ASTRI), founded by the
Government of the Hong Kong Special Adminis-
trative Region in 2000, first collected more than
5,000 writings by Hong Kong primary students.
We then invited researchers from the Department
of Chinese Language and Literature at The Chi-
nese University of Hong Kong to help mark and
annotate these writings. Next, we extracted sen-
tences with at least one error, and from this subset
we manually filtered all sentences which are se-
mantically meaningful, have a reasonable length,
and are easy to understand without additional con-
text. A total of 6,890 sentences met these criteria.
Each sentence contains 50 to 150 characters, in-
cluding punctuation marks. The average number
of errors in a sentence is 2.7, and the maximum is
5. Finally, we defined the following six types of
errors:

1. Typo – Similar shape. E.g., in the word辨論,
辨 is a typo and should be written as 辯. 辨
and辯 have similar shapes.

2. Typo – Similar pronunciation. E.g., in the
word 今荀, 今 is a typo and should be re-
placed by甘. 今 and甘 have similar pronun-
ciations in Cantonese.

3. Typo – Mixing simplified and traditional Chi-
nese. E.g., for the word词語,词 is simplified

Chinese and should be replaced by its tradi-
tional counterpart詞.

4. Colloquialism – Incorrect character. E.g., for
the sentence “佢比你高” the character 佢 is
colloquial and should be changed into formal
writing: either他 or她.

5. Colloquialism – Incorrect word or phrase.
All characters are proper formal Chinese, but
when combined they form a colloquial word.
E.g., in the sentence “昨天撞返一個很久沒有
見面的小學同學” the word撞返 is colloquial
even though the characters撞 and返 are both
formal written Chinese. Here,撞返 should be
replaced by碰見.

6. Colloquialism – Incorrect usage. All char-
acters are properly written without any col-
loquial characters or words or phrases, but
the ordering of some characters or words is
incorrect, resulting in colloquial language.
E.g., in the sentence “我走先了” the word 走
先 is colloquial and should be written as 先
走.

We classify the first three types of errors as “ty-
pos” and the last three types of errors as “collo-
quialisms”. Since all the writings in our dataset
came from Hong Kong students, all colloquialisms
in our dataset are Cantonese. Note that it is pos-
sible to have any mixture of the above cases, even
if just colloquialisms. For example, consider the
sentence “大家討論緊這件事”. In this context, the
character 緊 is a colloquial word and means 正在
(error type 4 in the aforementioned classification).
Yet, simply replacing 緊 by 正在 is still wrong
since it then triggers error type 5. Instead, the cor-
rection should be “大家正在討論這件事”.

Since our benchmark dataset also required pos-
itive examples, we manually added 3,110 entirely
correct sentences from our collection of writings,
reaching a round total of 10,000 sentences. Next,
we randomly selected 1,000 sentences from our
dataset as training data, and another 1,000 sen-
tences as testing data. To the best of our knowl-
edge, there is no publicly available benchmark
dataset that takes into account all six types of er-
rors outlined above. We are the first to release such
dataset, and it can be obtained from the project
website.1

1https://www.labviso.com/nlptea2017/
download/
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3 Tasks: Detection and Correction

The objective of this shared task is to develop
a computer-assisted system that automatically di-
agnoses typing errors in traditional Chinese sen-
tences written by native Hong Kong primary stu-
dents.

3.1 Overview
As mentioned in Section 2, there are two cate-
gories of errors: typos and colloquialisms. A sen-
tence may be free of errors, have one error, or have
multiple errors. Here are some additional exam-
ples:

• No error:
我很喜歡吃媽媽做的瓜炒蛋飯。

• Typo only:
我很喜歡吃媽媽做的梁梁梁瓜炒蛋飯。

• Colloquialism only:
我很鍾鍾鍾意意意吃媽媽做的瓜炒蛋飯。

• Typo and colloquialism:
我很鍾鍾鍾意意意吃媽媽做的梁梁梁瓜炒蛋飯。

• Multiple typos and multiple colloquialisms:
我很鍾鍾鍾意意意食食食媽媽做的梁梁梁瓜炒旦旦旦飯。

As this is the first time we have colloquialisms
in benchmark data, we provide a Cantonese-
Chinese mapping dictionary in this shared task.
This dictionary is in JSON format and contains all
mappings between Cantonese and formal written
Chinese. All Cantonese language that appears in
the training and testing datasets is guaranteed to be
included in this file. Note that a Cantonese phrase
may have more than one possible mapping (de-
pending on the context of the sentence) and differ-
ent combinations of words in a phrase may yield
entirely different results. For example:

{"cantonese":"唔", "chinese":["不"]},
{"cantonese":"唔使", "chinese":["不用"]},
{"cantonese":"唔該", "chinese":["請","謝

謝"]},
{"cantonese":"邊度", "chinese":["哪裏"]},
{"cantonese":"邊處", "chinese":["哪裏"]}

We provide the training data, testing data, and
their corresponding gold standards. Everything is
in JSON format. For example, given the following
sentences:

{
"id":"ASTRI01",

"sentence":"我很喜歡吃媽媽做的凉瓜炒蛋飯。"
},
{

"id":"ASTRI02",
"sentence":"我很喜歡吃媽媽做的梁瓜炒蛋飯。"

},
{

"id":"ASTRI03",
"sentence":"我很鍾意吃媽媽做的凉瓜炒蛋飯。"

},
{

"id":"ASTRI04",
"sentence":"我很鍾意食媽媽做的梁瓜炒旦飯。"

}

the corresponding gold standard is:

{
"id":"ASTRI01",
"typo":null,
"cantonese":null

},
{

"id":"ASTRI02",
"typo":[

{
"position":10,
"correction":["凉"]

}],
"cantonese":null,
"reorder":null

},
{

"id":"ASTRI03",
"typo":null,
"cantonese":[

{
"position":3,
"length":2,
"correction":["喜歡"]

}],
"reorder":null

},
{

"id":"ASTRI04",
"typo":[

{
"position":10,
"correction":["凉"]

},
{
"position":13,
"correction":["蛋"]

}],
"cantonese":[

{
"position":3,
"length":2,
"correction":["喜歡"]

},
{
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"position":5,
"length":1,
"correction":["吃"]

}],
"reorder":null

}

The structure and meaning of the above exam-
ples should be self-explanatory. Note that accord-
ing to Section 2, there are multiple types of col-
loquialism. This is the reason why the “reorder”
field is necessary for colloquialism detection in a
sentence. To illustrate this necessity, observe that
when given the following sentences:

{
"id":"ASTRI05",
"sentence":"我走先然後去打球。"

},
{
"id":"ASTRI06",
"sentence":"大家討論緊這件事。"

}

the corresponding gold standard becomes:

{
"id":"ASTRI05",
"typo":null,
"cantonese":null,
"reorder":[

{
"position":1,
"length":8,
"correction":["我先走然後去打球"]

}]
},
{
"id":"ASTRI06",
"typo":null,
"cantonese":[

{
"position":5,
"length":1,
"correction":["正在"]

}],
"reorder":[

{
"position":1,
"length":8,
"correction":["大家緊討論這件事"]

}]
}

3.2 Task 1 – Detection

Given a sentence, the system should be able to de-
tect where the errors are, and for each detected er-
ror determine its type. Note that a sentence may
have no errors, one error, or multiple errors (of

multiple types).

3.3 Task 2 – Correction

For each detected error, the system should sug-
gest how to correct the error. In contrast to pre-
vious similar computerised spelling check tasks
(Duan et al., 2012; Tseng et al., 2015; Wu et al.,
2013; Yu et al., 2008, 2014; Zhao and Liu, 2010),
this shared task allows multiple correction sugges-
tions. This idea originated from the fact that each
spelling checker in modern word processing soft-
ware provides a list of possible corrections for any
given error, in order to maximise editing flexibil-
ity. Hence, it is reasonable to allow a system to
output multiple correction suggestions for an error
rather than just one.

4 Evaluation Schema

4.1 Evaluating Detection Performance

For evaluating the detection performance of a sys-
tem, we compare the system output to the gold
standard in terms of types of error and positions.
Mathematically,

p =
TP

TP + FP

r =
TP

TP + FN

Edetection =
2× p× r

p + r

(1)

where TP is the number of characters that are cor-
rectly identified as errors; FP is the number of
characters that are incorrectly identified as errors;
and FN is the number of errors that remained un-
detected. For example, given the following sen-
tences:

{
"id":"ASTRI2000",
"sentence":"佢想禾你共進免餐。"

},
{

"id":"ASTRI2001",
"sentence":"仍記得小學下課的時候，我總愛到

草推裏捉蠶蟲。"
},
{

"id":"ASTRI2002",
"sentence":"我走先然後去打球。"

}

and the following result:
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{
"id":"ASTRI2000",
"typo":[

{
"position":3,
"correction":["和"]

},
{

"position":7,
"correction":["晚", "挽", "行"]

}],
"cantonese":[

{
"position":1,
"length":1,
"correction":["他", "她"]

}],
"reorder":[]

},
{
"id":"ASTRI2001",
"typo":[

{
"position":1,

"correction":["也"]
}],

"cantonese":[],
"reorder":[]

},
{
"id":"ASTRI2002",
"typo":[],
"cantonese":[],
"reorder":[]

}

then TP = 3 (detected the typos 禾 and 免; de-
tected the Cantonese usage 佢), FP = 1 (incor-
rectly suggested仍 as a typo in ASTRI2001), and
FN = 2 (did not detect the typo推 in ASTRI2001
and did not detect the ordering problem of AS-
TRI2002).

4.2 Evaluating Correction Performance

There may be multiple ways to correct an error in a
sentence. Hence, in the gold standard we included
as many valid corrections as possible for each er-
ror. For example, given the following sentence:

{
"id":"ASTRI2001",
"sentence":"他想禾你共進免餐。"

}

the gold standard is:

{
"id":"ASTRI2001",
"typo":[

{

"position":3,
"correction":["和"]

},
{

"position":7,
"correction":["晚", "午"]

}],
"cantonese":[],
"reorder":[]

}

In this sentence免 is a typo. Since免 and晚 have
similar shapes whereas免 and午 have similar pro-
nunciations, we consider both晚 and午 to be valid
corrections of免.

A correction in the gold standard is considered
successfully detected when a system provided a
correction suggestion for the same position. For
every successfully detected error, a system is ex-
pected to deliver one or more appropriate correc-
tion suggestions. Consider the above example. If
a system suggests a list of corrections [晚, 兔] for
position 7, then we evaluate that this system suc-
cessfully detected the corresponding gold standard
error, and that it provided one matching and one
mismatching correction suggestion.

In order to avoid the case where a system pro-
vides long lists of correction suggestions in order
to cover all gold standard corrections, a penalty
proportional to the number of invalid provided
suggestions is imposed. Mathematically,

Ecorrection =
1
|W |

∑
∀i∈W

|Gi ∩Ui |
|Ui | (2)

where W is the set containing all successfully de-
tected errors; Gi is the set containing the gold stan-
dard suggestions for error i ∈W ; and Ui is the set
containing the system correction suggestions for
error i ∈W . For Gi and Ui, major cases are:

• Gi ∩ Ui = Gi = Ui:
all system suggestions are in the gold stan-
dard corrections, and vice versa.

• Gi ∩ Ui = ∅:
no system suggestions are in the gold stan-
dard corrections.

• Gi ∩ Ui = Ui and |Gi| 
 |Ui|:
all system suggestions are in the gold stan-
dard corrections, but not all gold standard
corrections are in the system suggestions.

• Gi ∩ Ui 6= ∅ and |Gi ∩ Ui| � |Ui|:
at least one system suggestion is in the gold
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standard corrections, and at least one system
suggestion is not in the gold standard correc-
tions.

4.3 Evaluating Overall Performance

In practice, we usually need to obtain a single
number to denote the reliability of a system. We
suggest to use an evaluation schema similar to F1

(Sebastiani, 2002):

Eoverall =
2× Edetection × Ecorrection

Edetection + Ecorrection
(3)

where Edetection and Ecorrection are obtained from
Sections 4.1 and 4.2, respectively.

5 Discussion and Conclusion

We have seven registered participants from differ-
ent organisations and universities, including Bei-
jing University of Posts and Telecommunications,
National Chia-Yi University, Peking University,
and Harvard University. Upon receiving and re-
viewing the reports, we included the reports “Chi-
nese Spelling Check based on N-gram and String
Matching Algorithm” from National Chia-Yi Uni-
versity and “N-gram Model for Chinese Grammat-
ical Error Diagnosis” from Beijing University of
Posts and Telecommunications in this proceeding.
These two universities used completely different
approaches for detection and correction. In terms
of results, National Chia-Yi University achieved a
detection score of 42.71%, a correction score of
95.47%, and an overall system performance score
of 59.01%, which is rather impressive. We encour-
age our readers to refer to their papers in order to
fully appreciate the diversity of their approaches,
with their specific advantages and drawbacks.

To conclude, this paper described the Chinese
spelling check task at NLPTEA 2017. We illus-
trated the difficulties of Chinese spelling check-
ing and how it is different from the alphabet-
based languages. We released the first ever bench-
mark dataset which takes the colloquialism prop-
erty into account, and we proposed a new evalua-
tion schema. The main breakthrough, however, is
that we allowed systems to provide multiple cor-
rection suggestions, which is a property of most
commercial spelling checkers and desirable from
the user’s perspective, yet missing in existing eval-
uation schemas and still generally neglected in the
research community.

We hope that this shared task will provide in-
spiration and motivation to advance our knowl-
edge and experience regarding Chinese language
processing in general, and to continue the devel-
opment of state-of-the-art techniques for Chinese
spelling checking in particular. We sincerely thank
ASTRI and all participants in this shared task.
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Abstract 

This paper presents a Chinese spelling 

check approach based on language 

models combined with string match 

algorithm to treat the problems result-

ed from the influence caused by Can-

tonese mother tone. N-grams first used 

to detecting the probability of sentence 

constructed by the writers, a string 

matching algorithm  called  Knuth-

Morris-Pratt (KMP) Algorithm  is used 

to detect and correct the error. Accord-

ing to the experimental results, the 

proposed approach can detect the error 

and provide the corresponding correc-

tion.  

1 Introduction 

In recent years, Chinese became more and 

more popular. Not only the Asian learning it as a 

mother language, but also people around the 

world learning as the second language. But Chi-

nese is not easy to learn for almost every kinds of 

people. Due to the diversity of Chinese characters 

and flexibility of grammars, Chinese spelling cor-

rection plays an important role in both foreign 

learners and Natural Language Processing re-

searchers. 

Traditional Chinese is a sophisticated art. 

With Cantonese, it could be even harder. The 

high-educated may sometimes spell it wrong, not 

to mention those who are learning it. Because of 

the following reasons, Traditional Chinese is more 

difficult to learn than other languages. First, the 

Chinese’s grammar is more complicated and more 

flexible than English’s. For Cantonese usage, the 

orderings of some characters are sometimes incor-

rect. Second, Chinese characters are evolved from 

by Hieroglyphic. Every single character has its 

own meanings, but two or more characters com-

bined to a word can express a whole different 

meaning. Therefore, we can simply classify the er-

rors to Typo, which is spelling error, Cantonese 

usage, and ordering error. In this paper, we pro-

posed the Chinese spelling check with Cantonese 

correction system using N-gram language model 

and Knuth-Morris-Pratt (KMP) algorithm. It can 

detect the spelling error and Cantonese usage 

form a sentence, then give the suggested correc-

tion. 

In NLP-TEA 2017, a share task for Chinese 

spelling check (CSC) aims to detect and correct 

the spell errors in text. There are three error types 

defined in Table 1. ‘Typo’ for spelling error, ‘Can-

tonese’ for only Cantonese usage, ‘reorder’ for in-

correct order in Cantonese usage. Some typical 

examples of the errors are shown in Table 1. For 

this shared task, each input could have multiple 

errors, which means that it might need several 

phrases to process each input sentence. As the re-

sult of that, the proposed system is divided as two 

phrases, Preprocessing phrase and Chinese 

spelling check with Cantonese correction phrase. 

 

Error 

types 

Examples of  

erroneous  

sentences 

Examples of  

correct  

sentences 

拼字錯誤

(Typo) 

我喜歡吃梁瓜

炒蛋飯。 

我喜歡吃涼瓜

炒蛋飯。 

粵語字詞

(Cantonese) 
佢比你高 他比你高 

語序錯誤

(Ordering) 

我走先然後去

打球 

我先走然後去

打球 

Table 1: Some typical examples of the errors 
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For each input sentence, the system should 

output the location, length, and the corresponding 

correction. In order to address the problem, we 

need to establish Cantonese to Traditional Chinese 

dictionary. NLP-TEA 2017 released a dictionary 

about 1000 words, then we according to an open 

traditional Chinese and Cantonese dictionary  

(http://kaifangcidian.com/han/yue) added up to 

8000 words. Figure 1 shows the example of Can-

tonese usage errors detected by the proposed sys-

tem and Figure 2 shows the example of typo error 

errors detected by the proposed system. 

 
Figure 1: Examples of Cantonese usage errors 

output by proposed system 

 
Figure 2: Examples of Typo errors output by pro-

posed system 

This paper is organized as follows: Section 2 

describe the proposed method of Chinese spelling 

check with Cantonese correction system. Section 

3 we analyze the performance in experimental re-

sults of the proposed system. Finally, Section 4 

the conclusion of this paper. 

2 The Proposed Method 

In this section, the processing flow is shown as 

follow. The proposed system is divided as two 

main phrases: Preprocessing phrase and Chinese 

spelling check with Cantonese correction phrase. 

In Pre-processing phrase, we first extracting the 

information from the data that NLP-TEA 2017 re-

leased. First CKIP (Chinese Knowledge and In-

formation Processing) Auto tag was applied to do 

word segmentation and obtain part-of-

speech(POS). Then we proceed to Chinese 

spelling check phrase. Based on the POS, we de-

termine whether the words in the sentence is cor-

rect, detail will describe in section 2.1. In section 

2.2, we will describe the process of Cantonese 

correction and the algorithm we applied. 

2.1 Language Models for Error Check-

ing  

In this section, we will explain how the works, 

and the method we used for checking words in 

sentences. 

Equation 1 is the possibility of a string of charac-

ters from N-gram language model. For example, a 

string “我(I) 吃了(ate) 漢堡(hamburger)”, can ob-

tain the possibility P(“我 (I)吃了 (ate)漢堡

(hamburger)”)is equal to the production of P(“我

(I)”)P(“吃了 (ate)” | ”我 (I)”) and P(“漢堡

(hamburger)” | ”我(I) 吃了(ate)”). In which P(“漢

堡(hamburger)”|”我(I) 吃了(ate)”), “我(I)” “吃了

(ate)” is the left context dependency of ”漢堡

(hamburger)”. With this approach, we can count 

the word and calculate the words’ possibility. Fur-

thermore, use this possibility to measure whether 

the word is correct or not. 

 
Equation 1: Equation of the N-gram language 

model 
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After, we introduced the E-HowNet and a diction-

ary of Similar Pronunciation & Shape in Chinese 

character. We input the pre-processed data into 

proposed system, comparing with E-HowNet dic-

tionary, processing flow shown as Figure 3. 

 
Figure 3: Example of comparing flow 

 

With the collection of possibly incorrect words, 

we find the similar character from the dictionary 

of Similar Pronunciation & Shape in Chinese 

character to exchange the character in word sepa-

rately. Then compare with E-HowNet dictionary 

again, if the exchanged word exists, means the ex-

changed word is correct and save it into a file. 

The following Figure 4 shows an example of 

word exchanging, we exchange a character sepa-

rately, then compare with E-HowNet dictionary, if 

the exchange result exists in E-HowNet, the pro-

cess will stop and move on to the next word. 

 
Figure 4: The exchange process of the word 

 

2.2 Knuth-Morris-Pratt Algorithm for 

Correction 

The correction system’s main algorithm is based 

on KMP string matching algorithm. The KMP al-

gorithm is used to search the specific string in a 

sentence. KMP is known for its highly effective-

ness because it can search the specific string with-

out starting over. In the middle of searching, we 

can also note down the position of the target string, 

which helps us to find out where the Cantonese 

usage is. Figure 5 shows an example of KMP al-

gorithm, as the figure shows, we can skip lots of 

searching iteration. 

 
Figure 5: Example of KMP algorithm 

 

When it comes to Cantonese correction, it is a lot 

easier than English string, because most of the 

Cantonese word are the combination of two or 

three character, word’s length is often shorter than 

the English word.  

By the using of KMP algorithm, any words that 

built in the dictionary appears in sentences, we 

will note the positon of the word and the transla-

tion of Cantonese usage. After search all the data, 

we will output a file that contain every result of 

the sentences, and according to this file output in 

the form of demanded format. 

3 Experiments and Results  

This experiment is based on the training data 

and testing data from NLP-TEA 2017. Each of the 

data contains 1000 sentences. After this experi-

ment those sentences would be labeled with error 

tags and revise them or correct tags. And the re-

sults would determine by the performance stand-

ard given by NLP-TEA 2017 workshop. The 

evaluation matrices are shown as follow:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 
   (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
          (3) 

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (4)     

The confusion matrix is shown below in Table 2. 

 
System Results 

Positive Negative 

Golden 

Standard 

Positive 

TP  

(True Positive) 

FP  

(False Negative) 

Golden 

Standard 

Negative 

FN  

(False Positive) 

TN  

(True Negative) 

Table 2: Confusion Matrix 

 

Table 3 shows the detection performance evaluat-

ed by NLP-TEA 2017 workshop. TP, FP and FN 
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are 243, 143, and 509 respectively. By the formu-

las above, we can obtain precision, recall and per-

formance are 62.9534%, 32.3138% and 42.7065% 

respectively. 

Metric Value 

TP 243 

FP 143 

FN 509 

Precision 62.9534% 

Recall 32.3138% 

Performance 42.7065% 

Table 3: Detection performance by proposed sys-

tem 

 

There are other two standards for evaluations giv-

en by NLP-TEA 2017 workshop, Correction Per-

formance and Overall System Performance. Cor-

rection performance is for each detected error, 

contestants’ system would deliver one or more 

(five at most) correction suggestions, if correction 

suggestions are correct means that the union be-

tween the golden standard suggestions and the 

contestants’ suggestions is not null. Following is 

the formula for Correction performance, 

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 =
1

|𝑊|
∑

|𝐺 ∩𝑈 |

|𝑈 |
∀      (5)   

Overall system performance means NLP-TEA 

2017 ranked performance of the system as follows, 

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝑂𝑣𝑒𝑟𝑎𝑙𝑙 =
2∗𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒         ∗(𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒          )

(𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒         )+𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒          
 (6)  

The result of proposed system evaluated by NLP-

TEA 2017 is shown as follow: 

 

Type Value 

Correction Performance 95.4737% 

Overall System Performance 59.0149% 

Table 4. Correction performance and overall sys-

tem performance by our system 

4 Conclusions 

This paper main purpose is solving the NLP-TEA 

2017 shared task for Chinese spelling check with 

Cantonese usage. Our proposed methods include 

KMP algorithm string matching and N-gram lan-

guage model. According to the result of proposed 

system, it shows our system have some weakness 

should be revised. Recall rate is not ideal, it means 

that the proposed system should revised the algo-

rithm of detecting Chinese spelling. But there is 

an advantage in the proposed system, the perfor-

mance evaluation given by NLP-TEA 2017 shows 

that the correction performance of our system ar-

chives 95%. Therefore, we believe the proposed 

system is feasible. In the future, we will make an 

effort to improve the overall performance, espe-

cially on error detection to increase the recall rate. 
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Abstract

Detection and correction of Chinese gram-

matical errors have been two of major

challenges for Chinese automatic gram-

matical error diagnosis. This paper

presents an N-gram model for automatic

detection and correction of Chinese gram-

matical errors in NLPTEA 2017 task. The

experiment results show that the proposed

method is good at correction of Chinese

grammatical errors.

1 Introduction

The goal of the NLPTEA 2017 shared

task1 for Chinese spelling check is to develop

a computer-assisted system to automatically di-

agnose typing errors in Traditional Chinese sen-

tences written by native Hong Kong primary s-

tudents. Two kinds of errors are defined in the

Chinese grammatical error diagnosis of NLPTEA

2017: typo and Cantonese usage. Typical error

examples are shown in Table 1. In this NLPTEA

task, the given sentences may not be wrong or not

less than one error.

Spelling check is a common task for every

language. It is an automatic mechanism to detect

and correct spelling errors. An automatic spelling

check system should have abilities about error de-

tection and error correction. Error detection is to
1https://www.labviso.com/nlptea2017/

Error Type Error Sentence
No error 我很喜歡吃媽媽做的凉

瓜炒蛋飯。

(I like to eat my mother’s
rice with balsam pear
scrambled eggs)

Typo only 我很喜歡吃媽媽做的梁

瓜炒蛋飯。

Cantonese usage only 我很鍾意吃媽媽做的凉

瓜炒蛋飯。

Typo and Cantonese usage 我很鍾意吃媽媽做的梁

瓜炒蛋飯。

Multiple typos and
multiple Cantonese usages

我很鍾意食媽媽做的梁

瓜炒旦飯。

Table 1: Typical error examples

find the various types of spelling errors in the text.

And error correction is to replace some inappropri-

ate words and characters by some reasonable ones.

With the close connection of mainland Chi-

na and Hong Kong, it is essential for native Hong

Kong primary students, who use Cantonese in

their daily life, to learn some grammar and seman-

tics of Mandarin Chinese. Additionally, as pri-

mary students, they can not avoid making some

spelling mistakes like typos. Therefore, Chi-

nese spelling check is becoming a significant task

nowadays.

The same Chinese words express differen-

t meanings in different contexts. These are very

difficult for beginners to master and challenge

the establishment of automatic Chinese detec-

tion and correction system. Language modeling
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(LM) (Goodman, 2001) is widely used in Chinese

spelling check. The most widely-used and well-

practiced language model, by far, is the N-gram

LM (Wu et al., 2015), because of its simplicity and

fair predictive power. Ensemble Learning (Xiang

et al., 2015), CRF (Wu et al., 2015) and LSTM

network (Shiue et al., 2017) have also been used

in recent years to diagnose Chinese error.

Our work in this paper uses an N-gram LM

to detect and correct possible spelling errors. And

we also do word segmentation in a pre-processing

stage which can improve the system performance.

In our model, we first make word and character

segmentation of the text. Second, the processed

text is used as an input of the N-gram model, then

the output K value is used to determine whether

the word and character are wrong. If the word and

character are wrong, the detection model will out-

put the location and the length of the wrong word

and character. Finally, output information of the

detection model is used as an input of the correc-

tion model. The correction model outputs the cor-

rection information by matching and searching in

the dictionaries.

This paper is organized as follows：Section

2 describes the N-gram model of the detection sys-

tem we proposed for this task. Section 3 describes

the error correction model we put forward for this

task. Section 4 shows the data analysis and the e-

valuation results. Section 5 concludes this paper

and illustrates the future work.

2 A Chinese Error Detection Model
Based on N-gram

2.1 Introduction of the N-gram basic model

The N-gram model (Wu et al., 2001) is one of

the most common mathematical models in natural

language processing. It is defined as: the assump-

tion sequence W1W2 · · ·Wn is a Markov chain,

and then the probability of an element Wi is on-

ly related to the preceding N-1 elements:

P(Wi|W1...Wi−1) = P(Wi|Wi−n+1...Wi−1) (1)

Therefore, the N-gram model can be regarded as

an N-1 Markov chain. According to Markov s-

tochastic process, the probability of symbol string

S = W1W2 · · ·Wn can be calculated by the initial

probability distribution and the transfer probabili-

ty as follows:

P(S) = P(W1) ·∏ (P(Wk|Wk−1
k−n+1)) (2)

where P(W1) can be considered as an initial prob-

ability distribution and P(Wk|Wk−1
k−n+1) can be re-

garded as a state transition probability. Wk−1
k−n+1

indicates Wk−n+1Wk−n+2...Wk−1.

It can be seen that the bigger the N is, the

closer the word order is to the real word, which

produces better results. However, in practical ap-

plication, the growth of the N not only causes the

number of parameters increases sharply, but also

brings some evaluation errors. So in actual use, we

only consider the situation when N=1,N=2,N=3,

namely Unigram, Bigram and Trigram (Liu et al.,

2011).

2.2 A model of word continuous relation
judgment

This model is used to determine whether

characters or words continue to occur incorrectly,

such as a sentence S = Z1Z2 · · ·ZiZi+1 · · ·Zm.

ZiZi+1 are two consecutive characters or words.

By using the probability model of two characters

or words, we check the target character or word,

so as to determine whether the character or word

is correct. In other words, if the character or word

is correct, it can only be judged by its continuous

relationship with the character or word.

Take Bigram as an example, in order to check

whether Zi is error, we just need to check the adja-

cent relations ofZi−1 andZi, ifZi−1 toZi transfer

40



probability P (Zi|Zi−1) meets a certain threshold

condition, then we consider Zi−1 and Zi are con-

tinuous, otherwise we think Zi−1 and Zi are not

continuous, then we consider Zi is error.

P (Zi−1) =
R(Zi−1)

N
(3)

P (Zi) =
R(Zi)
N

(4)

P (Zi−1) is the probability of Zi−1 in training cor-

pus, and P (Zi) is the probability of Zi in training

corpus. R(Zi−1) represents the number of occur-

rences of Zi−1 in the entire training corpus. R(Zi)

represents the number of occurrences of Zi in the

entire training corpus. N represents the total num-

ber of strings in the training corpus.

P (Zi−1, Zi) =
R(Zi−1, Zi)

N
(5)

P (Zi−1, Zi) represents the probability of continu-

ity of Zi−1 and Zi. R(Zi−1, Zi) indicates the total

number of consecutive occurrences ofZi−1 andZi

in the training corpus.

So the condition of judging whether Zi−1

and Zi is continuous is R(Zi−1, Zi) ≥ τ0. If

R(Zi−1, Zi) ≥ τ0 is established, then we consider

Zi−1 and Zi are continuous, otherwise we consid-

er Zi is wrong.

2.3 A model of error detection based on
different N-gram models

In this NLPTEA task, we use different N-

gram models to determine whether the text is

wrong or not. From the above mentioned, we

know that model based on N-gram needs to have

the frequency of characters and words. Through

large corpus, we can construct the Bigram mod-

el, the Trigram model of characters and words and

characters and words frequency table.

The corpus we use is middle and primary

school texts organized by East China Normal U-

niversity that has been made Chinese word seg-

mentation.

For the Unigram model, we need to count the

number of occurrences of each character and word

in the corpus. For example, the number of occur-

rences of Wi is Ci, the probability of Wi is

P (Wi) =
Ci

N
(6)

For the Bigram model, we need to count the

number of continuous occurrences of two char-

acters and words in the corpus. For example,

the number of continuous occurrences of Wi and

Wi−1 is Ci−1,i.

P (Wi|Wi−1) =
Ci−1,i

Ci−1
(7)

For the Trigram model, we need to count the

number of continuous occurrences of three char-

acters and words in the corpus. For example, the

number of continuous occurrences of Wi−2, Wi−1

and Wi is Ci−2,i−1,i.

P (Wi|Wi−1Wi−2) =
Ci−2,i−1,i

Ci−2,i−1
(8)

P (Wi|Wi−1Wi−2) =
Ci−2,i−1,i

Ci−2,i−1
(9)

So we can get the detection model, including

the character model, the word model, the Bigram

model of characters and words, the Trigram model

of characters and words.

The model of errors detection is shown in

Figure 1.

2.4 Examples and parameters

Take the sentence “表演完了，空中的

濃煙散開了，回復原來的消晰。”as an ex-

ample, to check whether there is an error with

“回復”. After making Chinese word segmenta-

tion, the sentence is “表演/完/了/a/空中/的/濃

煙/散/開/了/a/回復/原來/的/消晰/a” . “a”

presents a space. Examples of inputs of each mod-

el are shown in Table 2.

We use LTP model (Wanxiang Che, 2010)

to make Chinese word segmentation. Since LTP
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Figure 1: The Model of Errors Detection

is a model to segment simplified Chinese words,

we first turn the traditional Chinese into simplified

Chinese and then make word segmentation.

The character model: we take the text of

characters as inputs and check whether the char-

acter exists in the dictionary of characters. If the

character does not exist, K = K + 2, otherwise,

the K value remains unchanged.

The word model: we take the text of words

as inputs and check whether the word exists in the

dictionary of words. If the word does not exist,

K = K + 2.7, otherwise, the K value remains

unchanged.

The Bigram model of words: we take the

text of two consecutive words as inputs and check

whether the two consecutive words exist in the

dictionary of two consecutive words. If the two

words do not exist, K = K + 0.9, otherwise,

if the number of appearance is less than 3 times,

K = K + 0.2, otherwise, K = K − 1.2.

The Trigram model of words: we take the

The Model Input Strings
The character Model <回>

The word Model <回復>

The Bigram model of words <a,回復>

<回復,原來>

The Trigram model of words <了, a,回復>

< a,回復,原來>

<回復,原來,的>

The Bigram model of characters < a,回>

<回,復>

The Trigram model of characters <了, a,回>

< a,回,復>

<回,復,原>

Table 2: Inputs of each model

text of three consecutive words as inputs and check

whether the three consecutive words exist in the

dictionary of three consecutive words. If the three

words do not exist, K = K+0.4, otherwise, K =

K − 1.2.

The Bigram model of characters: we take

the text of two consecutive characters as inputs and

check whether the two consecutive characters ex-

ist in the dictionary of two consecutive characters.

If the two characters do not exist,K = K+1, oth-

erwise, if the number of appearance is less than 3

times, otherwise, K = K − 1.5.

The Trigram model of characters: we take

the text of three consecutive characters as input-

s and check whether the three consecutive char-

acters exist in the dictionary of three consecutive

characters. If the three characters do not exist,

K = K + 0.3, otherwise, K = K − 1.

After the above calculation, we get the K val-

ue, length and position of each character. The K

value is used to determine whether it is wrong,

and length is used to indicate the length of wrong

string, and position refers to the start position of

the wrong character in the sentence. If theK value

is greater than 1.7, we consider the character and

the word are wrong. The threshold value is deter-

mined by the combined effect of the above model.
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Metric Input Value
TP 88

FP 571

FN 664

Precision 13.3536%

Recall 11.7021%

Performance 12.4734%

Table 3: Detection Performance

Type Input Value
Performance 90.9102%

Table 4: Correction Performance

3 Chinese Error Correction Model

Similarprounciation and Similarshape

(Lee et al., 2015) are two dictionaries which are

used to find similar characters and words in pro-

nunciation and shape.

Corresponding to the two dictionaries,

Similarprounciation and Similarshape, we

get the candidate sets SPw and SSw of the

wrong character and word hw respectively. SPw

refers to the elements of the set that has the

similar pronunciation of hw and SSw refers to

the elements of the set that has the similar shape

of hw. Then we concatenate SPw and SSw into

a set called Sw. For ∀s ∈ S, we replace hw by

s into the original sentence, then we use 2-gram,

3-gram and 4-gram around the specific character,

and we can collect 9 items for each character of

specific position, including 2 items of 2-gram,

3 items of 3-gram and 4 items of 4-gram. We

compare and sort the frequency of the 9 items in

the word frequency dictionaryW . We assume that

after replacing, if some items are in dictionaries,

the item which has more characters will have a

higher probability to be the target choice. For

example, the frequency of the item“和蔼”is 5,

the frequency of the item“和蔼可亲”is 2. But

if the second one appears in your candidate sets,

it will have a higher probability than the first one

Type Input Value
Performance 21.9370%

Table 5: Overall Performance

as we can imagine, so we can distribute different

proportions to different types in dictionaries.

Finally the most probable character is selected for

eventual replacement.

When length is higher than 1, we should re-

place the character from the start position to end

position. End position is the plus of position and

length. Therefore, there should be multiple char-

acters to be replaced at the same time, such as

when length is equal to 3, we replace the charac-

ter in the position, the second and the third char-

acter that begin with position, all these three char-

acters need to be replaced at the same time suc-

cessively. Then we compare the frequency of all

items. The comparison method is as above.

4 Result Analysis

The system results we obtained are shown in

Table 3, Table 4 and Table 5. We can see from the

results that the detection performance is not very

well. The reason may be that the parameters of

the complex N-gram model are not easy to con-

trol and to adjust. The results also show that the

method we proposed is good at correction of Chi-

nese grammatical errors and achieves a high accu-

racy.

5 Conclusion and Future Work

In this paper, we present an N-gram model

for automatic detection and correction of Chinese

grammatical errors. As we can see from the result-

s, the performance of correction of Chinese gram-

matical errors is pretty good. In the future, we plan

to employ neural network to Chinese grammatical

error diagnosis.
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Abstract

Spelling errors occur frequently in edu-
cational settings, but their influence on
automatic scoring is largely unknown.
We therefore investigate the influence of
spelling errors on content scoring perfor-
mance using the example of the short
answer data set of the Automated Stu-
dent Assessment Prize (ASAP). We con-
duct an annotation study on the nature of
spelling errors in the ASAP dataset and
utilize these finding in machine learning
experiments that measure the influence of
spelling errors on automatic content scor-
ing. Our main finding is that scoring meth-
ods using both token and character n-gram
features are robust against spelling errors
up to the error frequency seen in ASAP.

1 Introduction

Spelling errors occur frequently in educational as-
sessment situations, not only in language learn-
ing scenarios, but also with native speakers, espe-
cially when answers are written without the help
of a spell-checker.1 In automatic content scoring
for short answer questions, a model is learnt about
which content needs to be present in a correct an-
swer. Spelling mistakes interfere with this pro-
cess, as they should be mostly ignored for content
scoring. It is still largely unknown how severe the
problem is in a practical setting.

Consider the following answer to the first
prompt of the short answer data set of the Auto-
mated Student Assessment Prize (ASAP):2

1Note that we do not distinguish between the terms error
and mistake used by Ellis (1994) to denote competence and
performance errors respectively. We use the two terms inter-
changeably.

2https://www.kaggle.com/c/asap-sas

(1) Some additional information you will
need are the material. You also need to
know the size of the contaneir to measure
how the acid rain effected it. You need to
know how much vineager is used for each
sample. Another thing that would help is
to know how big the sample stones are by
measureing the best possible way.

In this answer, three non-word spelling errors
(printed in bold) occur. In addition, there is also
one real-word spelling error, which leads to an ex-
isting word: effected, which should be affected.

While a teacher who is manually scoring learner
answers can simply try to ignore spelling mis-
takes as far as possible, automatic scoring meth-
ods must include a spell-checking component to
normalize an occurrence of vineager to vinegar.
Thus spell-checking components are also a part of
some content scoring systems, such as the top two
performing systems in the ASAP challenge (Tan-
dalla, 2012; Zbontar, 2012). However, it is unclear
what impact spelling errors really have on the per-
formance of content scoring systems.

Many systems in the ASAP challenge, as well
as some participating systems in the SemEval
2013 Student Response Analysis Task (Heilman
and Madnani, 2013; Levy et al., 2013), used
shallow features such as token n-grams (Zbontar,
2012; Conort, 2012). If a token in the test data is
misspelled, then there is no way of knowing that
it has the same meaning as the correct spelling of
the word in the training data. At the same time, in-
dividual spelling error instances are often not oc-
curring uniquely in a dataset: Depending on fac-
tors such as the learner group (for example native
speakers or language learners with a certain na-
tive language) or the data collection method (hand-
writing vs. typing) some spelling errors will oc-
cur frequently while others will be rare. The mis-

45



spelled form vineger, for example, might be fre-
quent enough that an occurrence feature for the
misspelled version provides valuable information
which a classifier can learn. Whether this observa-
tion mitigates the effect of spelling errors depends
on the frequency of individual errors and therefore
also on the shape of error distributions.

Contributions In this paper, we investigate how
the presence or absence of spelling errors in-
fluences the task of content scoring, taking the
afore-mentioned influence criteria of error fre-
quency and error distribution into account. We
conduct our analyses and experiments on the fre-
quently used ASAP content scoring dataset (Hig-
gins et al., 2014). The dataset contains 10 different
prompts about different topics ranging from sci-
ences over biology to literature questions. Each
prompt comes with 2,200 answers on average.
Although this dataset has been used in a lot of
studies concerning content scoring, much about
the spelling errors in the dataset is still unknown.
Our manual annotations and corpus analyses will
therefore also provide insight on the number, the
nature and the distribution of spelling errors in this
dataset.

First, we present an analysis of the frequency
and distribution of non-word spelling errors in the
ASAP corpus and compare several spelling dictio-
naries. We provide a gold-standard correction for
the non-word errors found automatically by a spell
checker in the test section of the data. We com-
pare error correction methods based on phonetic
and edit distance and extend them with a domain-
specific method that prefers suggestions occurring
in the material for a specific prompt.

Next, we investigate the effect of manipulating
the number and distribution of spelling errors on
the performance of an automatic content scoring
system. We experiment with two ways of regu-
lating the number of misspellings. We automati-
cally and manually spell check the corpus to re-
place non-word spelling errors by their corrected
version. This only allows us to decrease the num-
ber of errors. To increase the amount of spelling
errors further, we also introduce errors artificially
in two conditions: (i) adding random noise as a
worst-case scenario, and (ii) adding mistakes ac-
cording to the error distribution in the test data.

We find that token and character n-gram scoring
features are largely robust against spelling errors
with a frequency present in our data. Character

n-gram features are contributing towards this ro-
bustness. When introducing more errors, we see a
substantial drop in performance, such that the im-
portance of spell-checking components in content
scoring depends on the frequency of errors in the
data.

2 Annotating Spelling Errors

In order to evaluate the influence of spelling errors
on content scoring, we need an error-annotated
corpus. However, a full manual annotation of
the complete dataset, which contains around one
million tokens, was beyond our means. Instead,
we decided to annotate a representative sample of
the ASAP corpus which we utilize to evaluate the
performance of spelling error detection methods.
This allows us to estimate whether we can draw
reliable conclusions from applying existing spell
checking methods to the full dataset.

We manually annotated the first 20 answers
in each prompt using WebAnno (Yimam et al.,
2013). In order to facilitate the annotation process,
we automatically pre-annotate potential spelling
errors using the Jazzy spelling dictionary.3 Two
annotators (non-native speakers and two of the au-
thors of this paper) reviewed the error candidates
and either accepted or rejected them, but could
also mark additional spelling errors which were
not detected automatically.

In this manual annotation process, we distin-
guish between non-word and real-word spelling
errors. We annotate a mistake as real-word error
if another word with a different root is clearly in-
tended in the context, such as “Their are two sam-
ples”. We do not distinguish between spelling er-
rors and grammatical errors among the non-word
errors, i.e., we do not filter out non-words that
could originate from grammatical errors such as
incorrect 3rd person forms like dryed instead of
dried. We do not mark grammatical errors that
lead to a real-word error, such as wrong preposi-
tions. Equally, we do not mark lexically unsuitable
words which are morphologically possible, but do
not fit in the context, such as counter partner in a
context where counter part was clearly intended.

In total, we annotated 9,995 tokens and reach an
inter-annotator agreement of 0.87 Cohen’s kappa
(Cohen, 1960) on the binary decision whether a

3https://sourceforge.net/projects/
jazzy/files/Dictionaries/English/
english.0.zip/download
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word is a spelling mistake or not. Main sources of
disagreement were (i) misses of real word spelling
errors not marked in the pre-annotation (e.g. koala
beer), and (ii) disagreements as to whether com-
pounds may be written as one word or not (e.g.
micro debris vs. microdebris), a decision which is
often ambiguous. In case of disagreement between
the annotators, the final decision is made through
adjudication by both annotators.

The resulting dataset contains 297 spelling er-
rors, including 48 real-word errors which will not
be considered for further evaluations and exper-
iments. The resulting ratio of spelling errors in
the dataset is about 3%, which is in line with the
expected frequency of spelling errors in human-
typed text (Kukich, 1992). However, it would be
an interesting follow-up work to determine the fre-
quency of spelling errors in other content scoring
datasets.

2.1 Evaluating Automatic Spell-checking

Using our annotated answers, we now evaluate
different spell-checking dictionaries. Note that
the size and quality of those dictionaries influence
the trade-off between precision and recall of error
detection. For example, a very small dictionary
yields almost perfect recall, as most spelling errors
are not in the dictionary and flagged accordingly.
However, precision would be rather low as some
of the detected errors are perfectly valid words
that are just missing from the dictionary. On the
other hand, a very large dictionary lowers recall
as some words that are definitely a spelling error
in the context of the writing task in this dataset
might be valid words in some very special context.
For example, the HunSpell dictionary contains the
abbreviation AZT, standing among others for ‘azi-
dothymidine’ and ‘Azerbaijan time’. In the con-
text of our learner answers, the string would likely
never occur as a valid word, but would be counted
as a non-word misspelling.

In order to find a suitable dictionary for our
task, we evaluate the following setups: As base-
line dictionary, we use the one that comes with the
Jazzy spell checker.4 It is relatively small (about
47,000 entries) and does not contain inflected
forms (such as third person singular). Thus, we
also use the English HunSpell dictionary with
more than 120,000 entries.5 Both are general

4http://jazzy.sourceforge.net
5https://sourceforge.net/projects/

Dictionary P R F

Jazzy .25 .98 .39
HunSpell .63 .89 .74

HunSpell -abbr .63 .95 .76
HunSpell +prompt .88 .88 .88
HunSpell -abbr +prompt .86 .94 .90

Table 1: Evaluation of different error detection
dictionaries

purpose dictionaries, which we can adapt in or-
der to get better performance. First, we remove
all-uppercase abbreviations from the dictionary
(-abbr), as they can lead to the above-mentioned
problem.6 Second, we extend the dictionary
with prompt-specific lexical material (+prompt),
which we extract automatically from the reading
material and scoring rubrics associated with each
prompt. This step adds about 600 tokens to the
dictionary. Third, we combine both strategies
(-abbr +prompt), keeping a word if it is contained
both in the list of abbreviations and in the prompt
material.

After checking the first results, we found that
some artifacts influence the results. First, the to-
kenizer splits words like can’t into two tokens ca
and n’t, which are then detected as spelling errors.
Second, the learner answers often contain bullets
used in lists, such as a), b), etc. For the final re-
sults, we do not count these cases as spelling er-
rors.

Results Table 1 gives an overview of the results.
As expected, the rather small Jazzy dictionary has
very high recall as many words are not found in
the dictionary, including almost all spelling er-
rors but also a lot of valid words, which results
in low precision. Using the larger HunSpell dic-
tionary lowers recall a bit, but dramatically im-
proves precision. Excluding abbreviations has less
effect than expected. It might even hurt a bit, if
words such as DNA are removed, which are fre-
quently used in the biology prompts. Extending
the dictionary with the small number of prompt-
specific terms brings large boosts in detection pre-
cision with an – in comparison – moderate drop of
recall. Excluding the abbreviations before adding
the prompt-specific terms recovers most of the lost

hunspell/files/Spelling%20dictionaries/
en_US/

6Note that in our experiments, we lowercase all material
before the comparison so that we factor out capitalization
problems.
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recall and trades in some precision, but yields the
best F-score.

It might be surprising that we do not reach a
perfect recall in error detection, i.e. that there are
words in the dictionary which we mark as incor-
rect. These include tokens from the prompt mate-
rial which were annotated as incorrect (such as mi-
crodebris instead of micro debris), as well as erro-
neously tokenized words such as a ddition where
both parts have been marked as part of a non-word
spelling error although a appears in the dictionary.

Hunspell -abbr +prompt gives us overall the
best performance and is thus used in the following
experiments.

3 Annotating Error Corrections

In order to evaluate the performance of error cor-
rection methods, we manually correct part of the
data. We use the Hunspell -abbr +prompt dic-
tionary with the Jazzy spell-checker to detect and
correct all errors in the test data part of ASAP. A
list of these errors and their corrections are then
presented to two human annotators (the same as in
the previous annotation task). We showed each in-
stance within a 20 character window to the left and
right to allow for a decision in context, but anno-
tators could inspect the full learner answer if that
window was not sufficient. Annotators performed
two consecutive tasks: First they accepted or re-
jected a word as a spelling error, thus sorting out
words that should not have been flagged as an er-
ror in the first place. Next, they either accepted
a proposed correction or changed it to a different
one.

This approach was much less time consuming
than performing manual error detection and cor-
rection on raw data, and allowed us to annotate the
complete test data section of the corpus with 6,400
proposed error candidates. As the recall of the er-
ror detection approach is expected to be around
90-95% (see evaluation results in Table 1), we will
miss some errors. However, we decided that an
imperfect annotation of the full test data section is
more useful than an almost perfect annotation of
only parts of the answers.

For prompts 1 and 2, two annotators checked
all instances on the training as well as on the
test data. On these items, annotators reached an
inter-annotator agreement of κ=0.90 on the deci-
sion whether a word should be considered an er-
ror. For those candidates considered an error by

both annotators, they found the same correction in
86% of all cases. In addition, the test data for all
10 prompts was annotated by one annotator each.
On this data, out of 6,400 error candidates, about
5,200 were accepted as errors. The resulting error
detection precision of 81% is close to the values
shown in Table 1.

There was a surprisingly high number of errors
for which it was not possible to annotate a correc-
tion, because the answer was so garbled that anno-
tators could not find a target hypothesis. An exam-
ple for such a sentence is the following: [. . . ] but
they don;t tell me to subtract the end mass from the
slurhnf. When looking at the wider context, it is
somewhat plausible that slurhnf should be some-
thing along the lines of start mass, it remains un-
clear what the student meant. We checked some
of these candidates with a native speaker, but still
remained with almost 3% of uncorrectable errors.
We ignore these cases when we evaluate different
spell-checkers.

3.1 Evaluating Automatic Error Correction

We compare four setups of error correction meth-
ods. As a baseline, we use the original Jazzy
spellchecker7, which only generates candidates
with the same phonetic code using Metaphone en-
coding. If there is more than one candidate, we
select one randomly.

As a variant to random error candidate se-
lection, we additionally use prompt knowledge
(+prompt), i.e. we make use of the prompt ma-
terial and of the frequency of words and bigrams
in all answers for a prompt. We prefer material
occurring in the prompt of an answer, if there are
several candidates, we take the one occurring most
frequently in the data. We observed in our annota-
tions that a number of identified errors (1,065) are
the result of tokenization errors on the side of the
students, i.e. they often omit whitespace between
two words. Often these errors evolve around punc-
tuation marks (e.g. content.they), in which cases
they are easy to detect and correct. In cases with-
out punctuation showing the token boundary, we
check whether an unknown word can be split into
two in-dictionary words and accept the candidate
if the resulting bigram also occurs in the answers
for that prompt.

We also built our own spellchecker, which does
not only take phonetically identical candidates

7http://sourceforge.net/projects/jazzy
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into account, but all candidates up to a certain Lev-
enshtein distance (3 was an optimal value in our
case) using LibLevenshtein8 for an efficient im-
plementation, but prefers candidates with a shorter
distance if possible. In analogy to the Metaphone
setup, we test (i) a basic version where a candidate
is randomly selected should several occur and (ii)
a prompt-specific version.

Table 2 shows correction accuracy of the differ-
ent methods on the annotated gold-standard, i.e.
we check how often the correction method found
the same correction as annotated, ignoring capi-
talization and ignoring words we could not manu-
ally correct. We also show coverage values, which
specify for how many gold standard errors the
respective method was able to provide a correc-
tion candidate at all. For our following experi-
ments, we select the best-performing Levenshtein
+prompt method.

Method Variant acc coverage

Jazzy Metaphone .51 .85
Jazzy Metaphone +prompt .55 .82
Our Levenshtein .46 .96
Our Levenshtein +prompt .69 .95

Table 2: Performance of different error correction
methods

4 Dataset Analysis

To get a better understanding of the nature of
spelling errors, we provide additional analyses on
our annotations.

4.1 Error Detection Analysis
For the error detection annotations, we compare
the length of a token in characters to its likelihood
of being misspelled and find that longer words
have higher chances to be misspellings (see Fig-
ure 1).

To further drill down on the nature of errors we
compute the probability of spelling errors across
different coarse-grained POS tags. We map the
Penn Treebank tagset to 12 coarse-grained tags as
described in (Petrov et al., 2011). Table 3 shows
that error occur mainly in content words (only
17 out of 255 annotated errors occur in function
words).

Next, we investigate, how many errors are au-
tomatically detected in ASAP using the best per-

8https://github.com/
universal-automata/liblevenshtein-java
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Figure 1: Probability for words of a certain length
to be misspelled in our annotated data

POS # instances P(error|POS)

. 1 0.1
ADJ 26 4.2
ADP 5 0.5
ADV 27 4.8
CONJ - -
DET 3 0.3
NOUN 140 6.2
NUM - -
PRON 3 0.4
PRT 1 0.3
VERB 45 2.2
X 4 0.2

Table 3: Probability for tokens from a certain POS
class to be misspelled.

forming dictionary. Table 4 provides an overview
of the frequency of errors for each prompt, as
well as the type-token-ratio for error tokens. We
see that many errors occur more than once, which
might have consequences for content scoring if a
model is able to associate frequent misspellings
with a certain label. Table 5 shows as an ex-
ample the top 10 most frequent misspellings for
prompt 2. We see that there are a few very fre-
quent misspellings centered around important vo-
cabulary for that prompt and a long tail of infre-
quent misspellings (not shown in the table).

We also check whether there is a correlation be-
tween the number of spelling errors in an answer
and the content score assigned by a teacher. We
normalize by the number of tokens in the answer
to avoid length artifacts and find no significant cor-
relation. This is in line with our general assump-
tion that spelling errors are ignored by teachers
when scoring a learner answer.

4.2 Error Correction Analysis

In order to understand the nature of spelling mis-
takes better, we perform additional analyses on the
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prompt # errors TTR

1 1.2 .69
2 1.2 .64
3 1.0 .62
4 2.0 .51
5 7.7 .43
6 5.8 .62
7 1.5 .63
8 2.3 .42
9 2.1 .59
10 2.2 .43

∅ 2.3 .56

Table 4: Average number of spelling mistakes
per 100 tokens (punctuation excluded) and type-
token-ratio for errors for the individual ASAP
prompts.

Misspelling #

streched 117
strech 31
strechable 18
nt 16
streching 15
expirement 13
streached 10
expiriment 9
strechiest 8
streches 6

Table 5: Top-10 most frequent misspellings for
prompt 2

corrected test data. First, we categorized errors
according to the Levenshtein distance between an
error and its corrected version (see Figure 2). A
number of instances with very high distances orig-
inate from errors involving tokenization, e.g. sev-
eral words concatenated without a whitespace. To
avoid such artifacts in the analysis, we counted
only cases where both the original token and its
corrected version did not include any whitespace.

There is still a surprisingly high number of
words with a Levenshtein distance greater than 1.
An example for a word with a high Levenshtein
distance would be satalight instead of satellite.
This shows that finding the right correction can be
a challenging task, as correction candidates with
a lower distance often exist. For example, in the
answer The students could have impared the ex-
periment by (. . . ), it becomes clear from the ques-
tion context (Describe two ways the student could
have improved the experimental design) that the
right correction for impared is improved and not
impaired.
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Figure 2: Distribution of errors across different
Levenshtein distances.

5 Influence of Spelling Errors on Scoring

In the following experiments, we vary the amount
of spelling errors in the data systematically. We
use automatic and manual spell-checking to de-
crease the error rate and add artificial errors for
a higher number of errors.

5.1 Experimental Setup

In our experimental studies, we examine the in-
fluence of spelling deviations and spell-checking
on content scoring. We train one classification
model for each of the ten ASAP prompts, using the
published data split into training data and “pub-
lic leaderbord” data for testing. We preprocess
the data using the ClearNLP segmenter and POS
tagger provided through DKPro Core (Eckart de
Castilho and Gurevych, 2014). We use a standard
feature set often used in content scoring (Higgins
et al., 2014) and extract token 1–3 grams and char-
acter 2–4 grams using the top 10,000 most fre-
quent n-grams in each feature group. We then
train a SVM classifier (Hall et al., 2009) with de-
fault parameter settings provided through DKPro
TC (Daxenberger et al., 2014). We evaluate using
both accuracy and quadratically weighted kappa
(QWK, Cohen (1968)), as proposed in the Kaggle
competition for this dataset and present results av-
eraged across all 10 prompts.

One important property of this feature setup is
that the character n-gram features could be able to
cover useful information from misspelled words.
If the word experiment is, for example, misspelled
as expirment, there are n-grams shared between
these two versions, such as the character trigrams
exp, men or ent. Therefore, we also use a reduced
feature set, where we only work with token n-gram
features, in order to quantify the size of this effect.
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tokens & chars tokens only
QWK acc QWK acc

baseline .68 .71 .66 .70

spell-check train .66 .70 .66 .70
spell-check test .68 .70 .66 .70
spell-check both .68 .70 .66 .70

gold test .68 .70 .66 .70

Table 6: Scoring performance on ASAP with and
without spell checking

5.2 Experiment 1 – Decreased Error
Frequency

In a first machine learning experiment, we investi-
gate the influence of spell-checking on the perfor-
mance of content scoring. We systematically vary
three sets of influence factors: First, we use either
our automatically corrected learner answers as a
realistic spell checking scenario or the corrected
gold-standard version of the learner answers. We
consider the latter an oracle condition to estimate
an upper bound of improvement that filters out
noise introduced by the spell checker. Second,
we use two different feature sets: either the full
feature set covering both token and character n-
grams or the reduced feature set with only token
n-grams. Third, we vary which part of the data is
spell-checked. We either correct both the training
and the test data or only training or only test data.
In the oracle condition, we have only annotations
for the test set, so that we use only the test condi-
tion here.

Table 6 shows the results. We see that it makes
little difference whether we spell-check the data
(be it automatically or manually). One possible
explanation for the very small difference is that
there are many answers without any spelling mis-
takes at all. Thus, we also comparing the perfor-
mance for answers with different minimal num-
ber of errors. Table 7 shows the breakdown of
the results per number of errors. We observe a
reduced performance in kappa for answers with
more spelling errors, but do not see that repeated in
the accuracy, i.e. misclassified answers with more
errors have a higher tendency to be completely
misclassified.

5.3 Experiment 2 – Simulating Increased
Error Frequencies

As we have seen in the above experimental study,
there is little difference between the scoring qual-

# errors # test items QWK acc

≥ 0 522 .66 .70
≥ 1 269 .65 .69
≥ 2 132 .63 .68
≥ 3 52 .62 .70

Table 7: Scoring performance on ASAP when us-
ing only answers with a certain minimal number
of errors for testing.

ity on original data vs. spell-checked data. We al-
ready ruled out that this might be due to a noisy
spell-checker by also evaluating on the annotated
gold standard. Another potential reason for our
findings is that the amount of errors present in the
data is just not large enough to make a difference.
To check that, we artificially introduce different
amounts of new errors into the learner answers. In
this way, we can also simulate corpora with differ-
ent properties, so that practitioners can check the
average amount of spelling errors in their data and
can get an estimation of what performance drop to
expect.

Generating Spelling Errors In order to gener-
ate additional spelling errors, we use two different
models:

Random Error Generation introduces errors
by either adding, deleting, or substituting a letter
or by swapping two letters in randomly selected
words. This error generation process is a worst
case experiment in the sense that there is no pre-
dictable pattern in the produced errors.

Informed Error Generation produces errors
according to the distribution of errors in the data.
This means we introduce errors only to words that
were misspelled in our annotated gold-standard,
and we introduce errors by using the misspelled
version actually occurring in the data consider-
ing the error distribution. In this way, there are
chances that – like in real life – some errors will
be more frequent than others such that a classifier
might be able to learn from them.

We use both models with different configura-
tions of the experimental setup. We vary whether
the errors are added to all words (all) or only to
content words (cw). This is because we observed
that mainly longer and content words are mis-
spelled. We argue that these words can be more
important in content scoring than small function
words. Therefore, those realistic errors might do
more harm than random errors. In both conditions,
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Figure 3: Scoring performance on ASAP with in-
creasing amounts of additional introduced errors.

we make sure that the overall error rate across
all tokens matches the desired percentage. Addi-
tionally, we use either only token features (tok),
that will be more sensitive towards spelling errors,
or also include the character features (tok+char),
which we know to be more robust.

Figure 3 shows the performance of the two er-
ror generation models in their different variants
for different amounts of artificial errors. Note that
there was a natural upper bound for the amount of
errors which can be introduced using the informed
error generator. As expected, we see that content
words are more important for scoring than func-
tion words as introducing errors to only content
words yields a larger performance drop. We see
for both generation models that a scoring model
using character n-grams is largely robust against
spelling mistakes while a model using only infor-
mation on the token level is not. We also see that
a more realistic error generation process is not as
detrimental for the scoring performance as ran-
dom errors. Of course, our error model might be
slightly over-optimistic and in real life with such
a high number of errors we might see new ortho-
graphic variants for individual words that were not
covered in our annotations. We therefore believe
the realistic curve to be somewhere between the
informed and the random model.

6 Related Work

We are not aware of other works studying the im-
pact of spelling errors on content scoring perfor-

mance.
In general, spell checking is often used as a pre-

processing step in educational applications, espe-
cially those dealing with input written by learn-
ers, either non-natives or natives. In some works
the influence of spell-checking is explicitly ad-
dressed. Pilan et al. (2016) predict the proficiency
level of language learners using textbook material
as training data and find that spell-checking im-
proves classification performance. Keiper et al.
(2016) show that normalizing reading comprehen-
sion answers written by language learners is bene-
ficial for POS tagging accuracy.

In some areas however, spelling errors can also
be a useful source of information: In the related
domain of native language identification, a disci-
pline also dealing with learner texts, Chen et al.
(2017) found that spelling errors provide valuable
information when determining the native language
of an essay’s author.

7 Conclusions

We presented a corpus study on spelling errors in
the ASAP dataset and provide gold-standard anno-
tations for error detection and correction on large
parts of the data.

Next, we examined the influence of spelling er-
rors on content scoring performance. Surprisingly,
we found very little influence of spelling mistakes
on grading performance for our model and on the
ASAP dataset. In our setup, spellchecking seems
negligible.

There are several explanations for that: First,
we found that we observe a drop in performance
if we artificially increase the number of spelling
errors. This drop is especially pronounced, if (a)
no character n-gram information is used for scor-
ing and (b) if errors follow no specific pattern. If
a dataset is expected to contain a higher percent-
age of spelling errors it will therefore be helpful to
correct errors automatically and/or to mitigate the
effect of misspelled word by the usage of character
n-gram features.

Second, our scoring models relied on shallow
features. We assume that scoring models using
higher linguistic processing such as dependency
triples might suffer more substantially, a question
that will be pursued further in future work.

Our gold standard annotations are available
under https://github.com/ltl-ude/
asap-spelling in order to encourage more
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work on spell-checking in the educational domain.
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Abstract

Part-of-speech (POS) tagging and chunk-
ing have been used in tasks targeting
learner English; however, to the best
our knowledge, few studies have eval-
uated their performance and no stud-
ies have revealed the causes of POS-
tagging/chunking errors in detail. There-
fore, we investigate performance and an-
alyze the causes of failure. We focus
on spelling errors that occur frequently
in learner English. We demonstrate that
spelling errors reduced POS-tagging per-
formance by 0.23% owing to spelling er-
rors, and that a spell checker is not neces-
sary for POS-tagging/chunking of learner
English.

1 Introduction

Part-of-speech (POS) tagging and chunking have
been essential components of Natural Language
Processing (NLP) techniques that target learner
English, such as grammatical error correction and
automated essay scoring. In addition, they are fre-
quently used to extract linguistic features relevant
to the given task. For example, in the CoNLL-
2014 Shared Task (Ng et al., 2014), 10 of the 12
teams used one or both POS-tagging and chunk-
ing to extract features for grammatical error cor-
rection.

They have also been used for linguistic analy-
sis of learner English, particularly in corpus-based
studies. Aarts and Granger (1998) explored char-
acteristic POS patterns in learner English. Nagata
and Whittaker (2013) demonstrated that POS se-
quences obtained by POS-tagging can be used to
distinguish between mother tongue interferences
effectively.

The heavy dependence on POS-tagging and
chunking suggests that failures could degrade the
performance of NLP systems and linguistic analy-
ses (Han et al., 2006; Sukkarieh and Blackmore,
2009). For example, failure to recognize noun
phrases in a sentence could lead to failure in cor-
recting related errors in article use and noun num-
ber. More importantly, such failures make it more
difficult to simply count the number of POSs and
chunks, thereby causing inaccurate estimates of
their distributions. Note that such estimates are of-
ten employed in linguistic analysis, including the
above-mentioned studies.

Despite its importance in related tasks, we also
note that few studies have focused on performance
evaluations of POS-tagging and chunking. Only a
few studies, including Nagata et al. (2011), Berzak
et al. (2016) and Sakaguchi et al. (2012), have re-
ported the performance of POS taggers in learner
English and found a performance gap between na-
tive and learner English. However, none of those
studies described the root causes of POS-tagging
and chunking errors in detail. Detailed investiga-
tions would certainly improve performance, which
in turn, would improve related tasks. Further-
more, to the best of our knowledge, no study has
reported chunking performance when applied to
learner English. 1

Unknown words are a major cause of POS-
tagging and chunking failures (Manning, 2011). In
learner English, spelling errors, which occur fre-
quently, are a major source of unknown words.

Spell checkers (e.g., Aspell) are used to correct
spelling errors prior to POS-tagging and chunking.
However, their effectiveness remains unclear.

Thus, we evaluate the extent to which spelling
errors in learner English affect the POS tag-

1It appears that parsing doubles as chunking; however,
chunking only considers a minimal phrase (non-recursive
structures).
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ging and chunking performance. More precisely,
we analyze the performance analysis of POS-
tagging/chunking to determine (1) the extent to
which performance is reduced due to spelling
errors, (2) what types of spelling errors impact
the performance, and (3) the effect of correcting
spelling errors using a spell checker. Our analy-
sis demonstrates that employing a spell checker is
not required preliminary step of POS-tagging and
chunking for NLP analysis of learner English.

2 Performance Analysis of Spelling
Errors

Here, we explain how we analyzed POS tag-
ging/chunking performance relative to spelling er-
rors.

Extent of performance degradation due to
spelling errors Spelling errors occur frequently
in learner English. For example, the learner cor-
pus used in (Flor et al., 2013) includes 3.4%
spelling errors. Thus assuming that POS-tagging
and chunking fails for all unknown words, perfor-
mance would be reduced by 3.4% owing spelling
errors. Realistically, performance does not drop a
full 3.4% because POS-taggers and chunkers can
infer POS/chunk from surrounding words. How-
ever, it is not clear how POS-tagging/chunking can
correctly predict them. In contrast, if it is possi-
ble to estimate POSs/chunks of misspelled words
from surrounding words, this has the potential to
fail due to spelling errors. To investigate the extent
to which performance is reduced due to spelling
errors, we compared the results of POS-tagging
and chunking on learner English without correct-
ing spelling errors to results obtained by POS-
tagging and chunking on learner English in which
spelling errors were first corrected. In addition,
we measured the effect of misspelled words had
on them or their surrounding words by counting
the number of correctly identified POSs/chunks.

Types of spelling errors There are various
types of spelling errors in learner English (Sak-
aguchi et al., 2012). The most common
type of spelling error is a typographical er-
ror (e.g., *studing/studying). In learner En-
glish, other types of errors include homophones
(e.g., *see/sea), confusion (e.g., *form/from),
splits (e.g., *home town/hometown), merges (e.g.,
*airconditioner/air conditioner), inflections (e.g.,
*program/programming) and derivations (e.g.,

*smell/smelly).2 Some spelling errors, such as ty-
pographical and merge errors, result in unknown
words, whereas others, such as homophones and
split errors, are known words. For unknown
words, it is possible to predict POSs/chunks from
surrounding words, whereas for known words
(e.g., homophone errors), POS-tagging/chunking
fails. We use specific examples to investigate what
types of spelling errors impact the performance of
POS-tagging.

Some spelling errors have effective informa-
tion that helps determine POSs. For exam-
ple, for the above typographical error (i.e.,
*studing/studying), it may be possible to predict
the corresponding POS as a “gerund or present
participle verb” based on the suffix “ing.” We also
consider the effectiveness of prefix and suffix (i.e.,
affix) information in determining the correspond-
ing POS for misspelled words. For this investiga-
tion, we compared POS-tagging systems both with
and without affix information.

Effects of a spell checker Some previous stud-
ies into grammatical error correction investigated
using a spell checker in a preprocessing step to re-
duce the negative impact of spelling errors. How-
ever, as noted above, little is known about the per-
formance of POS-tagging and chunking for mis-
spelled words and their surrounding words. There-
fore, the effectiveness of a spell checker in a pre-
processing step on POS-tagging and chunking for
learner English remains unclear. Spell check-
ers can correct some errors, particularly unknown
word errors; thus, POS-tagging and chunking have
the potential to predict correct tags. We therefore
examined the effect of a spell checker has on POS-
tagging and chunking performance by comparing
results obtained with and without the use of a spell
checker.

3 Experimental Setup

To evaluate the performance of POS-tagging and
chunking, we used the Konan-JIEM (KJ) corpus
(Nagata et al., 2011) , which consists of 3,260 sen-
tences and 30,517 tokens. Note that the essays in
the KJ corpus were written by Japanese university
students. The number of spelling errors targeted
in this paper was 654 (i.e., 2.1% of all words).

We used a proprietary dataset comprising En-
glish teaching materials for reading comprehen-

2Note that we do not address split and merge errors.
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#TP #FP #FN Precision Recall F-score
409 197 120 67.49 77.32 72.07

Table 1: Performance of spelling error correction

sion for Japanese students. We annotated this
dataset with POS tags and chunks to train a model
for POS-tagging and chunking. This corpus con-
sists of 16,375 sentences and 213,017 tokens, and
does not contain grammatical errors. We also used
sections 0-18 of the Penn TreeBank only to train
the model for POS-tagging.

We formulated the POS-tagging and chunking
as a sequence labeling problem. We used a condi-
tional random field (CRF) (Lafferty et al., 2001)
for sequence labeling and CRF++3 with default
parameters as a CRF tool. The features used for
POS-tagging were based on the widely used fea-
tures employed in Ratnaparkhi (1996). These fea-
tures consist of surface, original form, presence
of specific characters (e.g., numbers, uppercase,
and symbols), and prefix and suffix (i.e., affix)
information. In addition to (Ratnaparkhi, 1996),
we used the original forms of words as features.
For the chunking task, we also employed gener-
ally used features in this case from Sha and Pereira
(2003). These features were based on surface, the
original form of the words and POSs. These fea-
tures are used in which tools are commonly used
for grammatical error correction tasks.

We also developed a spell checker for our ex-
periments. We constructed the spell checker based
on a noisy channel model to capture the influ-
ence of spelling errors originating via the mother
tongue. Table 1 summarizes the spelling correc-
tion performance of the spell checker on the KJ
corpus. As can be seen, better performance re-
sults is demonstrated compared to Sakaguchi et al.
(2012). In most previous research into grammat-
ical error correction, a spell checker is used in a
pipeline. Therefore, we used this pipeline method
and treated spelling correction and POS-tagging
and chunking as cascading problems.

For our evaluation metrics, we used accuracy
(number of correct tokens / number of tokens in
the corpus). In addition, we counted the number
of correct tokens identified despite spelling errors,
as well as their preceding and succeeding tokens,
to observe the effect of spelling errors had on their
surrounding words.

3https://taku910.github.io/crfpp/

Method Accuracy
Baseline 93.97 (92.71)
Base+Aff 95.31 (93.93)
Base+Checker 94.21 (93.13)
Base+Aff+Checker 95.37 (94.05)
Base+Aff+Gold 95.54 (94.16)

Table 2: Results of POS-tagging. Accuracies of
POS-tagging trained on Penn TreeBank are shown
in parentheses.

Method # of si # of si−1 # of si+1

correct correct correct
Baseline 344 540 590
Base+Aff 465 542 598

Base+Aff+Gold 528 547 596

Table 3: Results of POS tagging for misspelled
words and their surrounding words. si indicates a
misspelled word.

4 POS-tagging Experiments

We conducted POS-tagging experiments to inves-
tigate the question introduced in Section 2. We
prepared the following five methods:

1. A POS-tagging system trained with surface,
original form, and presence of particular
character features (Baseline)

2. A system with prefix and suffix (affix) fea-
tures added to the Baseline (Base+Aff)

3. The Baseline POS-tagging system with a
spell checker (Base+Checker)

4. The Base+Aff POS-tagging system with a
spell checker (Base+Aff+Checker)

5. The Base+Aff POS-tagging system without a
spell checker, i.e., errors were corrected man-
ually (Base+Aff+Gold)

Table 2 summarizes the experimental results
for POS-tagging. The results show the same
tendency for POS-tagging trained on in-house
data and POS-tagging trained on Penn Tree-
Bank, i.e., Base+Aff+Gold > Base+Aff+Checker
> Base+Aff > Base+Checker > Baseline. There-
fore, to simplifying analysis, we used results ob-
tained with the in-house data. First, we com-
pared Base+Aff to Base+Aff+Gold to determine
the influence of spelling errors. Base+Aff+Gold
achieved a 0.23% improvement over Base+Aff.
From this, we conclude that the POS-tagging per-
formance dropped 0.23% due to spelling errors.
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This also indicates that an ideal spell checker does
have a positive impact on POS-tagging.

We also observed that Base+Aff demonstrated
1.3% higher accuracy compared to Baseline. Sim-
ilarly, Base+Aff showed higher accuracy than that
of Base+Checker. These results indicate that af-
fix information is important to assigning corre-
sponding POSs in learner English. Furthermore,
there was only a difference of only 0.06% be-
tween Base+Aff and Base+Aff+Checker, thereby
demonstrating that a spell checker is not necessary
and that it is sufficient to assign POSs using affix
information.

Table 3 shows the number of correct POSs
identified for misspelled and surrounding words.
As can be seen by comparing the Baseline to
Base+Aff+Gold, the number of correct POSs for
misspelled words increased. In contrast, for the
number of correct POSs identified for surrounding
words, there was nearly no difference, implying
that spelling errors do not influence the accuracy
of estimating the POSs of their surrounding words.

Types of spelling errors that affect performance
We first compared Baseline to Base+Aff to ob-
serve spelling errors that can be corrected with af-
fix information. The numbers of correct POSs for
Baseline and Base+Aff were 344 and 465, respec-
tively. Therefore, by using affix information, we
could identify the correct POS for approximately
120 misspelled words. Two examples in which the
Baseline failed in POS-tagging but Base+Aff suc-
ceeded are shown in the following.

(1) a. Winter is decolated/Verb, past ...
b. Accoding/Verb, gerund to ...

Here, the POS-tagger was able to assign correct
POSs to misspelled words using affix informa-
tion. Both decolated (*decorated) and Accoding
（*According) were inferred via the ed and ing suf-

fixes, respectively.
Next, we analyzed the output of Base+Aff and

Base+Aff+Gold to identify spelling errors that
make it difficult to predict POS-tags. The num-
ber of POSs that Base+Aff failed to identify in
POS-tagging but Base+Aff+Gold identified suc-
cessfully was 105. We divided these 105 errors
into five types according to the cause of the fail-
ure. The most frequent cause (54 instances) was
unknown words from spelling errors (e.g., evey).
The remaining causes of failure were as follows:
20 errors in which a POS was predicted based on

Method Accuracy
Baseline 94.38
Base+Checker 94.41
Base+Gold 94.58

Table 4: Chunking results

Method # of si # of si−1 # of si+1

correct correct correct
Baseline 532 504 565
Base+Gold 566 519 570

Table 5: Results of chunking involving misspelled
words, as well as corresponding preceding and
succeeding words.

affix features (e.g., whiting), 17 errors due to dif-
ferent words (e.g., thought→though), 10 errors in
which the POS was predicted based on the pres-
ence of uppercase characters (e.g., Exsample), and
three errors caused by romanized Japanese words.

Effect of spelling correction by spell checker
We analyzed spelling errors where POS-tagging
failed in the system with affix information but the
system with the spell checker succeeded. The
number of spelling errors that were correctly as-
signed to POSs with the spell checker was 74,
whereas the number of spelling errors incorrectly
assigned a POS was 49. The system with the spell
checker correctly assigned a POS to the following:

(2) a. pepole/Noun, singular→ people/Noun, plural
b. tow/Noun, singular apples→ two/Numeral apples

These examples show cases in which spelling er-
rors were corrected by the spell checker. As men-
tioned priviously, these spelling errors are exam-
ples of words in which POS-tagging failed due to
unknown words. Examples in which POS-tagging
with the spell checker failed involved the spell
checker changing misspelled words to different
but incorrect words (e.g., tero→ to (correct is ter-
rorist), tittle→ little (correct is title)).

5 Chunking Experiments

As with the POS-tagging experiments, we per-
formed chunking experiments on learner English.
As described in Section 1, we examined the per-
formance of chunking in learner English for the
first time. We compared the following three sys-
tems: (1) a system using the features presented
in Section 3 (Baseline), (2) a baseline chunking
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system with spell checking (Base+Checker), and
(3) a baseline chunking system with no spelling
errors, i.e., spelling errors were corrected manu-
ally (Base+Gold). We used POSs that were auto-
matically assigned by the POS-tagger4 to train our
chunking model.

The experimental results on chunking are sum-
marized in Table 4. As can be seen by compar-
ing Baseline to Base+Checker, there was only a
0.03% difference, which has no statistical signifi-
cance; thus, the spell checker had nearly no prac-
tical effect. Comparing Baseline to Base+Gold,
there was a difference of 0.2% which is statisti-
cally significant even though it is only a small dif-
ference. Thus, we conclude here that an ideal spell
checker has a positive effect on chunking. How-
ever, since chunking uses POSs identified by the
POS-tagger as its features, it was assumed that
POS-tagging errors would directly affect chunk-
ing. Table 5 shows the number of correctly identi-
fied chunks for misspelled and surrounding words.
As with POS-tagging, the number of correctly
identified chunks for misspelled words increased,
whereas there was nearly no difference in the num-
ber of correctly identified chunks for surrounding
words.

6 Conclusions

In this paper, we have investigated the perfor-
mance of POS-tagging and chunking in learner
English. The primary cause of failures in POS-
tagging and chunking is well known to be un-
known words; thus, we focused our investigation
on spelling errors, which are the primary sources
of unknown words. Furthermore, we have demon-
strated the performance of chunking in learner En-
glish for, to the best of our knowledge, the first
time. From our experiments, we conclude that
POS-tagging performance dropped 0.23% due to
spelling errors. Furthermore a spell checker is not
necessary for POS-tagging, and it is sufficient to
assign POS-tags using affix information.
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Abstract

This paper revisits the problem of com-
plex word identification (CWI) follow-
ing up the SemEval CWI shared task.
We use ensemble classifiers to investi-
gate how well computational methods can
discriminate between complex and non-
complex words. Furthermore, we ana-
lyze the classification performance to un-
derstand what makes lexical complexity
challenging. Our findings show that most
systems performed poorly on the SemEval
CWI dataset, and one of the reasons for
that is the way in which human annotation
was performed.

1 Introduction

Lexical complexity plays a crucial role in read-
ing comprehension. Several NLP systems have
been developed to simplify texts to second lan-
guage learners (Petersen and Ostendorf, 2007) and
to native speakers with low literacy levels (Spe-
cia, 2010) and reading disabilities (Rello et al.,
2013). Identifying which words are likely to
be considered complex by a given target popula-
tion is an important task in many text simplifica-
tion pipelines called complex word identification
(CWI). CWI has been addressed as a stand-alone
task (Shardlow, 2013) and as part of studies in lex-
ical and text simplification (Paetzold, 2016).

The recent SemEval 2016 Task 11 on Complex
Word Identification – henceforth SemEval CWI
– addressed this challenge by providing partici-
pants with a manually annotated dataset for this
purpose (Paetzold and Specia, 2016a). In the Se-
mEval CWI dataset, words in context were tagged
as complex or non-complex, that is, difficult to be
understood by non-native English speakers, or not.
Participating teams used this dataset to train classi-

fiers to predict lexical complexity assigning a label
0 to non-complex words and 1 to complex ones.
Below is an example instance from their dataset:

(1) A frenulum is a small fold of tissue that se-
cures or restricts the motion of a mobile or-
gan in the body.

The words in bold — frenulum, restricts, motion
— have been assigned by at least one of the an-
notators as complex and thus they were labeled as
such in the training set. All words that have not
been assigned by at least one annotator as com-
plex have been labeled as non-complex.

In this paper we evaluate the dataset annotation
and the performance of systems participating in
the SemEval CWI task. We first estimate the theo-
retical upper bound performance of the task given
the output of the SemEval systems. Secondly, we
investigate whether human annotation correlates
to the systems’ performance by carefully analyz-
ing the samples of multiple annotators. Although
in the shared task complexity was modeled as a bi-
nary classification task, we pose that lexical com-
plexity should actually be seen in a continuum
spectrum. Intuitively, words that are labeled as
complex more often should be easier to be pre-
dicted by CWI systems. This hypothesis is investi-
gated in Section 3.3. To the best of our knowledge,
no evaluation of this kind has been carried out for
CWI. The most similar analyses to ours have been
carried out by Malmasi et al. (2015) for native lan-
guage identification and by Goutte et al. (2016) for
language variety identification.

2 Methods and Experiments

In this section we present the data, the methods,
and an overview of the experiments we propose in
this paper. The goal of the experiments is to eval-
uate CWI performance with respect to computa-
tional methods and the manual annotation of the
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Team Approach System Paper
SV000gg System voting with threshold and machine learning-based classifiers

trained on morphological, lexical, and semantic features
(Paetzold and Specia, 2016b)

TALN Random forests of lexical, morphological, semantic & syntactic features (Ronzano et al., 2016)
UWB Maximum Entropy classifiers trained over word occurrence counts on

Wikipedia documents
(Konkol, 2016)

PLUJAGH Threshold-based methods trained on Simple Wikipedia (Wróbel, 2016)
JUNLP Random Forest and Naive Bayes classifiers trained over semantic,

lexicon-based, morphological and syntactic features
(Mukherjee et al., 2016)

HMC Decision trees trained over lexical, semantic, syntactic and psycholin-
guistic features

(Quijada and Medero, 2016)

MACSAAR Random Forest and SVM classifiers trained over Zipfian features (Zampieri et al., 2016)
Pomona Threshold-based bagged classifiers with bootstrap re-sampling trained

over word frequencies
(Kauchak, 2016)

Melbourne Weighted Random Forests trained on lexical/semantic features (Brooke et al., 2016)
IIIT Nearest Centroid classifiers trained over semantic and morphological

features
(Palakurthi and Mamidi, 2016)

Table 1: SemEval CWI - Systems and approaches

dataset. For this purpose we build a plurality en-
semble and an oracle classifier and subsequently
analyze systems output using the manual annota-
tion provided by the SemEval CWI organizers.

2.1 Data

The dataset compiled for the shared task contains
a training set composed of 2,237 instances and a
test set of 88,221 instances. The data was col-
lected through on-line questionnaires in which 400
non-native English speakers were presented with
several sentences and asked to select which words
they did not understand the meaning of. Annota-
tors were students and staff of various universities.
The training set is composed by the judgments of
20 distinct annotators over a set of 200 sentences,
while the test set is composed by the judgments
made over 9,000 sentences by only one annotator.

The 9,200 sentences were evenly distributed
across the 400 annotators. In the training set, a
word is considered to be complex if at least one
of the 20 annotators judged them so, thus repro-
ducing a scenario that captures one of the biggest
challenges in lexical simplification: predicting the
vocabulary limitations of individuals based on the
overall limitations of a group. This dataset is one
of the few datasets available for CWI, another ex-
ample is the one by Yimam et al. (2017).

2.2 Systems

The SemEval CWI shared task provided an op-
portunity to compare the performance of CWI ap-
proaches using a common dataset. It was the first
and only challenge organized on the topic thus far.

The task was very popular, having attracted 21
teams and 42 participating systems. In Table 1 we
present the 10 highest performing approaches pro-
posed by participants of the SemEval CWI task.

2.3 Approaches
We build ensemble classifiers taking the output
of systems that participated in the SemEval CWI
task as input. This approach is equivalent to train-
ing multiple classifiers and combining them us-
ing ensembles. Our first goal is to build high-
performance classifiers using plurality voting. Our
second goal is to estimate the theoretical upper
bound performance given the output of the sys-
tems that participated in the SemEval CWI com-
petition using the oracle classifier. Following Mal-
masi et al. (2015) and Goutte et al. (2016) we use
two approaches:

Plurality Voting: This approach selects the la-
bel with the highest number of votes, regardless of
the percentage of votes it received (Polikar, 2006).

Oracle: It assigns the correct label for an in-
stance if at least one of the classifiers produces
the correct label for the given data point. It serves
to quantify the theoretical upper limit performance
on a given dataset (Kuncheva et al., 2001).

3 Results

3.1 Plurality Voting
We first test the plurality voting ensemble using
the output of all 46 entries (42 runs plus 4 base-
lines) submitted to the CWI task. We also built
a plurality ensemble system using only the output
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of the top 10 systems. Our assumption was that
including systems that did not perform well in the
task degrades the voting performance by introduc-
ing too much noise in the predictions.

Plurality voting results for class 1 are pre-
sented in Table 2 in terms of precision, recall,
and F1 score. For comparison we also report
a threshold-based baseline on word frequencies
from Wikipedia (Paetzold and Specia, 2016a) and
the performance of the best system in terms of f-
score for class 1. The number of instances in each
class is presented in the column ‘Samples’.

System Class P R F1 Samples
All 0 0.98 0.83 0.90 84,090
All 1 0.17 0.71 0.27 4,131
Top 10 0 0.98 0.88 0.93 84,090
Top 10 1 0.21 0.66 0.32 4,131
Baseline 1 0.08 0.90 0.15 4,131
Best 1 0.29 0.45 0.35 4,131

Table 2: Results for plurality voting

The results obtained show that the plurality vot-
ing system performs significantly better on class
0 (non-complex words) achieving 0.90 F1 score
than on class 1 (complex words) achieving 0.27
F1 score. The majority of instances in the dataset
are non-complex words and this explains the bias.
For class 1, the F1 score obtained by the ensemble
featuring the top 10 systems outperforms the base-
line but it is outperformed by the best system by 3
percentage points.

3.2 Optimal Ensemble and Oracle

We showed the performance of plurality voting
ensembles built with the output of all systems
and with the output of the top-10 ranked systems.
The setup using the output of the top-10 systems
yielded very good performance, but still below the
best system in the competition. In this section we
investigate how many systems should be included
in the ensemble to obtain the best possible perfor-
mance. In Figure 1 we show the F1-score, preci-
sion, and recall results for class 1 obtained by plu-
rality voting using ensemble configurations rang-
ing from 3 to 46 systems.

To investigate the optimal ensemble configura-
tion we performed a greedy backward search over
the systems, iteratively removing the worst sys-
tems in a stepwise manner without a stopping cri-
terion. The best performance for complex words
was obtained using with the predictions of the top-

3 systems achieving 0.35 F1-score. This is the best
performing and smallest ensemble configuration
confirming that the SemEval CWI is a very chal-
lenging task which led the vast majority of systems
to perform so poorly that the plurality voting en-
semble did not benefit from their predictions.

Figure 1: Plurality voting using n best systems

Finally, in Table 3 we present the results obtained
by the oracle classifier using the top-3 systems,
which yielded the best results in the plurality vot-
ing ensemble. The oracle performs very well when
predicting non-complex words achieving 0.98 F1-
score. The performance for complex words was
substantially higher than the one obtained using
the configurations of the plurality voting ensem-
ble, reaching 0.60 F1-score and outperforming
both the baseline and the best system. This is the
theoretical upper bound of the task given the out-
put of the systems that used this dataset.

System Class P R F1 Samples
Oracle 0 0.98 0.98 0.98 84,090
Oracle 1 0.59 0.61 0.60 4,131
Baseline 1 0.08 0.90 0.15 4,131
Best 1 0.29 0.45 0.35 4,131

Table 3: Results for oracle classifier (top-3)

3.3 Lexical Complexity
In this section we investigate features of the
dataset and annotation that influence the output of
the classifiers using the training set and the results
of the 10 best performing systems. We start by
looking at an histogram of annotations of all com-
plex words in the training data (Figure 2).
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Figure 2: Histogram of annotations.

Among the 2,237 words in the training set, 706
were labeled as complex. The histogram shows
the distribution of the annotation that ranged from
393 words labeled by 1 annotator as complex and
only 5 words labeled by all 20 annotators as such.

Inspired by readability metrics (Kincaid et al.,
1975), we looked at the average word length
(AWL) of the words in the training set under the
assumption that longer words tend to be more of-
ten perceived as complex. We divide the dataset
in intervals according to the number of annotators
that assigned each word as complex: 10-20, 1-9,
and none. Results are presented in Table 4.

Class Annotators Words AWL
1 10-20 42 7.07
1 1-9 664 6.71
1 1-20 706 6.74
0 0 1,531 5.94

Table 4: Word length and complexity

We observed that words that were assigned as
complex are on average longer than non-complex
ones. Complex words in the dataset are on average
6.74 characters long whereas non-complex words
are on average 5.94 characters long.

Finally, we investigate the interplay between an-
notation and system performance by analyzing the
38 words in the training data which were labeled
as complex by at least half of the annotators. We
1) check the overlap of these words in the train-
ing and test sets; 2) verify how many overlap-

ping words received the same label in the training
and test sets; 3) compute the number of times hu-
mans annotated a given word as complex (0-20)
and the number of top-10 systems that labeled the
word as complex (0-10). We present the scores for
the words that met these criteria in Table 5. For
comparison we also present five randomly selected
words labeled as complex by only one annotator
which received the same label in the train and test
sets.

Word Humans Systems
gharial 20 10
khachkar 17 10
anoxic 14 10
ubiquitous 12 8
rebuffed 11 10
took 1 0
better 1 0
however 1 0
designation 1 4
islands 1 0

Table 5: Annotation vs. prediction.

The CWI dataset replicates a scenario in which the
vocabulary limitations of individuals is assessed
based on the overall limitations of a group, as a
result 50% of the most complex words did not re-
ceive the same label in the training and test sets.
Nevertheless, the results of this pilot analysis seem
to confirm our hypothesis that words that were
tagged more often as complex in the training set
tend to be easier for CWI system to identify.

4 Conclusion and Future Work

This paper complements the findings from the Se-
mEval CWI shared task report (Paetzold and Spe-
cia, 2016a) by presenting an evaluation of CWI
system outputs and of the dataset used in the
shared task. We were able to: 1) estimate the po-
tential upper limit of the task considering the out-
put of the participating systems (0.60 F1 score for
complex words); 2) provide empirical evidence of
the relation between word length and lexical com-
plexity for this dataset; and 3) confirm that the per-
formance of CWI systems in this shared task is re-
lated to non-native speakers’ annotation.

Our findings serve as a starting point for a po-
tential re-run of the SemEval CWI task and for
other studies using the 2016 dataset. In future
work we would like to investigate other factors
that influence lexical complexity such as word fre-
quency and grammatical categories.
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Abstract

Sentence retrieval is an important NLP ap-
plication for English as a Second Lan-
guage (ESL) learners. ESL learners
are familiar with web search engines,
but generic web search results may not
be adequate for composing documents
in a specific domain. However, if we
build our own search system specialized
to a domain, it may be subject to the
data sparseness problem. Recently pro-
posed word2vec partially addresses the
data sparseness problem, but fails to ex-
tract sentences relevant to queries owing
to the modeling of the latent intent of the
query. Thus, we propose a method of re-
trieving example sentences using kernel
embeddings and N-gram windows. This
method implicitly models latent intent of
query and sentences, and alleviates the
problem of noisy alignment. Our results
show that our method achieved higher pre-
cision in sentence retrieval for ESL in the
domain of a university press release cor-
pus, as compared to a previous unsuper-
vised method used for a semantic textual
similarity task.

1 Introduction

Many English writing assistant tools are currently
being studied and developed. However, even for
advanced ESL learners, it is difficult to write sen-
tences conforming to the styles and expressions in
a specific domain. Therefore, it is beneficial for
non-native speakers to search for sentences using
keywords that the writer aims to use.

However, existing sentence retrieval systems
fail to capture the latent intent of query, owing
to the modeling of sentences. We address this

problem by using a kernel embeddings framework.
Kernel embeddings makes it possible to add ex-
pression to the query in sentence retrieval by us-
ing latent probability distribution. In addition, our
method of taking N-gram windows boosts the pre-
cision of sentence retrieval by considering words
that are highly related to the query.

The main contributions of this study are as fol-
lows:

• We propose a novel sentence similarity met-
ric based on kernel embeddings and N-gram
windows.

• We build a corpus of university press releases
and annotated example sentences for ESL,
given a query of two words.

• We show that our proposed method outper-
forms unsupervised baselines on our dataset.

2 Proposed Method

To address the problem of query intent, we pro-
pose a sentence retrieval method that considers
the latent distribution of a sentence using kernel
embeddings. Our proposed method calculates the
similarity between the keywords and the target
sentences in a high dimensional space defined by
kernels using the latent distribution of the query.
In addition, our system only requires several key-
words as an input, and finds a relevant sentence
based on N-grams in the sentence.

In the following subsections, we first describe
how we adopt kernel embeddings for sentence re-
trieval, and then explain how to incorporate N-
gram windows to improve the precision of sen-
tence retrieval.

2.1 Kernel Embeddings
Yoshikawa et al. (2015) proposed a method to cal-
culate the similarity between instances across dif-
ferent domains by embedding all the features of
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different domains into a shared latent space. Their
approach, which calculates the similarity between
instances in shared latent space, employed the ker-
nel embeddings framework of Smola et al. (2007).
The kernel embeddings of distributions are used to
embed any probability distribution P on space X
into a reproducing kernel Hilbert space (RKHS)
Hk specified by kernel k, where the mapped dis-
tributions of P are represented as an element in the
RKHS.

We extend their methods and apply them to
a sentence retrieval task. Our method considers
words comprising a query and a sentence as a set
of words, and assumes that each word has a latent
probability distribution mapped in a shared latent
space. In other words, the query and sentence can
be expressed as instances in an RKHS. Then, we
calculate the similarity between the mapped sets
in shared latent space using the kernel embeddings
framework. In this paper, we use the word embed-
dings w⃗ ∈ X trained by word2vec to represent a
latent distribution.

The words embeddings q⃗i and s⃗j contained in
query q and sentence s are the instances µP on
RKHS Hk determined by kernel k. Note that,
in this paper, we treat word vectors as indepen-
dent and identically distributed (i.i.d.). We show
an instance of a query in the following RKHS. In-
stances of sentences are determined in the same
manner.

µPq =
1
|q|

|q|∑
l=1

k(·, q⃗l) ∈ Hk (1)

Here, we describe a method of measuring similar-
ity between instances mapped on the RKHS. As-
suming two sets of i.i.d. samples X = {xl}nl=1

and Y = {yl′}n′
l′=1 existing in the same space,

they are expressed as µPX
, µPY

by kernel embed-
dings representation. Moreover, the distance be-
tween the two distributions D(X, Y ) is calculated
as follows:

D(X, Y ) = ||µPX
− µPY

||2Hk
(2)

Therefore, the similarity simke of the query
and sentence is calculated by the inner-product
⟨µPq , µPs⟩Hk

in the RKHS as follows:

simke(q, s) = ⟨µPq , µPs⟩Hk

=
1
|q||s|

|q|∑
i=1

|s|∑
j=1

k(q⃗i, s⃗j)
(3)

Algorithm 1 Calculate Sentence Similarity
Input: sentence, query, N
Output: similarity
max SIM← 0
for each N -gram (N= 1, 2, ..., N ) ∈ sentence
do

SIM← simke(query, N-gram)
if SIM > max SIM then

max SIM← SIM
end if

end for
return max SIM

2.2 N-gram Window

The kernel embeddings method is good at improv-
ing the recall of keyword-based sentence retrieval.
However, owing to the canonical inner-product, it
may decrease precision for a long sentence where
keywords appear far apart. We propose a simple
N-gram based method to overcome this challenge.

The algorithm is shown as Algorithm 1. First,
our method delimits sentences by word N-grams.
Second, we calculate the similarity between the
query and each N-gram in the sentence. Finally,
the highest similarity between the query and all
N-grams is considered as the sentence similarity.

3 Experiment

3.1 Settings

As the latent vector, we used published word
embeddings1 learned by word2vec on part of a
Google News dataset. To tokenize sentences,
we used the Stanford Core NLP tokenizer (Ver.
3.6.0)2. Tokenized words were changed to lower-
case to calculate similarity. We used the following
cosine similarity and RBF kernel for k in Equation
(3).

kcos(qi, sj) =
⟨qi, sj⟩
|qi||sj | (4)

kRBF(qi, sj) = exp
(
−||qi − sj ||2

2σ2

)
= exp

(
−γ||qi − sj ||2

)
(5)

1https://code.google.com/archive/p/word2vec/
2http://nlp.stanford.edu/software/stanford-corenlp-full-

2015-12-09.zip
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Table 1: Example of pairs of query.
education innovative, identify research,

provide advice, plan annual,
recipient award, goal ensure,

partnership support, field industry,
improve success, lead experience

Preliminary experiments were performed using
the hyperparameter γ of the RBF kernel within the
range of γ ∈ {10−1, 100, 101, 102}. We set the
hyperparameter γ as γ = 101 based on the results.

3.2 Data

In this study, we experimented on a domain of
academic press release articles. We constructed a
sentence retrieval dataset for ESL in the following
manner.

First, we created a corpus extracted from web
pages containing “.edu” at the end of the domain
name. We crawled the “.html” files up to three
levels within the “.edu” domain, and used the text
surrounded by p tags. The resulting corpus con-
tained 579,867 sentences. We crafted 30 queries
consisting of two words using a professional an-
notator, and extracted sentences from the corpus
by exact matching of each query. The annotator
evaluated whether the sentence was relevant to the
query. The results were used as evaluation data.

Second, we picked ten queries with at least ten
relevant sentences. As irrelevant sentences, we
used 90 sentences that were deemed to be irrel-
evant by the annotator. When a query had less
than 90 irrelevant sentences, we randomly sam-
pled sentences from the evaluation data to increase
this to 90 sentences. Note that all the relevant
sentences used in this experiment contained two
words. The average sentence length in the test data
was 30 words. Table 1 lists the ten queries we used
in testing.

3.3 Evaluation

We evaluated the result using Precision@k (here-
after, p@k), and compared our model with the fol-
lowing two baselines.

Average similarity. A simple baseline was cal-
culated using the average similarity of the vec-
tors of query and sentence. We used word2vec’s
word embeddings as the word vector. As the
query vector, we averaged the word vectors of the
query. Similarly, as the sentence vector, we aver-

aged the word vectors of the words in the sentence.
We compared these vectors using cosine similarity
and RBF kernel.

Alignment-based similarity. As another base-
line, we used one of the unsupervised sentence
similarity measures proposed by Song and Roth
(2015). These methods achieved state-of-the-
art performance for a short text similarity (STS)
task. We used their method to calculate the inter-
sentence similarity (maximum alignment) based
on the alignment in the distributed representation
expressed by the following equation.

simmax(q, s) =
1
|q|

|q|∑
i=1

max
j

k(qi, sj) (6)

This method calculates the maximum value of
similarity between each keyword qi of the query q
and each word sj included in the sentence s. Then,
the similarity between the query and the sentence
is calculated as the maximum value divided by the
number of keywords |q|. We experimented with
both cosine similarity and RBF kernel for k in
Equation (6). Note that we did not symmetrize
Equation (6).

3.4 Result

We show the results of the experiment in Figures
1 and 2. We calculated p@k from 1-gram to 40-
grams and plotted the results of N-grams with an
increment of ten, in addition to 1-gram to 5-gram.
“Sentence” in figures refers to similarity based on
all words in the sentence.

Figure 1 shows that when cosine similarity was
used for the kernel, it was better not to use kernel
embeddings. Further, alignment-based similarity
is the most effective method, with the exception
of the highest ranking. In this case, alignment-
based similarity was better than almost all of the
N-grams.

Figure 2 demonstrates that the accuracy of the
RBF kernel increases with the incorporation of an
N-gram window. In addition, the best result in the
top-5 ranking was obtained by using RBF kernels
and longer N-grams. These results indicate that
the most effective RBF kernels have window sizes
of 20-gram.

However, we observed that sizes of 1-gram to 3-
gram produced a negative result for the RBF ker-
nel. In the next section, we discuss why lower or-
der N-grams led to negative results.
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Table 2: Examples of a retrieved relevant sentence using a 19-gram, and an irrelevant one using cosine.
kernel label input query: partnership support
RBF ✓ The advisers work in partnership with the college staff and other university offices to

provide information and support for all students and to offer programs on community
issues as well as small-scale social activities.

Cosine × The Robert Mehrabian CIC is a partnership between Carnegie Mellon, the Carnegie
Museums, and local economic development organizations and is funded with $8 mil-
lion in Commonwealth of Pennsylvania tax support.

Figure 1: p@k of cosine similarity.

Figure 2: p@k of RBF kernel.

3.5 Discussion

We show the error analysis on the 19-gram RBF
kernel, which exhibited the best score in the ex-
perimental results. Table 2 presents examples of
one of the top-ten results of sentence retrieval. The
topmost results of the proposed method comprise
sentences relevant to the query. In contrast, the
cosine baseline cannot consider latent intent; thus,
it may output irrelevant sentences such as those
without related keywords.

First, we measured the distance between words
that match the query in the sentence of the test data

exactly. The results show that the average distance
between keywords was 11.8 words. In addition,
for 72% of the gold sentences data, the keywords
were found in the same clause. From these facts,
we determined that useful sentences in this task
were those in which keywords existed in the same
clause, but were not located in close proximity.
We regard this as one of the reasons why middle-
sized N-grams were more effective.

Second, we compared alignment-based similar-
ity with kernel embeddings. The former consid-
ers only the maximum similarity of words in the
query and sentences. In contrast, kernel embed-
dings comprehensively considers all the words in
the sentence. Furthermore, by combining this with
the N-gram window approach, it is possible to fo-
cus on the surroundings of words with high sim-
ilarity to the query. For these reasons, the kernel
embeddings with N-gram window method outper-
forms alignment-based similarity.

4 Related Work

In recent years, many writing assistance sys-
tems have been developed. One of them is
ESCORT, which is an English search system
(Matsubara et al., 2008) for writing scholarly pa-
pers and survey reports; it aims to demonstrate ex-
amples of word usage. The input to this system is
a sentence that will be parsed, and then the sys-
tem will output sentences with the same syntactic
structure. However, it assumes that there is a syn-
tactic structure between keywords, which is not a
valid assumption in our task. Further, latent intent
of query is not modeled in their system.

In contrast, Chen et al. (2012) propose an En-
glish writing assistance system for ESL learners.
The system, called FLOW, supplements the En-
glish vocabulary of non-English native speakers.
If ESL learners cannot write in English owing to
a lack of vocabulary, they can continue to write
words in their first language within the sentence.
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This system complements latent intent of query
using their first language, whereas our approach
improves sentence modeling using kernel embed-
dings.

In addition, Hayashibe et al. (2012) developed
a tool to support English composition as the au-
thor writes. Like Chen et al. (2012), it accepts Ro-
manized Japanese input in addition to English, to
take the writer’s first language into account. The
tool can suggest a phrase considering context from
the information already entered into the query. In
contrast, we ask users to input only two words as
a query. In addition, their example search system
adopts an exact match approach, which may nega-
tively impact the recall of the search system.

5 Conclusion

In this research, we proposed a new sentence re-
trieval method using a kernel embeddings frame-
work to aid English composition. Our kernel
embeddings method, using an RBF kernel and
N-gram window, showed better results than two
baseline methods (using cosine similarity and an
alignment-based similarity). In future work, we
aim to verify the effectiveness of our method for
two or more queries.
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Abstract

Event timeline serves as the basic structure
of history, and it is used as a disposition
of key phenomena in studying history as a
subject in secondary school. In order to
enable a student to understand a histori-
cal phenomenon as a series of connected
events, we present a system for auto-
matic event timeline generation from his-
tory textbooks. Additionally, we propose
Message Sequence Chart (MSC) and time-
map based visualization techniques to vi-
sualize an event timeline. We also identify
key computational challenges in develop-
ing natural language processing based ap-
plications for history textbooks.

1 Introduction

With the advent of easy access to on-line edu-
cational content on the Internet through mobile
and electronic reading devices, there is increasing
trend of e-learning and hence creating resources
that support e-learning. An important advantage
of e-learning is it enables learners to do “any time,
any place, any pace” learning (California Depart-
ment of Education, 2012; Agrawal et al., 2013).

In this paper, we particularly focus on creating
event timeline (or chronology) from history text-
books. Event timelines play an important role in
understanding a historical phenomenon. It enables
a student to situate her knowledge of history in re-
lation to a spatio-temporal context.

De Keyser and Vandepitte (1998) identify dif-
ferent frames of reference that play a vital role
in a student’s understanding of a historical phe-
nomenon:

∗This work was done when the first author was at TCS
Research, Pune.

1. Chronological frame of reference, which fo-
cuses on key phenomena and their signifi-
cance over a period of time (e.g. key events
in the Renaissance).

2. Spatial frame of reference, which focuses on
key locations, geographies involved in the
phenomenon (e.g., spread of the Renaissance
across various parts of Europe)

3. Social frame of reference, which focuses on
how the social fields such as politics, eco-
nomics, culture, etc. interact within society
during the phenomenon (e.g., social, cultural,
religious characteristics of the Renaissance).

Stow and Haydn (2000) highlight importance of
these frames of reference to develop a student’s
ability to ask and answer questions like “When did
a particular phenomenon happen? What is its rel-
evance to the present and the future? What are the
key insights of it that should be learned?”

In this paper we primarily focus on the Chrono-
logical and Spatial frames of reference. We be-
lieve that it will also serve as a building block
for the Social frame of reference. In this paper,
we present a system for automatic event time-
line generation from history textbooks. In ad-
dition to event timeline creation, we also pro-
pose two techniques for visualization of a time-
line. The first technique uses Message Sequence
Chart (MSC) (Rudolph et al., 1996) to highlight
the interaction between multiple entities associ-
ated with a historical phenomenon. In the sec-
ond technique, we first associate each event in a
timeline with a time marker, a location, and one
or more actors, and create a time-map to capture
a spatio-temporal aspect of the timeline. An ad-
ditional important goal of this paper is to iden-
tify key research problems in developing natural
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language processing based applications for history
textbooks.

The paper is organized as: in Section 2 we give
an overview of related work on timeline genera-
tion from a different type of text resources. In Sec-
tion 3 we highlight important use-cases of event
timelines. In Section 4 we propose our algorithm
for timeline generation. Section 5 discusses two
techniques for visualization of timelines. Experi-
mental evaluation of generated timelines is an ac-
tive area of research. In Section 6 we present
preliminary results on validation of events hav-
ing mention of time expressions. Section 7 dis-
cusses computational challenges in the construc-
tion of event timeline from NLP perspective. In
Section 8 we conclude and discuss prospects of
our work.

2 Related Work

Several authors (e.g. (Bamman and Smith, 2014;
Palmero Aprosio and Tonelli, 2015; Ge et al.,
2015)) have proposed use of encyclopaedic re-
sources like Wikipedia in event time-line construc-
tion of historical figures and events. It is impor-
tant to note that Wikipedia articles give a com-
prehensive overview of a historical phenomenon
and try to cover all facts with hyperlinks and ref-
erences to relevant material. Also, each Wikipedia
article is focussed on one phenomenon, and it is
likely to be authored independently of Wikipedia
articles that it hyperlinks. So, it is highly possi-
ble that the authors of a Wikipedia article may as-
sume that the reader has knowledge about other
Wikipedia articles that it hyperlinks. This ency-
clopedic rigor may not be necessary for primary
or secondary students, and such bombardment of
facts may not encourage a student to obtain an in-
terest in history. On the other hand, content in
the textbooks is organized such that each section
or chapter is focused on one concept and concepts
are progressively introduced with specific learning
goals (Agrawal et al., 2012).

Apart from Wikipedia, several authors have
constructed timelines from social media like Twit-
ter (e.g. (Alonso et al., 2017; Yao et al., 2016;
Li and Cardie, 2014)) or news articles (e.g. (Zhou
et al., 2016)). However, social media or news ar-
ticles are not intended to be consumed by history
students.

3 Use-Cases for Event Timeline for
History Text

We identify following use-cases for event time-
lines from history text:

1. Comparison of Timelines:
a) We can use timelines of two entities (e.g.
kings or emperors) to understand similarity
and differences between their lives. For ex-
ample, a student or a historian would like
to compare timelines of rulers who achieved
power on their own at a young age, e.g.,
Napoleon and Shivaji1. The similarities in
their lives as well as rise to power can be
easily seen from their timelines e.g., both re-
ceived military training early in their child-
hood. Both assumed leadership roles at a
very young age. Napolean was officer at
16. Shivaji conquered the Torna fort and
laid foundations of his kingdom at age of
15. They scored remarkable victories in their
twenties. Napolean became Master of France
at 30; whereas by age of 30, Shivaji, though
not formally a king, had already established
his rule over vast land of present day Maha-
rashtra state of India. Both died in their early
50s.
b) Timelines of two different dynasties or em-
pires also can be used to compare their rise
and fall (e.g., First French empire vs Second
French empire).
c) Comparison of timelines can be extended
beyond entities such as kings or empires. For
example, a student may be interested in com-
parison of two different civilizations e.g., the
Roman civilization vs. the Indus valley civi-
lization.

2. Causal Analysis of Events: Using textual
clues and text entailment techniques from
NLP combined with ordering of events from
timeline can be used to infer causes or con-
ditions that led to an event or a sequence of
events: e.g., seeds of World War II were al-
ready sown at the end of World War I. Such
a causal analysis can also be used for com-
parison of two event timelines. For example,
The Great Depression2 and The Great Reces-

1https://en.wikipedia.org/wiki/Shivaji
2https://en.wikipedia.org/wiki/Great_

Depression
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sion3 are two major economic events that af-
fected the world population. One would like
to analyze the timelines of these two events
and understand common or different causes
of different events and their social, political,
economic consequences.

3. Pedagogical Applications: We believe that
event timelines and their formal representa-
tions can be used for creating pedagogical re-
sources that will be useful for students as well
as teachers of history. For example, students
can use event timelines for question answer-
ing while teachers can use them for automatic
question generation as well as automatic an-
swer evaluation.

Developing solutions to the use-cases discussed
above is part of future work. Our current focus is
to (a) automatically generate event timelines using
NLP tools and techniques, (b) develop solutions to
visualize timelines that would help student to un-
derstand history using succinct representations.

4 Our Method

In this section, we give details of our proposed sys-
tem.

4.1 Event Description
Defining an event for our system is crucial to our
task. For the purpose of history textbooks, an
event can be thought of an important thing that
happened or took place at a certain point of time.
It changed something or had some definite conse-
quences in the physical world. For the purpose of
this paper, we consider those events which are de-
scribed by a verb. Verbs like die, kill, defeat are
absolute physical action verbs giving a clear in-
dication that something important happened. On
the other hand, verbs like consider, regard, think
are related with a psychological or mental action
that did not happen in real. In this paper, we
assume that an event represents an activity, ac-
complishment, achievement, and change in phys-
ical state (Vendler, 1957, 1967; Casati and Varzi,
2015).

4.2 Dataset Creation
To create a gold standard dataset, we annotated
portions from following two history books – (i)

3https://en.wikipedia.org/wiki/Great_
Recession

Chapter 5: Consolidation and Expansion of the
Empire - Akbar (77 sentences) in Medieval In-
dia: From the Sultanate to the Mughals (Chan-
dra, 2007) and (ii) Chapter 23.3: Napoleon forges
an empire (113 sentences) from the book World
History (Harker, 2012). The schema used for an-
notation is briefly described in Table 1. For ev-
ery event, the schema consists of title, actors, lo-
cations, time/date expressions, and event descrip-
tion.

• event title (ET):= title of the event, a suc-
cinct phrase capturing the gist of the event

• actor i (Ai for i = 0, 1, . . . , n):= actors
mentioned in the sentence

– actor type (AT) = {person,
organization} := whether the actor
is a person or an organization (e.g. allies of
World War II4 can be treated as an organization)

• event time expression (T) := the frag-
ment of the sentence that represents temporal expres-
sion of the event

– time expression modifier (TM)
= {after, before, during,
beginning, end, early, late}

– time expression type (TT) =
{date, time, duration}

• location (L) := the location at which the event
happened

• event verb phrase (EV P) := the verb
phrase of the sentence that represents the event.

Table 1: Annotation Schema

Table 2 gives annotation of a few example sen-
tences from (Chandra, 2007, Chapter 5).

4.3 Event Timeline Generation

The algorithm (Table 3) has three main steps.
First, we extract the named entities in the text
using Stanford CoreNLP (Manning et al., 2014).
The PERSON and ORGANIZATION type named
entities form the set of actors. The LOCA-
TION entities give us spatial information about
the events. Then we resolve the co-references of
these entities. In the second step, we use SUTime
temporal expression tagger (Chang and Manning,
2012) to extract the temporal expressions from the
sentences having the mentions of actors or loca-
tions.

Our current system considers only those sen-
tences for creating a timeline which contain at
least one temporal expression. We name these sen-
tence as “timeline sentences”. We also provide fa-
cility to create an actor specific timeline genera-
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ID Sentence Event title (ET )
S1 [Early in 1576]T , [Akbar]A0 [moved to]EV P [Ajmer]L. Akbar moved to Ajmer
S2 [Akbar]A0 [deputed]EV P [Raja Man Singh]A1 with a force of

5000 consisting of [Mughals]A2 and [Rajputs]A3 to lead a campaign
against [Rana Pratap]A4 .

Akbar deputed Raja Man
Singh against Rana Pratap

S3 In anticipation of such a move, [the Rana]A0 had [devastated the
entire region]EV P upto [Chittor]L so that [the Mughal
forces]A1 could get no food or fodder.

Rana Pratap devastated the
entire region upto Chittor

S4 [The Rana]A0 [advanced with a force of 3000]EV P from
his capital at [Kumbhalgarh]L.

Rana Pratap advanced from
his capital at Kumbhalgarh

S5 [The Rana]A0 [took a position]EV P near [Haldighati]L,
at the entrance of the defile leading to [Kumbhalgarh]L.

Rana Pratap took a position
near Haldighati

Table 2: Annotation of a few example sentences from (Chandra, 2007, Chapter 5)

tion. Given an actor, we filter those timeline sen-
tences that mention the actor or have co-reference
to the actor. In addition to named entities, we
identify relations mentioned in a sentence using
OpenIE component of Stanford CoreNLP (Angeli
et al., 2015). We select the relation which has
mentions of the maximum of a number of named
entities as the title of the sentence. The algorithm
for generating event timeline from a given piece of
text is given in Table 3.

• Input: Chapter or Section of a history textbook : C
• Output: Event timeline : T : {e1 ≺ e2 ≺ e3 ≺

. . . ≺ eN}, where ei =<event title (ET ), actors (A),
time expressions (T ), location (L) >

• Entity Extraction:
1. Identify named entities (e.g., person, organiza-

tion, location) in each sentence in C.
2. Resolve the co-references of entity mentions.
3. Extract set of sentences S which refer to these

named entities from C.
• Time-Expression Extraction:

– Identify time expressions in each sentence in S.
• Timeline Generation:

1. Let S′ ⊆ S such that each sentence in S′ con-
tains at least one time expression and at least an
actor.

2. Let T be initialized to empty timline.
3. For each sentence s ∈ S′ :

(a) Let A = {A0, A1, . . . , AK} be the list of
actors mentioned in s

(b) Let L = the location mentioned in s.
(if no location mention in s, L = NULL)

(c) Let T = the time expressions mentioned in
the sentence

(d) Identify relations between entities in s
using OpenIE component of Stanford
CoreNLP and select the relation with max-
imum number of named entities as title of
the event (ET )

(e) Append tuple e =< ET , A, T, L > to T
4. Print event timeline T .

Table 3: Algorithm for Timeline Generation

5 Visualization

Visualization of a timeline to promote better learn-
ing and understanding of students is highly rele-
vant to this task. Features of a timeline like the
flow of the events, the temporal and spatial ele-
ments of an event should be evidently clear in the
visual output. We propose two techniques for vi-
sualization of a timeline.

5.1 Message Sequence Chart (MSC)
MSC is widely used for the visualization of mes-
sage interchange of communicating entities with a
communication system (Rudolph et al., 1996). An
important goal of MSC is to do a visual abstraction
of causal relations between events and participa-
tion of different entities within a communication
system in these events. The diagram area of MSC
involves two dimensions: vertical and horizontal.
The vertical dimension represents time while the
horizontal dimension represents entities.

It is important to note that a historical phe-
nomenon is comprised of various entities (e.g.,
persons or organizations) and a set of ordered
events. Hence, we believe that MSC can be used to
visualize the timeline of a historical phenomenon
such that the vertical or time dimension captures
order of events that happened over a period, while
the horizontal or entity dimension represents enti-
ties involved in these events. Currently, we manu-
ally create MSCs explicitly specifying the entities
and the events. A sample MSC created using a
MSC generator tool5 for a sequence of events is
shown in Figure 1. Following text from (Harker,
2012) was used while generating the MSC:

“In only four years, from 1795 to 1799,
Napoleon rose from a relatively obscure position
as an officer in the French army to become master
of France. Napoleon Bonaparte was born in 1769

5https://www.websequencediagrams.com/

72



on the Mediterranean island of Corsica. When he
was nine years old, his parents sent him to a mil-
itary school. In 1785 , at the age of 16, he fin-
ished school and became a lieutenant in the ar-
tillery. When the Revolution broke out, Napoleon
joined the army of the new government. In Octo-
ber 1795, fate handed the young officer a chance
for glory.”

In future, we would use APIs of the library to
generate MSCs automatically.

5.2 Timeline with a Map (TimeMap)

As discussed earlier, the spatial frame of reference
is important in a student’s understanding of a his-
torical phenomenon. Hence, towards the goal of
enabling a student to realize the importance of ge-
ographical conditions of the location at which an
event happened we propose a map based visualiza-
tion system. For example, consider the following
text from (Chandra, 2007, Chapter 5): The battle
of Haldighati (18 Feb. 1576) was mainly fought
in the traditional manner between cavalrymen and
elephants, since the Mughals found it difficult to
transport any artillery, except light artillery over
the rough terrain.

It is important to note that Haldighati is a moun-
tain pass in western India6 and its geographical
characteristics played a vital role in the The battle
of Haldighati7. The example is illustrative in the
sense that it emphasizes both temporal and spatial
aspects in understanding the event: The battle of
Haldighati.

We generate a time map for a given event time-
line using TimeMapper8. The time map generated
by TimeMapper can be embedded in an HTML
page and can be easily viewed using a browser.
For each event in a timeline we show its title, de-
scription and temporal expression and if the loca-
tion of the event is available, then it is shown on
the map. The events in a timeline can be browsed
in sequential or random order by clicking on an
event in the timeline. A sample event of a timeline
can be seen in Figure 2.

6 Experimental Evaluation

Experimental evaluation of generated timelines is
an active area of research. As mentioned earlier,

6https://en.wikipedia.org/wiki/
Haldighati

7https://en.wikipedia.org/wiki/Battle_
of_Haldighati

8http://timemapper.okfnlabs.org/

in this paper, we focus only on the sentences hav-
ing mention of time expression. For the task of
timeline generation, sentences with the time ex-
pressions are important as they enable relative or-
dering of events.

For the evaluation, we use the annotated portion
from Chapter 5 (Consolidation and Expansion of
the Empire - Akbar) from (Chandra, 2007). The
dataset contains total 77 sentences having 1771
words. These sentences are linguistically com-
plex. There are 22 words on average per sen-
tence. Out of the 77 sentences, 27 sentences con-
tain events with time expression. For the event de-
tection task, the proposed algorithm achieves pre-
cision, recall and F1-measure of 0.647, 0.407 and
0.500 respectively.

We note here that this is a preliminary evalua-
tion because we are considering only those events
which are described by verbs. Further we have
not tackled relative ordering of implicit time ex-
pression. For a more comprehensive generation
and evaluation of event timelines, we need to ad-
dress these and the other challenges identified in
the Section 7. We recognize a more rigorous treat-
ment for the same as a significant direction for fu-
ture work.

7 Computational Challenges in Timeline
Generation

The inherent nature of historical events along with
its narration pose some specific challenges from
NLP viewpoint. We incurred these challenges
while annotating the data set and comparing it
with the results obtained from our system. They
are listed below:

7.1 Implicit temporal mentions and temporal
co-reference

There are cases when a period is given but
not in an explicit manner. In Table 4:R-1 we
can observe that the next twelve years
and this period refer to the time period of
1585-1592. To place the corresponding event(s)
on the timeline one needs to accurately resolve the
explicit mention of 1585 to the above co-referring
implicit time expressions.

7.2 Entity co-reference resolution

Co-reference resolution of entities (e.g., Person,
Location, Organization) is a well-studied problem
in NLP literature. In our proposed algorithm, we
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Figure 1: Multi-actor interaction visualization using Message Sequence Chart

Figure 2: Sample screenshot of Time Map (spatio-temporal) corresponding to Table 1:S1 sentence
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R-1 Implicit temporal mentions In 1585, Akbar moved to Lahore, and remained there for [the next
twelve years], watching the situation in the north-west. No Mughal
expedition was sent against Rana Pratap during [this period].

R-2 Event coreference resolution Prince Salim was [sent against]E1 the Rana in 1599, but achieved
little. He was again deputed for [the purpose]E1 in 1603, but he had
no heart in [the enterprise]E1. After his accession, Jahangir took up
[the matter]E1 more energetically.

R-3 Inaccuracy due to wrong Entity
coreference resolution

[Sagar]P1, [the son of Rana Udai Singh]P1, [who]P1 had
joined [Akbar]P2, during the rule of [Rana Pratap]P3, and granted
the title of Rana and installed at Chittor by [Jahangir]P4, was set aside,
and all the paraganas of Mewar, including Chittor were restored to [Rana
Amar Singh]P5.

R-4 Normalization of named entities [He]P1 died in 1597 at the young age of 51, due to an internal injury in-
curred by him while trying to draw a stiff bow.
...
[Prince Salim]P2 was sent against [the Rana]P1 in 1599, but
achieved little. [He]P2 was again deputed for the purpose in 1603,
but [he]P2 had no heart in the enterprise. After [his]P2 accession,
[Jahangir]P2 took up the matter more energetically.

R-5 Hierarchy of events Sagar, the son of Rana Udai Singh, who had joined Akbar, during the
rule of Rana Pratap, and granted the title of Rana and installed
at Chittor by Jahangir, was set aside, and all the paraganas of
Mewar, including Chittor were restored to the Rana.

R-6 Location as an actor At the time of Napoleon’s coup, France was still at war. In 1799,
[Britain, Austria, and Russia] joined forces with one goal in
mind, to drive Napoleon from power.

Table 4: Examples of computational challenges from NLP perspective faced while processing of history
text

use entity-centric co-reference annotator compo-
nent of Stanford CoreNLP (Clark and Manning,
2015).

In Table 4:R-3, we see the gold-standard coref-
erences for a sample sentence. The state-of-the-
art Stanford CoreNLP coreference algorithm is not
able to identify any of the gold-standard corefer-
ences and incorrectly identifies a coreference be-
tween the phrases Rana Pratap and Rana (in
the phrase “title of Rana”). For timeline gener-
ation task these errors in co-reference resolution
have a cascading effect on the accuracy of actor,
location identification etc. This results in incorrect
events participants on the timeline.

7.3 Event co-reference resolution

Apart from the person/entity level co-reference
resolution, history text poses very interest-
ing co-reference resolution challenges at event
level. In Table 4:R-2, sent against is an
event involving two entities Prince Salim
and the Rana. This event (E1) is referred
to as the purpose, the enterprise,
the matter in the subsequent lines.

7.4 Normalization of entity names

In the historical domain, a person of importance
has many names or titles throughout his/her life-

time.

• Title resolution: With reference to the Ra-
jputs9, The Rana was a standard epithet given
to the current heir of the Rajput dynasty.
In (Chandra, 2007, Chapter 5), initially the
title the Rana is used to refer to Rana
Pratap Singh. Further in the chapter
his son Rana Amar Singh is referred
to by the same title. In Table 4:R-4, He
and the Rana refer to Rana Pratap ac-
cording to the output of Stanford CoreNLP
Co-Reference Annotator. But in real, the
Rana refers to Rana Amar Singh.

• Multiple names to same person: Another
case of this challenge arises when two names
are used for the same person like Jahangir10

is also referred to as Prince Salim.

• Location standardization: The problem
of standardization is also applicable to loca-
tions. Cities or states names mentioned in
history might have been replaced with new
names at present. This poses a problem when
it comes to locating that place on a map. For

9https://en.wikipedia.org/wiki/Rajput
10https://en.wikipedia.org/wiki/

Jahangir
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example the state of Mewat11 mentioned in
(Chandra, 2007, Chapter 5) does not exist on
India’s map.

7.5 Hierarchy of events

The task of event extraction is a complicated
one. In simple sentences the event verb and
its arguments are clear. But if we look at Ta-
ble 4:R-5, hierarchy within events is observed.
In this example was set aside is the key
event, however, phrases like Sagar joined
Akbar, granted the title, installed
at Chittor, were restored, etc. indicate
related and sub-events of the key event.

7.6 Location-Actor ambiguity

There are many instances where a location
is associated with event verbs which are ap-
plicable on actors. For example in Ta-
ble 4:R-6, the countries France, Britain,
Austria, Russia are not locations, rather
they are actors of type organization.

7.7 Event title generation

While visualizing a timeline instead of showing a
complete event sentence, it is more useful to gen-
erate and show a short and succinct title for each
event. However, generating such a title is chal-
lenging.

Events in text are typically described using
verbs. One straight-forward approach to gener-
ate title of an event could be to use the main
action verb and its associated subject(s) and ob-
ject(s). However, in many cases, events are
also described using non-verbal (e.g, nominal) ex-
pressions. For instance, consider the sentence
– The Great Depression lasted from
1929 to 1939. Here the event The Great
Depression occurs in nominal form.

In other cases, event sentences may contain
multiple sub-events (e.g., Table 4:R-5). They can
be associated with actors, location, time/date, re-
lations or with other events. So it is important to
identify the different kinds of events to come up
with a succinct title describing the complete event.

7.8 Evaluation

There are three important aspects on which an
automatically generated timeline should be eval-
uated. The first aspect is precision and recall of

11https://en.wikipedia.org/wiki/Mewat

events extracted from the text. This aspect mainly
does an evaluation of event extraction component
of timeline generation algorithm. The second as-
pect is an evaluation of title generation and extrac-
tion of relevant named entities from text. The third
aspect is an evaluation of order of events in an au-
tomatically generated timeline. It is important to
note that these three aspects are interlinked to each
other. Hence, it necessitates appropriate evalua-
tion measure(s) for timeline evaluation that will
collectively consider the three aspects discussed
above.

There is also need of live user studies where stu-
dents of history participate to evaluate utility of
timeline visualization techniques in understanding
historical phenomena. We will explore both em-
pirical and user evaluation of timeline generation
in the future.

8 Conclusions and Future Work

In this paper, we propose a system for genera-
tion of event timeline from history textbooks. We
also propose two techniques to visualize a time-
line. Message Sequence Chart based visualiza-
tion enables a student to observe involvement of
multiple actors in a historical phenomenon. On
the other hand, time-map based visualization en-
ables a student to understand spatio-temporal as-
pects. We believe that both these visualization
techniques will increase a student’s interest and
curiosity in learning history as a subject. Hence,
in addition to a working system, we also iden-
tify key computational challenges in creating NLP
based applications for history subject. Of course,
the system proposed in this paper can be improved
across many dimensions. Currently, we are gener-
ating a timeline specific to a human actor. In the
future, we would like to generate a timeline for a
non-human actor, e.g., a timeline of art or science
in the Renaissance. We also aim to define annota-
tion guidelines for annotation of historical events
and release a much larger annotated dataset that
can be used for various tasks such as entity/event
extraction and segmentation, co-reference resolu-
tion of named entities as well as events.
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