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Introduction

The two main research areas in educational applications, automated evaluation of students free-
responses and intelligent tutoring systems (ITS), have developed fairly autonomously within the NLP
community. We made progress toward bridging this gap in the First Workshop on Building Educational
Applications Using NLP in 2003, where researchers in a wide variety of educational applications met
in Edmonton to share their work and ideas - both in the speech- and text-based communities. Papers
dealt with automated evaluation of essay-length texts and classification of brief responses that students
enter into a tutoring system. Other research that was reported included exploring the value of using
grammar checking within a tutoring system, comparing speech- and text-based tutoring systems, and
automatically generating multiple-choice questions.

There continues to be a significant and fast-growing body of research toward developing educational
applications that incorporate NLP. This has become apparent as, since the First Workshop in 2003,
subsequent workshops have been held by scientists working in this field (InSTIL/ICALL 2004
Symposium on Computer Assisted Learning and the eLearning International Workshop, COLING
2004).

The themes in the 2005 workshop fall into four broad categories. Several papers explore the
automated assessment of written text - a field that is fast becoming mainstream. These papers describe
methods to score essay-length responses, evaluate content-based short answer responses, and identify
plagiarized material. Other papers look at methods for generating assessment questions automatically.
A third major focus is in teaching language skills - both speech and text-based. Finally, two papers
evaluate tools that NLP software developers can use to build educational applications.

We hope that this workshop will continue to facilitate communication between researchers who
work on all types of instructional applications, for K-12, undergraduate, graduate school and
professional or industrial settings. Our goal is to continue to expose the NLP research community
to these technologies with the hope that they may see novel opportunities for use of their tools in
educational applications.

We wish to thank the members of the Program Committee, listed below, for reviewing the large
number of workshop submissions on a very tight schedule. We owe special thanks to Slava Andreyev
for production work on these proceedings (also on a tight schedule!)

Jill Burstein
Claudia Leacock
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ABSTRACT1

We report experience in applying techniques for nat-
ural language processing to algorithmically generat-
ing test items for both reading and listening cloze
items. We propose a word sense disambiguation-
based method for locating sentences in which des-
ignated words carry specific senses, and apply a
collocation-based method for selecting distractors
that are necessary for multiple-choice cloze items.
Experimental results indicate that our system was
able to produce a usable item for every 1.6 items it
returned. We also attempt to measure distance be-
tween sounds of words by considering phonetic fea-
tures of the words. With the help of voice synthe-
sizers, we were able to assist the task of compos-
ing listening cloze items. By providing both reading
and listening cloze items, we would like to offer a
somewhat adaptive system for assisting Taiwanese
children in learning English vocabulary.

1 Introduction

Computer-assisted item generation (CAIG) allows
the creation of large-scale item banks, and has at-
tracted active study in the past decade (Deane and
Sheehan, 2003; Irvine and Kyllonen, 2002). Ap-
plying techniques for natural language processing
(NLP), CAIG offers the possibility of creating a
large number of items of different challenging lev-
els, thereby paving a way to make computers more
adaptive to students of different competence. More-
over, with the proliferation of Web contents, one
may search and sift online text files for candidate
sentences, and come up with a list of candidate cloze

1A portion of results reported in this paper will be expanded
in (Liu et al., 2005; Huang et al., 2005).

items economically. This unleashes the topics of the
test items from being confined by item creators’ per-
sonal interests.

NLP techniques serve to generate multiple-choice
cloze items in different ways. (For brevity, we use
cloze itemsor itemsfor multiple-choice cloze items
henceforth.) One may create sentences from scratch
by applying template-based methods (Dennis et al.,
2002) or more complex methods based on some pre-
determined principles (Deane and Sheehan, 2003).
Others may take existing sentences from a corpus,
and select those that meet the criteria for becoming
test items. The former approach provides specific
and potentially well-controlled test items at the costs
of more complex systems than the latter, e.g., (Shee-
han et al., 2003). Nevertheless, as the Web provides
ample text files at our disposal, we may filter the
text sources stringently for obtaining candidate test
items of higher quality. Administrators can then se-
lect really usable items from these candidates at a
relatively lower cost.

Some researchers have already applied NLP tech-
niques to the generation of sentences for multiple-
choice cloze items. Stevens (1991) employs the con-
cepts of concordance and collocation for generating
items with general corpora. Coniam (1997) relies on
factors such as word frequencies in a tagged corpus
for creating test items of particular types.

There are other advanced NLP techniques that
may help to create test items of higher quality. For
instance, many words in English may carry multiple
senses, and test administrators usually want to test a
particular usage of the word in an item. In this case,
blindly applying a keyword matching method, such
as a concordancer, may lead us to a list of irrelevant
sentences that would demand a lot of postprocess-

1



Figure 1: A multiple-choice cloze item for English

ing workload. In addition, composing a cloze item
requires not just a useful sentence.

Figure 1 shows a multiple-choice item, where we
call the sentence with a gap thestem, the answer to
the gap thekey, and the other choices thedistrac-
tors. Given a sentence, we still need distractors for
a multiple-choice item. The selection of distractors
affects theitem facility and item discriminationof
the cloze items (Poel and Weatherly, 1997). There-
fore, the selection of distractors calls for deliberate
strategies, and simple considerations alone, such as
word frequencies, may not satisfy the demands.

To remedy these shortcomings, we employ the
techniques for word sense disambiguation (WSD)
for choosing sentences in which the keys carries spe-
cific senses, and utilize the techniques for comput-
ing collocations (Manning and Schütze, 1999) for
selecting distractors. Results of empirical evaluation
show that our methods could create items of satisfac-
tory quality, and we have actually used the generated
cloze items in freshmen-level English classes.

For broadening the formats of cloze items, we
also design software that assists teachers to create
listening cloze items. After we defining a metric
for measuring similarity between pronunciations of
words, our system could choose distractors for lis-
tening cloze items. This addition opens a door to
offering different challenging levels of cloze items.

We sketch the flow of the item generation pro-
cess in Section 2, and explain the preparation of the
source corpus in Section 3. In Section 4, we elab-
orate on the application of WSD to selecting sen-
tences for cloze items, and, in Section 5, we delve
into the application of collocations to distractor gen-
eration. Results of evaluating the created reading
cloze items are presented in Section 6. We then
outline methods for creating listening cloze items in
Section 7 before making some concluding remarks.

2 System Architecture

Figure 2 shows major steps for creating cloze items.
Constrained by test administrator’s specifications
and domain dependent requirements, theSentence
Retriever chooses a candidate sentence from the

7DJJHG
&RUSXV

7DUJHW�'HSHQGHQW
,WHP�5HTXLUHPHQWV

,WHP
6SHFLILFDWLRQ

7DUJHW
6HQWHQFH

6HQWHQFH
5HWULHYHU�ZLWK�:6'

'LVWUDFWRU
*HQHUDWRU

&OR]H
,WHP

Figure 2: Main components of our item generator

Tagged Corpus. Target-Dependent Item Require-
mentsspecify general principles that should be fol-
lowed by all items for a particular test. For example,
the number of words in cloze items for College En-
trance Examinations in Taiwan (CEET) ranges be-
tween 6 and 28 (Liu et al., 2005), and one may want
to follow this tradition in creating drill tests.

Figure 3 shows the interface to theItem Specifi-
cation. Through this interface, test administrators
select the key for the desired cloze item, and specify
part-of-speech and sense of the key that will be used
in the item. Our system will attempt to create the re-
quested number of items. After retrieving the target
sentence, theDistractor Generatorconsiders such
constraining factors as word frequencies and collo-
cations in selecting the distractors at the second step.

Figure 3: Interface for specifying cloze items

Figure 4 shows a sample output for the specifica-
tion shown in Figure 3. Given the generated items,
the administrator may choose and edit the items, and
save the edited items into the item bank. It is possi-
ble to retrieve previously saved items from the item
bank, and compile the items for different tests.

3 Source Corpus and Lexicons

Employing a web crawler, we retrieve the con-
tents ofTaiwan Review<publish.gio.gov.tw>, Tai-
wan Journal<taiwanjournal.nat.gov.tw>, andChina
Post<www.chinapost.com.tw>. Currently, we have
127,471 sentences that consist of 2,771,503 words
in 36,005 types in the corpus. We look for use-
ful sentences from web pages that are encoded in
the HTML format. We need to extract texts from

2



Figure 4: An output after Figure 3

the mixture of titles, main body of the reports,
and multimedia contents, and then segment the ex-
tracted paragraphs into individual sentences. We
segment sentences with the help of MXTERMINA-
TOR (Reynar and Ratnaparkhi, 1997). We then tok-
enize words in the sentences before assigning useful
tags to the tokens.

We augment the text with an array of tags that
facilitate cloze item generation. We assign tags of
part-of-speech (POS) to the words with MXPOST
that adopts the Penn Treebank tag set (Ratnaparkhi,
1996). Based on the assigned POS tags, we annotate
words with their lemmas. For instance, we annotate
classifiedwith classifyand classified, respectively,
when the original word hasVBN andJJ as its POS
tag. We also employ MINIPAR (Lin, 1998) to ob-
tain the partial parses of sentences that we use exten-
sively in our system. Words with direct relationships
can be identified easily in the partially parsed trees,
and we rely heavily on these relationships between
words for WSD. For easy reference, we will call
words that have direct syntactic relationship with a
wordW asW ’s signal wordsor simplysignals.

Since we focus on creating items for verbs, nouns,
adjectives, and adverbs (Liu et al., 2005), we care
about signals of words with these POS tags in sen-
tences for disambiguating word senses. Specifically,
the signals of a verb include its subject, object, and
the adverbs that modify the verb. The signals of a
noun include the adjectives that modify the noun and
the verb that uses the noun as its object or predicate.
For instance, in “Jimmy builds a grand building.”,
both “build” and “grand” are signals of “building”.
The signals of adjectives and adverbs include the
words that they modify and the words that modify
the adjectives and adverbs.

When we need lexical information about English
words, we resort to electronic lexicons. We use

WordNet <www.cogsci.princeton.edu/˜ wn/> when
we need definitions and sample sentences of words
for disambiguating word senses, and we employ
HowNet<www.keenage.com> when we need infor-
mation about classes of verbs, nouns, adjectives, and
adverbs.

HowNet is a bilingual lexicon. An entry in
HowNet includes slots for Chinese words, English
words, POS information, etc. We rely heavily on the
slot that records the semantic ingredients related to
the word being defined. HowNet uses a limited set
of words in the slot for semantic ingredient, and the
leading ingredient in the slot is considered to be the
most important one generally.

4 Target Sentence Retriever

The sentence retriever in Figure 2 extracts qualified
sentences from the corpus. A sentence must contain
the desired key of the requested POS to be consid-
ered as a candidate target sentence. Having identi-
fied such a candidate sentence, the item generator
needs to determine whether the sense of the key also
meets the requirement. We conduct this WSD task
based on an extended notion of selectional prefer-
ences.

4.1 Extended Selectional Preferences

Selectional preferences generally refer to the phe-
nomenon that, under normal circumstances, some
verbs constrain the meanings of other words in
a sentence (Manning and Schütze, 1999; Resnik,
1997). We can extend this notion to the relation-
ships between a word of interest and its signals, with
the help of HowNet. Letw be the word of interest,
andπ be the first listed class, in HowNet, of a signal
word that has the syntactic relationshipµ with w.
We define the strength of the association ofw andπ
as follows:

Aµ(w, π) =
Prµ(w, π)
Prµ(w)

, (1)

wherePrµ(w) is the probability ofw participating in
theµ relationship, andPrµ(w, π) is the probability
that bothw andπ participate in theµ relationship.

4.2 Word Sense Disambiguation

We employ the generalized selectional preferences
to determine the sense of a polysemous word in a
sentence. Consider the task of determining the sense

3



of “spend” in the candidate target sentence “They
say film makers don’t spend enough time developing
a good story.” The word “spend” has two possible
meanings in WordNet.

1. (99) spend, pass – (pass (time) in a specific
way; “How are you spending your summer va-
cation?”)

2. (36) spend, expend, drop – (pay out; “I spend
all my money in two days.”)

Each definition of the possible senses include (1)
thehead wordsthat summarize the intended mean-
ing and (2) a sample sentence for sense. When we
work on the disambiguation of a word, we do not
consider the word itself as a head word in the follow-
ing discussion. Hence, “spend” has one head word,
i.e., “pass”, in the first sense and two head words,
i.e., “extend” and “drop”, in the second sense.

An intuitive method for determining the mean-
ing of “spend” in the target sentence is to replace
“spend” with its head words in the target sentence.
The head words of the correct sense should go with
the target sentence better than head words of other
senses. This intuition leads to the a part of the scores
for senses, i.e.,St that we present shortly.

In addition, we can compare the similarity of the
contexts of “spend” in the target sentence and sam-
ple sentences, wherecontextrefers to the classes of
the signals of the word being disambiguated. For the
current example, we can check whether the subject
and object of “spend” in the target sentence have the
same classes as the subjects and objects of “spend”
in the sample sentences. The sense whose sample
sentence offers a more similar context for “spend” in
the target sentence receives a higher score. This in-
tuition leads to the other part of the scores for senses,
i.e.,Ss that we present below.

Assume that the keyw hasn senses. LetΘ =
{θ1, θ2, · · · , θn} be the set of senses ofw. Assume
that senseθj of wordw hasmj head words in Word-
Net. (Note that we do not considerw as its own head
word.) We use the setΛj = {λj,1, λj,2, · · · , λj,mj}
to denote the set of head words that WordNet pro-
vides for senseθj of wordw.

When we use the partial parser to parse the tar-
get sentenceT for a key, we obtain information
about the signal words of the key. Moreover, for

each of these signals, we look up their classes in
HowNet, and adopt the first listed class for each of
the signals when the signal covers multiple classes.
Assume that there areµ(T ) signals for the key
w in a sentenceT . We use the setΨ(T,w) =
{ψ1,T , ψ2,T , · · · , ψµ(T ),T } to denote the set of sig-
nals forw in T . Correspondingly, we useυj,T to de-
note the syntactic relationship betweenw andψj,T

in T , useΥ(T, w) = {υ1,T , υ2,T , · · · , υµ(T ),T } for
the set of relationships between signals inΨ(T,w)
and w, use πj,T for the class ofψj,T , and use
Π(T, w) = {π1,T , π2,T , · · · , πµ(T ),T } for the set of
classes of the signals inΨ(T,w).

Equation (2) measures the average strength of as-
sociation of the head words of a sense with signals
of the key inT , so we use (2) as a part of the score
for w to take the senseθj in the target sentenceT .
Note that both the strength of association andSt fall
in the range of [0,1].

St(θj |w, T )

=
1

mj

mj∑

k=1

1
µ(T )

µ(T )∑

l=1

Aµl,T
(λj,k, πl,T ) (2)

In (2), we have assumed that the signal words
are not polysemous. If they are polysemous, we as-
sume that each of the candidate sense of the signal
words are equally possible, and employ a slightly
more complicated formula for (2). This assumption
may introduce errors into our decisions, but relieves
us from the needs to disambiguate the signal words
in the first place (Liu et al., 2005).

Since WordNet provides sample sentences for im-
portant words, we also use the degrees of similarity
between the sample sentences and the target sen-
tence to disambiguate the word senses of the key
word in the target sentence. LetT andS be the tar-
get sentence ofw and a sample sentence of senseθj

of w, respectively. We compute this part of score,
Ss, for θj using the following three-step procedure.
If there are multiple sample sentences for a given
sense, sayθj of w, we will compute the score in (3)
for each sample sentence ofθj , and use the average
score as the final score forθj .

Procedure for computingSs(θj |w, T )

1. Compute signals of the key and their relation-
ships with the key in the target and sample sen-
tences.

4



Ψ(T,w) = {ψ1,T , ψ2,T , · · · , ψµ(T ),T },
Υ(T,w) = {υ1,T , υ2,T , · · · , υµ(T ),T },
Ψ(S,w) = {ψ1,S , ψ2,S , · · · , ψµ(S),S}, and

Υ(S,w) = {υ1,S , υ2,S , · · · , υµ(S),S}

2. We look for ψj,T and ψk,S such thatυj,T =
υk,S , and then check whetherπj,T = πk,S .
Namely, for each signal of the key inT , we
check the signals of the key inS for matching
syntactic relationships and word classes, and
record the counts of matched relationship in
M(θj , T ) (Liu et al., 2005).

3. The following score measures the proportion of
matched relationships among all relationships
between the key and its signals in the target sen-
tence.

Ss(θj |w, T ) =
M(θj , T )

µ(T )
(3)

The score forw to take senseθj in a target sen-
tenceT is the sum ofSt(θj |w, T ) defined in (2)
andSs(θj |w, T ) defined in (3), so the sense ofw
in T will be set to the sense defined in (4) when
the score exceeds a selected threshold. When the
sum ofSt(θj |w, T ) andSs(θj |w, T ) is smaller than
the threshold, we avoid making arbitrary decisions
about the word senses. We discuss and illustrate ef-
fects of choosing different thresholds in Section 6.

arg max
θj∈Θ

St(θj |w, T ) + Ss(θj |w, T ) (4)

5 Distractor Generation

Distractors in multiple-choice items influence the
possibility of making lucky guesses to the answers.
Should we use extremely impossible distractors in
the items, examinees may be able to identify the
correct answers without really knowing the keys.
Hence, we need to choose distractors that appear to
fit the gap, and must avoid having multiple answers
to items in a typical cloze test at the same time.

There are some conceivable principles and al-
ternatives that are easy to implement and follow.
Antonyms of the key are choices that average exam-
inees will identify and ignore. The part-of-speech
tags of the distractors should be the same as the
key in the target sentence. We may also take cul-
tural background into consideration. Students in

Taiwan tend to associate English vocabularies with
their Chinese translations. Although this learning
strategy works most of the time, students may find
it difficult to differentiate English words that have
very similar Chinese translations. Hence, a culture-
dependent strategy is to use English words that have
similar Chinese translations with the key as the dis-
tractors.

To generate distractors systematically, we employ
ranks of word frequencies for selecting distractors
(Poel and Weatherly, 1997). Assume that we are
generating an item for a key whose part-of-speech
is ρ, that there aren word types whose part-of-
speech may beρ in the dictionary, and that the rank
of frequency of the key among thesen types ism.
We randomly select words that rank in the range
[m−n/10,m+n/10] among thesen types as candi-
date distractors. These distractors are then screened
by their fitness into the target sentence, wherefitness
is defined based on the concept of collocations of
word classes, defined in HowNet, of the distractors
and other words in the stem of the target sentence.

Recall that we have marked words in the corpus
with their signals in Section 3. The words that have
more signals in a sentence usually contribute more to
the meaning of the sentence, so should play a more
important role in the selection of distractors. Since
we do not really look into the semantics of the tar-
get sentences, a relatively safer method for selecting
distractors is to choose those words that seldom col-
locate with important words in the target sentence.

Let T = {t1, t2, · · · , tn} denote the set of words
in the target sentence. We select a setT ′ ⊂ T such
that eacht′i ∈ T ′ has two or more signals inT and is
a verb, noun, adjective, or adverb. Letκ be the first
listed class, in HowNet, of the candidate distractor,
andℵ = {τi|τi is the first listed class of at′i ∈ T ′}.
The fitness of a candidate distractor is defined in (5).

−1
|ℵ|

∑

τi∈ℵ
log

Pr(κ, τi)
Pr(κ) Pr(τi)

(5)

The candidate whose score is better than 0.3 will
be admitted as a distractor.Pr(κ) and Pr(τi) are
the probabilities that each word class appears indi-
vidually in the corpus, andPr(κ, τi) is the proba-
bility that the two classes appear in the same sen-
tence. Operational definitions of these probabilities
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Table 1: Accuracy of WSD
POS baseline threshold=0.4 threshold=0.7

verb 38.0%(19/50) 57.1%(16/28) 68.4%(13/19)

noun 34.0%(17/50) 63.3%(19/30) 71.4%(15/21)

adj. 26.7%(8/30) 55.6%(10/18) 60.0%(6/10)

adv. 36.7%(11/30) 52.4%(11/21) 58.3%(7/12)

are provided in (Liu et al., 2005). The term in the
summation is a pointwise mutual information, and
measures how often the classesκ and τi collocate
in the corpus. We negate the averaged sum so that
classes that seldom collocate receive higher scores.
We set the threshold to 0.3, based on statistics of (5)
that are observed from the cloze items used in the
1992-2003 CEET.

6 Evaluations and Applications

6.1 Word Sense Disambiguation

Different approaches to WSD were evaluated in dif-
ferent setups, and a very wide range of accuracies in
[40%, 90%] were reported (Resnik, 1997; Wilks and
Stevenson, 1997). Objective comparisons need to be
carried out on a common test environment like SEN-
SEVAL, so we choose to present only our results.

We arbitrarily chose, respectively, 50, 50, 30,
and 30 sentences that contained polysemous verbs,
nouns, adjectives, and adverbs for disambiguation.
Table 1 shows the percentage of correctly disam-
biguated words in these 160 samples.

The baselinecolumn shows the resulting accu-
racy when we directly use the most frequent sense,
recorded in WordNet, for the polysemous words.
The rightmost two columns show the resulting accu-
racy when we used different thresholds for applying
(4). As we noted in Section 4.2, our system selected
fewer sentences when we increased the threshold, so
the selected threshold affected the performance. A
larger threshold led to higher accuracy, but increased
the rejection rate at the same time. Since the cor-
pus can be extended to include more and more sen-
tences, we afford to care about the accuracy more
than the rejection rate of the sentence retriever.

We note that not every sense of all words have
sample sentences in the WordNet. When a sense
does not have any sample sentence, this sense will
receive no credit, i.e., 0, forSs. Consequently,
our current reliance on sample sentences in Word-

Table 2: Correctness of the generated sentences

POS of the key # of items % of correct sentences

verb 77 66.2%

noun 62 69.4%

adjective 35 60.0%

adverb 26 61.5%

overall 65.5%

Table 3: Uniqueness of answers

item category key’s POS number of items results

verb 64 90.6%

noun 57 94.7%

cloze adjective 46 93.5%

adverb 33 84.8%

overall 91.5%

Net makes us discriminate against senses that do not
have sample sentences. This is an obvious draw-
back in our current design, but the problem is not
really detrimental and unsolvable. There are usually
sample sentences for important and commonly-used
senses of polysemous words, so the discrimination
problem does not happen frequently. When we do
want to avoid this problem once and for all, we can
customize WordNet by adding sample sentences to
all senses of important words.

6.2 Cloze Item Generation

We asked the item generator to create 200 items in
the evaluation. To mimic the distribution over keys
of the cloze items that were used in CEET, we used
77, 62, 35, and 26 items for verbs, nouns, adjectives,
and adverbs, respectively, in the evaluation.

In the evaluation, we requested one item at a time,
and examined whether the sense and part-of-speech
of the key in the generated item really met the re-
quests. The threshold for using (4) to disambiguate
word sense was set to 0.7. Results of this experi-
ment, shown in Table 2, do not differ significantly
from those reported in Table 1. For all four major
classes of cloze items, our system was able to re-
turn a correct sentence for less than every 2 items
it generated. In addition, we checked the quality of
the distractors, and marked those items that permit-
ted unique answers as good items. Table 3 shows
that our system was able to create items with unique
answers for another 200 items most of the time.
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Figure 5: A phonetic concordancer

6.3 More Applications

We have used the generated items in real tests in a
freshman-level English class at National Chengchi
University, and have integrated the reported item
generator in a Web-based system for learning En-
glish. In this system, we have two major subsys-
tems: the authoring and the assessment subsystems.
Using the authoring subsystem, test administrators
may select items from the interface shown in Fig-
ure 4, save the selected items to an item bank, edit
the items, including their stems if necessary, and fi-
nalize the selection of the items for a particular ex-
amination. Using the assessment subsystem, stu-
dents answer the test items via the Internet, and
can receive grades immediately if the administra-
tors choose to do so. The answers of students are
recorded for student modelling and analysis of the
item facility and the item discrimination.

7 Generating Listening Cloze Items

We apply the same infrastructure for generating
reading cloze items, shown in Figure 2, for the gen-
eration of listening cloze items (Huang et al., 2005).
Due to the educational styles in Taiwan, students
generally find it more difficult to comprehend mes-
sages by listening than by reading. Hence, we can
regard listening cloze tests as an advanced format of
reading cloze tests. Having constructed a database
of sentences, we can extract sentences that contain
the key for which the test administrator would like
to have a listening cloze, and employ voice synthe-
sizers to create the necessary recordings.

Figure 5 shows an interface through which ad-
ministrators choose and edit sentences for listening
cloze items. Notice that we employ the concept that
is related to ordinary concordance in arranging the
extracted sentences. By defining a metric for mea-
suring similarity between sounds, we can put sen-
tences that have similar phonetic contexts around the
key near each other. We hope this would better help
teachers in selecting sentences by this rudimentary

 


Figure 6: The most simple form of listening cloze

clustering of sentences.
Figure 6 shows the most simple format of listen-

ing cloze items. In this format, students click on the
options, listen to the recorded sounds, and choose
the option that fit the gap. The item shown in this
figure is very similar to that shown in Figure 1, ex-
cept that students read and hear the options. From
this most primitive format, we can image and imple-
ment other more challenging formats. For instance,
we can replace the stem, currently in printed form in
Figure 6, into clickable links, demanding students
to hear the stem rather than reading the stem. A
middle ground between this more challenging for-
mat and the original format in the figure is to allow
the gap to cover more words in the original sentence.
This would require the students to listen to a longer
stream of sound, so can be a task more challenging
than the original test. In addition to controlling the
lengths of the answer voices, we can try to modulate
the speed that the voices are replayed. Moreover,
for multiple-word listening cloze, we may try to find
word sequences that sound similar to the answer se-
quence to control the difficulty of the test item.

Defining a metric for measuring similarity be-
tween two recordings is the key to support the afore-
mentioned functions. In (Huang et al., 2005), we
consider such features of phonemes as place and
manner of pronunciation in calculating the similarity
between sounds. Using this metric we choose as dis-
tractors those sounds of words that have similar pro-
nunciation with the key of the listening cloze. We
have to define the distance between each phoneme
so that we could employ the minimal-edit-distance
algorithm for computing the distance between the
sounds of different words.
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8 Concluding Remarks
We believe that NLP techniques can play an impor-
tant role in computer assisted language learning, and
this belief is supported by papers in this workshop
and the literature. What we have just explored is
limited to the composition of cloze items for English
vocabulary. With the assistance of WSD techniques,
our system was able to identify sentences that were
qualified as candidate cloze items 65% of the time.
Considering both word frequencies and collocation,
our system recommended distractors for cloze items,
resulting in items that had unique answers 90% of
the time. In addition to assisting the composition
of cloze items in the printed format, our system is
also capable of helping the composition of listening
cloze items. The current system considers features
of phonemes in computing distances between pro-
nunciations of different word strings.

We imagine that NLP and other software tech-
niques could empower us to create cloze items for a
wide range of applications. We could control the for-
mats, contents, and timing of the presented material
to manipulate the challenging levels of the test items.
As we have indicated in Section 7, cloze items in the
listening format are harder than comparable items in
the printed format. We can also control when and
what the students can hear to fine tune the difficul-
ties of the listening cloze items.

We must admit, however, that we do not have suf-
ficient domain knowledge in how human learn lan-
guages. Consequently, tools offered by computing
technologies that appear attractive to computer sci-
entists or computational linguists might not provide
effective assistance for language learning or diagno-
sis. Though we have begun to study item compari-
son from a mathematical viewpoint (Liu, 2005), the
current results are far from being practical. Exper-
tise in psycholinguistics may offer a better guidance
on our system design, we suppose.
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Abstract 

Our aim is to investigate computational lin-
guistics (CL) techniques in marking short free 
text responses automatically. Successful auto-
matic marking of free text answers would seem 
to presuppose an advanced level of perform-
ance in automated natural language under-
standing.  However, recent advances in CL 
techniques have opened up the possibility of 
being able to automate the marking of free text 
responses typed into a computer without hav-
ing to create systems that fully understand the 
answers. This paper describes  some of the 
techniques we have tried so far vis-à-vis this 
problem with results, discussion and descrip-
tion of the main issues encountered.1 
 
1. Introduction 
 

Our aim is to investigate computational linguistics 
techniques in marking short free text responses 
automatically. The free text responses we are deal-
ing with are answers ranging from a few words up 
to 5 lines. These answers are for factual science 
questions that typically ask candidates to state, de-
scribe, suggest, explain, etc. and where there is an 
objective criterion for right and wrong. These 
questions are from an exam known as GCSE (Gen-
eral Certificate of Secondary Education): most 16 

                                                           
1 This is a 3-year project funded by the University of Cam-
bridge Local Examinations Syndicate. 
 
 

year old students take up to 10 of these in different 
subjects in the UK school system. 
 
 
   2. The Data 
 
Consider the following GCSE biology question: 
 
Statement of the 
question 
The blood vessels 
help to maintain 
normal body tem-
perature. Explain 
how the blood ves-
sels reduce heat 
loss if the body 
temperature falls 
below normal. 

Marking Scheme (full mark 3)2  
any three: 
vasoconstriction; explanation (of 
vasoconstriction); less blood 
flows to / through the skin / close 
to the surface; less heat loss to 
air/surrounding/from the blood / 
less radiation / conduction / con-
vection; 

 
Here is a sample of real answers: 
 

1. all the blood move faster and dose not go near the 
top of your skin they stay close to the moses 

2. The blood vessels stops a large ammount of blood 
going to the blood capillary and sweat gland.  
This prents the presonne from sweating and loos-
ing heat.  

3. When the body falls below normal the blood ves-
sels 'vasoconstrict' where the blood supply to the 
skin is cut off, increasing the metabolism of the 

                                                           
2 X;Y/D/K;V is equivalent to saying that each of X, [L]={ Y, 
D,K} , and V deserves 1 mark. The student has to write only 2 
of these to get the full mark. [L] denotes an equivalence class 
i.e. Y, D, K are equivalent. If the student writes Y and D s/he 
will get only 1 mark.    
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body.  This prevents heat loss through the skin, 
and causes the body to shake to increase metabo-
lism. 

 
It will be obvious that many answers are ungram-
matical with many spelling mistakes, even if they 
contain more or less the right content. Thus using 
standard syntactic and semantic analysis methods 
will be difficult. Furthermore, even if we had fully 
accurate syntactic and semantic processing, many 
cases require a degree of inference that is beyond 
the state of the art, in at least the following re-
spects: 

• The need for reasoning and making infer-
ences:  a student may answer with we do not 
have to wait until Spring,which only implies 
the marking key it can be done at any time.  
Similarly, an answer such as don’ t have sperm 
or egg will get a 0 incorrectly if there is no 
mechanism to infer no fertilisation. 

• Students tend to use a negation of a negation 
(for an affirmative):  An answer like won’ t be 
done only at a specific time is the equivalent to 
will be done at any time.  An answer like it is 
not formed from more than one egg and sperm 
is the same as saying formed from one egg and 
sperm.  This category is merely an instance of 
the need for more general reasoning and infer-
ence outlined above.  We have given this case 
a separate category because here, the wording 
of the answer is not very different, while in the 
general case, the wording can be completely 
different. 

• Contradictory or inconsistent information:  
Other than logical contradiction like needs fer-
tilisation and does not need fertilisation, an an-
swer such as identical twins have the same 
chromosomes but different DNA holds incon-
sistent scientific information that needs to be 
detected. 

Since we were sceptical that existing deep process-
ing NL systems would succeed with our data,  
we chose to adopt a shallow processing approach, 
trading robustness for complete accuracy. After 
looking carefully at the data we also discovered 
other issues which will affect assessment of  the 
accuracy of any automated system, namely: 
      

• Unconventional expression for scientific 
knowledge: Examiners sometimes accept un-
conventional or informal ways of expressing 

scientific knowledge, for example, ‘sperm and 
egg get together’  for ‘ fertilisation’ .  

• Inconsistency across answers: In some cases, 
there is inconsistency in marking across an-
swers. Examiners sometimes make mistakes 
under pressure. Some biological information is 
considered relevant in some answers and ir-
relevant in others.  

 
In the following, we describe various implemented 
systems and report on their accuracy. 
We  conclude with some current work and suggest 
a road map.    
 
3. Information Extraction for Short An-
swers 

In our initial experiments, we adopted an Informa-
tion Extraction approach (see also Mitchell et al. 
2003). We used an existing Hidden Markov Model 
part-of-speech (HMM POS) tagger trained on the 
Penn Treebank corpus, and a Noun Phrase (NP) 
and Verb Group (VG) finite state machine (FSM) 
chunker.  The NP network was induced from the 
Penn Treebank, and then tuned by hand.  The Verb 
Group FSM (i.e. the Hallidayean constituent con-
sisting of the verbal cluster without its comple-
ments) was written by hand. Relevant missing 
vocabulary was added to the tagger from the 
tagged British National Corpus (after mapping 
from their tag set to ours), and from examples en-
countered in our training data. The tagger also in-
cludes some suffix-based heuristics for guessing 
tags for unknown words.    

In real information extraction, template merging 
and reference resolution are important components. 
Our answers display little redundancy, and are 
typically less than 5 lines long, and so template 
merging is not necessary. Anaphors do not occur 
very frequently, and when they do, they often refer 
back to entities introduced in the text of  the ques-
tion (to which the system does not have access). So 
at the cost of missing some correct answers, the 
information extraction components really consists 
of little more than a set of patterns applied to the 
tagged and chunked text. 

We wrote our initial patterns by hand, although we 
are currently working on the development of a tool 
to take most of the tedious effort out of this task. 
We base the patterns on recurring head words or 
phrases, with syntactic annotation where neces-
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sary,  in the training data. Consider the following 
example training answers:  

the egg after fertilisation 
splits in two 

the fertilised egg has di-
vided into two 

The egg was fertilised it 
split in two 

One fertilised egg splits 
into two 

one egg fertilised which 
split into two 

1 sperm has fertilized an 
egg.. that split into two 

These are all paraphrases of It is the same fertilised 
egg/embryo, and variants of what is written above 
could be captured by a pattern like: 

singular_det + <fertilised egg> +{ <split>; <divide>; 
<break>}  + { in, into}  + <two_halves>, where 
<fertilised egg>  = NP with the content of ‘ fertilised 
egg’  
singular_det       = { the, one, 1, a, an}  
<split>               = { split, splits, splitting, has split, etc.}  
<divide>            = { divides, which divide, has gone, 
being broken...}  
<two_halves>    = { two, 2, half, halves}  
etc. 
The pattern basically is all the paraphrases col-
lapsed into one. It is essential that the patterns use 
the linguistic knowledge we have at the moment, 
namely, the part-of-speech tags, the noun phrases 
and verb groups. In our previous example, the re-
quirement that <fertilised egg>  is an NP will ex-
clude something like ‘one sperm has fertilized an 
egg’  while accept something like ‘an egg which is 
fertilized ...’ . 
 

System Architecture: 
 “When the caterpillars are feeding on the tomato plants, a chemical is 
released from the plants” . 
 

 
 
 
 
 
When/WRB [the/DT caterpillars/NNS]/NP[are/VBP feed-
ing/VBG]/VG on/IN [the/DT tomato/JJ plants/NNS] /NP,/,  [a/DT 
chemical/NN]/NP  
[is/VBZ released/VBN]/VG from/IN [the/DT plants/NNS]/NP./. 

 
  
 
 
 
 
 
 
 

 

 
 
Table 1 gives results for the current version of the 
system. For each of 9 questions, the patterns were 
developed using a training set of about 200 
marked answers, and tested on 60 which were 
not released to us until the patterns had been writ-
ten. Note that the full mark for each question 
ranges between 1-4. 
 

Question Full Mark %  Examiner 
Agreement 

%  Mark Scheme 
 Agreement  

1 2 89.4   93.8  
2 2 91.8 96.5 
3 2 84 94.2 
4 1 91.3 94.2 
5 2 76.4 93.4 
6 3 75 87.8 
7 1 95.6 97.5 
8 4 75.3 86.1 
9 2 86.6 92 
Average ---- 84 93 

 
Table 1. Results for the manually-written IE approach. 
 

Column 3 records the percentage agreement be-
tween our system and the marks assigned by a hu-
man examiner. As noted earlier, we detected a 
certain amount of inconsistency with the marking 
scheme in the grades actually awarded. Column 4 
reflects the degree of agreement between the 
grades awarded by our system and those which 
would have been awarded by following the mark-
ing scheme consistently. Notice that agreement is 
correlated with the mark scale: the system appears 
less accurate on multi-part questions. We adopted 
an extremely strict measure, requiring an exact 
match. Moving to a pass-fail criterion produces 
much higher agreement for questions 6 and 8. 

 
4. Machine Learning 
 
Of course, writing patterns by hand  requires ex-
pertise both in the domain of the examination, and 
in computational linguistics. This requirement 
makes the commercial deployment of a system like 
this problematic, unless specialist staff are taken 
on. We have therefore been experimenting with 
ways in which a short answer marking system 
might be developed rapidly using machine learning 
methods on a training set of marked answers. 
 
Previously (Sukkarieh et al. 2003) we reported the 
results we obtained using  a simple  Nearest 

HMM Pos Tagger 
NP & VG Chunker Specialized  

lexicon 

  Pattern Matcher 

 

     Score and Justification 

Marker  

 

General  
lexicon 

Patterns 

Grammar 
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Neighbour Classification techniques. In the follow-
ing, we report our results using three different ma-
chine learning methods: Inductive Logic 
progamming (ILP), decision tree learning(DTL) 
and Naive Bayesian learning (Nbayes). ILP 
(Progol, Muggleton 1995)  was chosen as a repre-
sentative symbolic learning method. DTL and 
NBayes were chosen following the Weka (Witten 
and Frank, 2000) injunction to `try the simple 
things first’ . With ILP, only 4 out of the 9 ques-
tions shown in the previous section were tested, 
due to resource limitations. With DTL and Nbayes, 
we conducted two experiments on all 9 questions. 
The first experiments show the results with non-
annotated data; we then repeat the experiments 
with annotated data. Annotation in this context is a 
lightweight activity, simply consisting of a domain 
expert highlighting the part of the answer that de-
serves a mark. Our idea was to make this as simple 
a process as possible, requiring minimal software, 
and being exactly analogous to what some markers 
do with pencil and paper. As it transpired, this was 
not always straightforward, and does not mean that 
the training data is noiseless since sometimes an-
notating the data accurately requires non-adjacent 
components to be linked: we could not take ac-
count of this. 
 
4.1 Inductive Logic Programming 
 
For our problem, for every question, the set of 
training data consists of students’  answers, to that 
question, in a Prologised version of their textual 
form, with no syntactic analysis at all initially. We 
supplied some `background knowledge’  predicates 
based on the work of  (Junker et al. 1999). Instead 
of using their 3 Prolog basic predicates, however, 
we only defined 2, namely, word-
pos(Text,Word,Pos) which represents words and 
their position in the text and window(Pos2-
Pos1,Word1,Word2) which represents two words 
occurring within a Pos2-Pos1 window distance. 
 
After some initial experiments, we believed that a 
stemmed and tagged training data should give bet-
ter results and that window should be made inde-
pendent to occur in the logic rules learned by 
Progol. We used our POS tagger mentioned above 
and the Porter stemmer (Porter 1980). We set the 
Progol noise parameter to 10%, i.e. the rules do not 
have to fit the training data perfectly. They can be 

more general. The percentages of agreement are 
shown in table 23. The results reported are on a 5-
fold cross validation testing and the agreement is 
on whether an answer is marked 0 or a mark >0, 
i.e. pass-fail, against the human examiner scores. 
The baseline is the number of answers with the 
most common mark multiplied by 100 over the 
total number of answers. 
 

Question Baseline % of agreement 
6 51,53 74,87 
7 73,63 90,50 
8 57,73 74,30 
9 70,97 65,77 
Average 71,15 77,73 

                         
             Table 2. Results using ILP. 

 
The results of the experiment are not very promis-
ing. It seems very hard to learn the rules with ILP.  
Most rules state that an answer is correct if it con-
tains a certain word, or two certain words within a 
predefined distance. A question such as 7, though, 
scores reasonably well. This is because Progol 
learns a rule such as mark(Answer) only if word-
pos(Answer,’shiver’ , Pos) which is, according to 
its marking scheme, all it takes to get its full mark, 
1. ILP has in effect found the single keyword that 
the examiners were looking for.  
Recall that we only have ~200 answers for train-
ing. By training on a larger set, the learning algo-
rithm may be able to find more structure in the 
answers and may come up with better results. 
However, the rules learned may still be basic since, 
with the background knowledge we have supplied 
the ILP learner always tries to find simple and 
small predicates over (stems of) keywords. 

4.2 Decision Tree Learning and Bayesian 
Learning 

In our marking problem, seen as a machine learn-
ing problem, the outcome or target attribute is 
well-defined. It is the mark for each question and 
its values are { 0,1, …, full_mark} . The input at-
tributes could vary from considering each word to 
be an attribute or considering deeper linguistic fea-
tures like a head of a noun phrase or a verb group 
to be an attribute, etc. In the following experi-
ments, each word in the answer was considered to 
be an attribute. Furthermore, Rennie et al. (2003) 
                                                           
3 Our thanks to our internship student, Leonie IJzereef for the 
results in table 2. 
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propose simple heuristic solutions to some prob-
lems with naïve classifiers. In Weka, Complement 
of Naïve Bayes (CNBayes) is a refinement to the 
selection process that Naïve Bayes makes when 
faced with instances where one outcome value has 
more training data than another. This is true in our 
case. Hence, we ran our experiments using this 
algorithm also to see if there were any differences. 
The results reported are on a 10-fold cross valida-
tion testing. 
 
4.2.1 Results on Non-Annotated data 
We first considered the non-annotated data, that is, 
the answers given by students in their raw form. 
The first experiment considered the values of the 
marks to be { 0,1, …, full_mark}  for each question. 
The results of decision tree learning and Bayesian 
learning are reported in the columns titled DTL1 
and NBayes/CNBayes1. The second experiment 
considered the values of the marks to be either 0 or 
>0, i.e. we considered two values only, pass and 
fail. The results are reported in columns DTL2 and 
NBayes2/CNBayes2. The baseline is calculated the 
same way as in the ILP case. Obviously, the result 
of the baseline differs in each experiment only 
when the sum of the answers with marks greater 
than 0 exceeds that of those with mark 0. This af-
fected questions 8 and 9 in Table 3 below. Hence, 
we took the average of both results. It was no sur-
prise that the results of the second experiment were 
better than the first on questions with the full mark  
>1, since the number of target features is smaller. 
In both experiments, the complement of Naïve 
Bayes did slightly better or equally well on ques-
tions with a full mark of 1, like questions 4 and 7 
in the table, while it resulted in a worse perform-
ance on questions with full marks >1. 

 
Ques. Base-

line 
DTL1 N/CNBayes1 N/CNBayes2 DTL2 

1 69 73.52 73.52 / 66.47 81.17 / 73.52 76.47 
2 54 62.01 65.92  /61.45 73.18/  68.15 62.56 
3 46 68.68 72.52 / 61.53 93.95 / 92.85 93.4 
4 58 69.71 75.42 /  76 75.42 / 76 69.71 
5 54 60.81 66.66 / 53.21 73.09 / 73.09 67.25 
6 51 47.95 59.18 / 52.04 81.63  /77.55 67.34 
7 73 88.05 88.05 / 88.05 88.05 / 88.05 88.05 
8 42   41.75 43.29 / 37.62 70.10/ 69.07 72.68 
9 60  61.82 67.20 / 62.36 79.03 / 76.88 76.34 
Ave. 60.05 63.81 67.97/62.1 79.51/77.3 74.86 

 
Table 3.  Results for Bayesian learning and decision tree learning  
on non-annotated data. 

Since we were using the words as attributes, we 
expected that in some cases stemming the words in 
the answers would improve the results. Hence, we 
experimented with the answers of 6, 7, 8 and 9 
from the list above but there was only a tiny im-
provement (in question 8). Stemming does not 
necessarily make a difference if the attrib-
utes/words that make a difference appear in a root 
form already. The lack of any difference or worse 
performance may also be due to the error rate in 
the stemmer.   

4.2.2 Results on Annotated data 

We repeated the second experiments with the an-
notated answers. The baseline for the new data dif-
fers and the results are shown in Table 4.  

 
Question Baseline DTL NBayes/CNBayes 
1 58 74.87 86.69  /  81.28 
2 56 75.89 77.43   /  73.33 
3 86 90.68 95.69   /  96.77 
4 62 79.08 79.59   /  82.65 
5 59 81.54 86.26   /  81.97 
6 69 85.88 92.19   /  93.99 
7 79 88.51 91.06   /  89.78 
8 78 94.47 96.31   /   93.94 
9 79 85.6 87.12   /   87.87 
Average 69.56 84.05  88.03  /  86.85 

 
Table 4. Results for Bayesian learning and decision tree learning 
on annotated data. 

 
As we said earlier, annotation in this context sim-
ply  means highlighting the part of the answer that 
deserves 1 mark (if the answer has >=1 mark), so 
for e.g. if an answer was given a 2 mark then at 
least two pieces of information should be high-
lighted and answers with 0 mark stay the same. 
Obviously, the first experiments could not be con-
ducted since with the annotated answers the mark 
is either 0 or 1. Bayesian learning is doing better 
than DTL and 88% is a promising result. Further-
more, given the results of CNBayes in Table 3, we 
expected that CNBayes would do better on ques-
tions 4 and 7. However, it actually did better on 
questions 3, 4, 6 and 9. Unfortunately, we cannot 
see a pattern or a reason for this. 

5. Comparison of Results 

IE did best on all the questions before annotating 
the data as it can be seen in Fig. 1. Though, the 
training data for the machine learning algorithms is 
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tiny relative to what usually such algorithms con-
sider, after annotating the data, the performance of 
NBayes on questions 3, 6 and 8 were better than 
IE. This is seen in Fig. 2. However, as we said ear-
lier in section 2, the percentages shown for IE 
method are on the whole mark while the results of 
DTL and Nbayes, after annotation,  are  calculated 
on pass-fail. 
 

F ig. 1. IE vs D T L & N bayes pre-anno tat io n
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In addition, in the pre-annotation experiments re-
ported in Fig. 1, the NBayes algorithm did better 
than that of DTL.  Post-annotation, results in Fig. 2 
show, again, that NBayes is doing better than the 
DTL algorithm. It is worth noting that, in the anno-
tated data, the number of answers whose marks are 
0 is less than in the answers whose mark is 1, ex-
cept for questions 1 and 2. This may have an effect 
on the results. 
 

Fig.2. IE vs DTL & NBayes post-annotation
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Moreover, after getting the worse performance in 
NBayes2 before annotation, question 8 jumps to 
best performance. The rest of the questions main-
tained the same position more or less, with ques-
tion 3 always coming nearest to the top (see Fig. 
3). We noted that Count(Q,1)-Count(Q,0) is high-
est for questions 8 and 3, where Count(Q,N) is, for 

question Q, the number of answers whose mark is 
N. Also, the improvement of performance for 
question 8 in relation to Count(8,1) was not sur-
prising, since question 8 has a full-mark of 4 and 
the annotation’s role was an attempt at a one-to-
one correspondence between an answer and 1 
mark.  
 
 

Fig. 3. NBayes before and after annotation
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On the other hand, question 1 that was in seventh 
place in DTL2 before annotation, jumps down to 
the worst place after annotation. In both cases, 
namely, NBayes2 and DTL2 after annotation, it 
seems reasonable to hypothesize that P(Q1) is bet-
ter than P(Q2) if Count(Q1,1)-Count(Q1,0) >> 
Count(Q2,1)-Count(Q2,0), where P(Q) is the per-
centage of agreement for question Q. 
 
As they stand, the results of agreement with given 
marks are encouraging. However, the models that 
the algorithms are learning are very naïve in the 
sense that they depend on words only. Unlike the 
IE approach, it would not be possible to provide a  
reasoned justification for a student as to why they 
have got the mark they have. One of the advan-
tages to the pattern-matching approach is that it is 
very easy, knowing which patterns have matched, 
to provide some simple automatic feed-back to the 
student as to which components of the answer were 
responsible for the mark awarded. 
 
We began experimenting with machine learning 
methods in order to try to overcome the IE cus-
tomisation bottleneck. However, our experience so 
far has been that in short answer marking (as op-
posed to essay marking) these methods are, while 
promising, not accurate enough at present to be a 
real alternative to the hand-crafted, pattern-
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matching approach. We should instead think of 
them either as aids to the pattern writing process – 
for example, frequently the decision trees that are 
learned are quite intuitive, and suggestive of useful 
patterns – or perhaps as complementary supporting 
assessment techniques to give extra confirmation. 
 
6. Other work  
 
Several other groups are working on this problem, 
and we have learned from all of them. Systems 
which share properties with ours are C-Rater, de-
veloped by Leacock et al. (2003) at the Educa-
tional Testing Service(ETS),  the IE-based system 
of Mitchell et al. (2003) at Intelligent Assessment 
Technologies, and Rosé et al. (2003) at Carnegie 
Mellon University. The four systems are being de-
veloped independently, yet it seems they share 
similar characteristics. Commercial and resource 
pressures currently make it impossible to try these 
different systems on the same data, and so per-
formance comparisons are meaningless: this is a 
real hindrance to progress in this area. The field of 
automatic marking really needs a MUC-style com-
petition to be able to develop and assess these tech-
niques and systems in a controlled and objective  
way.   
 
7. Current and Future Work 
 
The manually-engineered IE approach requires 
skill, much labour, and familiarity with both do-
main and tools. To save time and labour, various 
researchers have investigated machine-learning 
approaches to learn IE patterns (Collins et al. 1999, 
Riloff 1993). We are currently investigating ma-
chine learning algorithms to learn the patterns used 
in IE (an initial skeleton-like algorithm can be 
found in Sukkarieh et al. 2004).  
 
We are also in the process of evaluating our system 
along two dimensions: firstly, how long it takes, 
and how difficult it is, to customise to new ques-
tions; and secondly, how easy it is for students to 
use this kind of system for formative assessment. 
In the first trial, a domain expert (someone other 
than us) is annotating some new training data for 
us. Then we will measure how long it takes us (as 
computational linguists familiar with the system) 
to write IE patterns for this data, compared to the 

time taken by a computer scientist who is familiar 
with the domain and with general concepts of pat-
tern matching but with no computational linguis-
tics expertise. We will also assess the performance 
accuracy of the resulting patterns. 
 
For the second evaluation, we have collaborated 
with UCLES to build a web-based demo which 
will be trialled during May and June 2005 in a 
group of schools in the Cambridge (UK) area. Stu-
dents will be given access to the system as a 
method of self-assessment. Inputs and other as-
pects of the transactions will be logged and used to 
improve the IE pattern accuracy. Students’  reac-
tions to the usefulness of the tool will also be re-
corded. Ideally, we would go on to compare the 
future examination performance of students with 
and without access to the demo, but that is some 
way off at present. 
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Abstract

An automatic generation of multiple-
choice questions is one of the promising
examples of educational applications of
NLP techniques. A machine learning ap-
proach seems to be useful for this pur-
pose because some of the processes can
be done by classification. Using basic ma-
chine learning algorithms as Naive Bayes
and K-Nearest Neighbors, we have devel-
oped a real-time system which generates
questions on English grammar and vocab-
ulary from on-line news articles. This pa-
per describes the current version of our
system and discusses some of the issues
on constructing this kind of system.

1 Introduction

Multiple-choice question exams are widely used and
are effective to assess students’ knowledge, how-
ever it is costly to manually produce those questions.
Naturally, this kind of task should be done with a
help of computer.

Nevertheless, there have been very few attempts
to generate multiple-choice questions automatically.
Mitkov et al.(2003) generated questions for a lin-
guistics exam in a semi-automatic way and evalu-
ated that it exceeds manually made ones in cost and
is at least equivalent in quality. There are some
other researches that involve generating questions
with multiple alternatives (Dicheva and Dimitrova,
1998). But to the best of our knowledge, no attempt

has been made to generate this kind of questions in
a totally automatic way.

This paper presents a novel approach to generate
multiple-choice questions using machine learning
techniques. The questions generated are those of fill-
in-the-blank type, so it does not involve transform-
ing declarative sentences into question sentences as
in Mitkov’s work. This simplicity makes the method
to be language independent.

Although this application can be very versatile, in
that it can be used to test any kind of knowledge as in
history exams, as a purpose of this research we limit
ourselves to testing student’s proficiency in a foreign
language. One of the purposes of this research is to
automatically extract important words or phrases in
a text for a learner of the language.

2 System Design

The system we have implemented works in a sim-
ple pipelined manner; it takes an HTML file and
turns it into the one of quiz session. The process
of converting the input to multiple-choice questions
includes extracting features, deciding the blank po-
sitions, and choosing the wrong alternatives (which
are called distractors), which are all done in a mo-
ment when the user feeds the input. When the user
submits their answer, it shows the text with the cor-
rect answers as well as an overall feed back.

3 Methodology

The process of deciding blank positions in a given
text follows a standard machine learning framework,
which is first training a classifier on a training data
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Table 1: the full list of test instances classified as true in test-on-train
certainty a test instance (sentence with a blank) the answer
0.808 Joseph is preparing for tomorrow’s big [ ] to the president. presentation
0.751 Ms. Singh listened [ ] to the president’s announcement. carefully
0.744 The PR person is the one in charge of [ ] meetings and finding accommoda-

tions for our associates.
scheduling

0.73 Ms. Havlat received a memo from the CEO [ ] the employees’ conduct. regarding
0.718 The amount of money in the budget decreased [ ] over the past year. significantly
0.692 Mr. Gomez is [ ] quickly; however it will be a log time before he gets used to

the job.
learning

0.689 The boss can never get around to [ ] off his desk. cleaning
0.629 The interest rate has been increasingly [ ] higher. getting
0.628 Employees are [ ] to comply with the rules in the handbook. asked
0.62 The lawyer [ ] his case before the court. presented
0.59 The secretary was [ ] to correspond with the client immediately. supposed
0.576 The maintenance worker checked the machine before [ ] it on. turning
0.523 The [ ] manager’s office is across the corridor. assistant

(i.e. TOEIC questions), then applying it on an un-
seen test data, (i.e. the input text). In the current sys-
tem, the mechanism of choosing distractors is imple-
mented with the simplest algorithm, and its investi-
gation is left to future work.

3.1 Preparing the Training Data

The training data is a collection of fill-in-the-blank
questions from a TOEIC preparation book (Matsuno
et al., 2000). As shown in the box below, a ques-
tion consists of a sentence with a missing word (or
words) and four alternatives one of among which
best fits into the blank.

Many people showed up early to [ ] for the posi-
tion that was open.
1. apply 2. appliance 3. applies 4. application

The training instances are obtained from 100
questions by shifting the blank position. The orig-
inal position is labeled as true, while sentences with
a blank in a shifted position are at first labeled as
false. The instance shown above therefore yields in-
stances [ ] people showed up early to apply for the
position that was open., Many [ ] showed up early
to apply for the position that was open., and so on,
all of which are labeled as false except the original
blank position. 1962 (100 true and 1862 false) in-
stances were obtained.

The label true here is supposed to indicate that
it is possible to make a question with the sentence
with a blank in the specified position, while many
of the shifted positions which are labeled false can
also be good blanks. A semi-supervised learning
(Chakrabarti, 2003) 1 is conducted in the following
manner to retrieve the instances that are potentially
true among the ones initially classified as false.

We retrieved the 13 instances (shown in Table 1.)
which had initially been labeled as false and classi-
fied as true in a test-on-train result with a certainty 2

of more than 0.5 with a Naive Bayes classifier 3. The
labels of those instances were changed to true before
re-training the classifier. In this way, a training set
with 113 true instances was obtained.

3.2 Deciding Blank Positions

For the current system we use news articles from
BBC.com 4, which consist approximately 200-500
words. The test text goes through tagging and fea-
ture extraction in the same manner as the training

1Semi-supervised learning is a method to identify the class
of unclassified instances in the dataset where only some of the
instances are classified.

2The result of a classification of a instance is obtained along
with a certainty value between 0.0 to 1.0 for each class, which
indicates how certain it is that an instance belongs to the class.

3Seven features which are word, POS, POS of the previous
word, POS of the next word, position in the sentence, sentence
length, word length and were used.

4http://news.bbc.co.uk/
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data, and the instances are classified into true or
false. The positions of the blanks are decided ac-
cording to the certainty of the classification so the
blanks (i.e. questions) are generated as many as the
user has specified.

3.3 Choosing Distractors

In the current version of the system, the distractors
are chosen randomly from the same article exclud-
ing punctuations and the same word as the other al-
ternatives.

4 Current system

The real-time system we are presenting is imple-
mented as a Java servlet, whose one of the main
screens is shown below. The tagger used here is the
Tree tagger (Schmid, 1994), which uses the Penn-
Treebank tagset.

Figure 1: a screen shot of the question session page
with an enlarged answer selector.

The current version of the system is avail-
able at http://www.iii.u-tokyo.ac.jp/
˜qq36126/mcwa1/. The interface of the system
consists of three sequenced web pages, namely 1)the
parameter selection page, 2)the quiz session page
and 3)the result page.

The parameter selection page shows the list of the
articles which are linked from the top page of the
BBC website, along with the option selectors for
number of blanks (5-30) and the classifier (Naive
Bayes or Nearest Neighbors).

The question session page is shown in Figure 1. It
displays the headline and the image from the chosen
article under the title and a brief instruction. The

alternatives are shown on option selectors, which are
placed in the article text.

The result page shows the text with the right an-
swers shown in green when the user’s choice is cor-
rect, red when it is wrong.

5 Evaluation

To examine the quality of the questions generated
by the current system, we have evaluated the blank
positions determined by a Naive Bayes classifier and
a KNN classifier (K=3) with a certainty of more than
50 percent in 10 articles.

Among 3138 words in total, 361 blanks were
made and they were manually evaluated according
to their possibility of being a multiple-choice ques-
tion, with an assumption of having alternatives of
the same part of speech. The blank positions were
categorized into three groups, which are E (possible
to make a question), and D (difficult, but possible to
make a question), NG (not possible or not suitable
e.g. on a punctuation). The guideline for deciding
E or D was if a question is on a grammar rule, or it
requires more semantic understanding, for instance,
a background knowledge 5.

Table 2. shows the comparison of the number of
blank positions decided by the two classifiers, each
with a breakdown for each evaluation. The num-
ber in braces shows the proportion of the blanks
with a certain evaluation over the total number of
blanks made by the classifier. The rightmost column
I shows the number of the same blank positions se-
lected by both classifiers.

The KNN classifier tends to be more accurate and
seems to be more robust, although given the fact that
it produces less blanks. The fact that an instance-
based algorithm exceeds Naive Bayes, whose deci-
sion depends on the whole data, can be ascribed to
a mixed nature of the training data. For example,
blanks for grammar questions might have different
features from ones for vocabulary questions.

The result we sampled has exhibited another
problem of Naive Bayes algorithm. In two articles
among the data, it has shown the tendency to make a
blank on be-verbs. Naive Bayes tends to choose the

5A blank on a verbs or a part of idioms (as [according] to)
was evaluated as E, most of the blanks on an adverbs, and (as
[now]) were D and a blank on a punctuation or a quotation mark
was NG.
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Table 2: The evaluation on the blank positions decided by a Naive Bayes (NB) and a KNN classifier.
NB KNN I

blanks E(%) D(%) NG(%) blanks E(%) D(%) NG(%) blanks

Article1 69 44(63.8) 21(30.4) 4(5.8) 33 20(60.6) 11(33.3) 2(6.1) 18
Article2 22 5(22.7) 3(13.6) 14(63.6) 8 5(62.5) 3(37.5) 0(0.0) 0
Article3 38 21(55.3) 15(39.5) 2(5.3) 18 12(66.7) 5(27.8) 1(5.6) 8
Article4 19 10(52.6) 9(47.4) 0(0.0) 9 7(77.8) 2(22.2) 0(0.0) 3
Article5 28 18(64.3) 10(35.7) 0(0.0) 14 10(71.4) 4(28.6) 0(0.0) 6
Article6 26 17(65.4) 8(30.8) 1(3.8) 11 6(54.5) 5(45.5) 0(0.0) 4
Article7 18 9(50.0) 5(27.8) 4(22.2) 6 3(50.0) 3(50.0) 0(0.0) 3
Article8 24 14(58.3) 9(37.5) 1(4.2) 5 3(60.0) 2(40.0) 0(0.0) 5
Article9 20 16(80.0) 4(20.0) 0(0.0) 6 2(33.3) 4(66.7) 0(0.0) 4
Article10 30 18(60.0) 12(40.0) 0(0.0) 14 11(78.6) 3(21.4) 0(0.0) 6

294 172(58.5) 96(32.7) 26(8.8) 124 79(63.7) 42(33.9) 3(2.4) 57

same word as a blank position, therefore generates
many questions on the same word in one article.

Another general problem of these methods would
be that the blank positions are decided without con-
sideration of one another; the question will be some-
times too difficult when another blank is next to or
in the vicinity of the blank.

6 Discussion and Future work

From the problems of the current system, we can
conclude that the feature set we have used is not suf-
ficient. It is necessary that we use larger number
of features, possibly including semantic ones, so a
blank position would not depend on its superficial
aspects. Also, the training data should be examined
in more detail.

As it was thought to be a criteria of evaluating
generated questions, if a question requires simply a
grammatical knowledge or a farther knowledge (i.e.
background knowledge) can be a critical property of
a generated question. We should differentiate the
features from the ones which are used to generate,
for example, history questions, which require rather
background knowledge. Selecting suitable distrac-
tors, which is left to future work, would be a more
important process in generating a question. A se-
mantic distance between an alternative and the right
answer are suggested (Mitkov and Ha, 2003), to be
a good measure to evaluate an alternative. We are
investigating on a method of measuring those dis-
tances and a mechanism to retrieve best alternatives

automatically.

7 Conclusion

We have presented a novel application of automat-
ically generating fill-in-the-blank, multiple-choice
questions using machine learning techniques, as
well as a real-time system implemented. Although
it is required to explore more feature settings for the
process of determining blank positions, and the pro-
cess of choosing distractors needs more elaboration,
the system has proved to be feasible.
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Abstract

A Landscape Model analysis, adopted
from the text processing literature, was
run on transcripts of tutoring sessions, and
a technique developed to count the occur-
rence of key physics points in the result-
ing connection matrices. This point-count
measure was found to be well correlated
with learning.

1 Introduction

Human one-to-one tutoring often yields significantly
higher learning gains than classroom instruction
(Bloom, 1984). This difference motivates natu-
ral language tutoring research, which hopes to dis-
cover which aspects of tutorial dialogs correlate with
learning. Much of this research focuses on various
dialog characteristics. For example, (Graesser et al.,
1995) argue that the important components of tutor-
ing include question answering and explanatory rea-
soning. In other work (Litman et al., 2004) examine
dialog characteristics that can be identified automat-
ically, such as ratio of student to tutor words, and
average turn length.

In this paper, rather than look at characteristics
of the tutoring dialog itself, we feed the dialog
into a computational model of student memory, in
which we then find a measure correlated with learn-
ing. This “Landscape Model” (van den Broek et al.,
1996) proves useful for predicting how much stu-
dents remember from tutoring sessions, as measured
by their learning gains.

We will first briefly describe the Landscape
Model. Then we will describe the tutoring experi-
ments from which we draw a corpus of dialogs, and
how the model was applied to this corpus. Finally,
we cover the model’s success in predicting learning.

2 The Landscape Model

The Landscape Model was designed by van den
Broek et al. (1996) to simulate human reading com-
prehension. In this model, readers process a text
sentence-by-sentence. Each sentence contains ex-
plicitly mentioned concepts which are added into
working memory. In addition, the reader may
re-instantiate concepts from earlier reading cycles
or from world knowledge in an effort to maintain
a coherent representation. Concepts are entered
into working memory with initial activation values,
which then decay over subsequent reading cycles.

After concepts are entered, the model calculates
connection strengths between them. Two concepts
that are active in working memory at the same time
will be given a link. The higher the levels of con-
cept activation, the stronger the link will be. Van den
Broek et al. (1996) give this formula for calculating
link strengths:
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This defines the strength of the connection be-

tween concepts x and y as the product of their acti-
vations (A) at each cycle i, summed over all reading
cycles.

Two matrices result from these calculations. The
first is a matrix of activation strengths, showing all
the active concepts and their values for each reading
cycle. The second is a square matrix of link val-
ues showing the strength of the connection between
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each pair of concepts. Van den Broek et al. (1996)
demonstrate a method for extracting a list of indi-
vidual concepts from these matrices in order of their
link strengths, starting with the strongest concept.
They show a correlation between this sequence and
the order in which subjects name concepts in a free-
recall task.

In van den Broek’s original implementation, this
model was run on short stories. In the current work,
the model is extended to cover a corpus of transcripts
of physics tutoring dialogs. In the next section we
describe this corpus.

3 Corpus of Tutoring Transcripts

Our corpus was taken from transcripts collected
for the ITSPOKE intelligent tutoring system project
(Litman and Silliman, 2004). This project has col-
lected tutoring dialogs with both human and com-
puter tutors. In this paper, we describe results using
the human tutor corpus.

Students being tutored are first given a pre-test to
gauge their physics knowledge. After reading in-
structional materials about physics, they are given a
qualitative physics problem and asked to write an es-
say describing its solution. The tutor (in our case, a
human tutor), examines this essay, identifies points
of the argument that are missing or wrong, and en-
gages the student in a dialog to remediate those
flaws. When the tutor is satisfied that the student
has produced the correct argument, the student is al-
lowed to read an “ideal” essay which demonstrates
the correct physics argument. After all problems
have been completed, the student is given a post-test
to measure overall learning gains. Fourteen students
did up to ten problems each. The final data set con-
tained 101,181 student and tutor turns, taken from
128 dialogs.

4 Landscape Model & Tutoring Corpus

Next we generated a list of the physics concepts nec-
essary to represent the main ideas in the target solu-
tions. Relevant concepts were chosen by examining
the “ideal” essays, representing the complete argu-
ment for each problem. One hundred and twelve
such concepts were identified among the 10 physics
problems. Simple keyword matching was used to
identify these concepts as they appeared in each line

Concept Name Keywords
above above, over

acceleration acceleration,accelerating
action action, reaction
affect experience,experienced
after after, subsequent

air friction air resistance, wind resistance
average mean

ball balls, sphere
before before, previous
beside beside, next to

Table 1: Examples of concepts and keywords

of the dialog. A small sample of these concepts and
their keywords is shown in Table 1.

Each concept found was entered into the working
memory model with an initial activation level, which
was made to decay on subsequent turns using a for-
mula modeled on van den Broek (1996). Concept
strengths are assumed to decay by 50% every turn
for three turns, after which they go to zero. A sam-
ple portion of a transcript showing concepts being
identified, entering and decaying is shown in Table
2. Connections between concepts were then calcu-
lated as described in section two. A portion of a
resulting concept link matrix is shown in Table 3.

It should be noted that the Landscape model has
some disadvantages in common with other bag-of-
words methods. For example, it loses information
about word order, and does not handle negation well.

As mentioned in section two, van den Broek et al.
created a measure that predicted the order in which
individual concepts would be recalled. For our task,
however, such a measure is less appropriate. We
are less interested, for example, in the specific or-
der in which a student remembers the concepts “car”
and “heavier,” than we are in whether the student re-
members the whole idea that a heavier car acceler-
ates less. To measure these constellations of con-
cepts, we created a new measure of idea strength.

5 Measuring Idea Strength

The connection strength matrices described above
encode data about which concepts are present in
each dialog, and how they are connected. To extract
useful information from these matrices, we used the
idea of a “point.” Working from the ideal essays,
we identified a set of key points important for the
solution of each physics problem. These key points
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Turn Text Concepts
car heavier acceleration cause

Student I don’t know how to answer this it’s got to be slower, cause,
it’s the car is heavier but

5 5 0 0

Tutor yeah, just write whatever you think is appropriate 2.5 2.5 0 0
Student ok, 1.25 1.25 0 0
Essay The rate of acceleration will decrease if the first car is towing

a second, because even though the force of the car’s engine
is the same, the weight of the car is double

5 0.625 5 5

Student ok 2.5 0 2.5 2.5
Tutor qualitatively,um, what you say is right, you have correctly

recognized that the force, uh, exerted will be the same in
both cases,uh, now, uh, how is force related to acceleration?

1.25 0 5 1.25

Table 2: Portion of a transcript, showing activation strengths per turn

car heavier acceleration cause decelerates decrease
car 0 35.9375 115.234375 102.34375 33.203125 33.2

heavier 0 0 3.125 3.125 3.125 3.13
acceleration 0 0 0 107.8125 42.1875 42.19

cause 0 0 0 0 33.203125 33.2
decelerates 0 0 0 0 0 66.41

decrease 0 0 0 0 0 0

Table 3: Portion of link value table, showing connection strengths between concepts

are modeled after the points the tutor looks for in
the student’s essay and dialog. For example, in
the “accelerating car” problem, one key point might
be that the car’s acceleration would decrease as the
car got heavier. The component concepts of this
point would be “car,” “acceleration,” “decrease,” and
“heavier.” If this point were expressed in the di-
alog or essay, we would expect these concepts to
have higher-than-average connection strengths be-
tween them. If this point were not expressed, or only
partially expressed, we would expect lower connec-
tion strengths among its constituent concepts.

The strength of a point, then, was defined as the
sum of strengths of all the links between its compo-
nent concepts. Call the point in the example above
“� � .” point � � has n = 4 constituent concepts, and
to find its strength we would sum the link strengths
between their pairs: “car-acceleration,” “car-
decrease,” “car-heavier,” “acceleration-decrease,”,
“acceleration-heavier,” and “decrease-heavier.” Us-
ing values from Table 3, the total strength for the
point would therefore be:
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For each point, we determined if its connections

were significantly stronger than the average. We
generate a reference average �0/&1 	��
��� by taking 500
random sets of n concepts from the same dialog and
averaging their link weights, where n is the number
of concepts in the target point 1. If the target point
was found to have a significantly (p 2 .05 in a t-test)
larger value than the mean of this random sample,
that point was above threshold, and considered to be
present in the dialog.

The number of above-threshold points was added
up over all dialogs for each student. The total point-
count for student S is therefore:
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Where P is the total number of points in all di-
alogs, and T is a threshold function which returns 1
if �D�E�F���4	��
���A���HG � /?1 	��@�A� , and 0 otherwise.

Fifty-seven key points were identified among the
ten problems, with each point containing between
two and five concepts. The next section describes
how well this point-count relates to learning.

1500 was chosen as the largest feasible sample size given
runtime limitations
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6 Results: Point Counts & Learning

We first define “concept-count” to be the number of
times physics concepts were added to the activation
strength matrix. This corresponds to each “5” in Ta-
ble 2. Now we look at a linear model with post-test
score as the dependant variable, and pre-test score
and concept-count as independent variables. In this
model pre-test score is significant, with a p-value
of .029, but concept-count is not, with a p-value of
.270. The adjusted R squared for the model is .396

Similarly, in a linear model with pre-test score and
point-count as independent variables, pre-test score
is significant with a p-value of .010 and point-count
is not, having a p-value of .300. The adjusted R
squared for this model is .387.

However, the situation changes in a linear model
with pre-test score, concept-count and point-count
as independent variables, and post-test score as the
dependent variable. Pre-test is again significant with
a p-value of .002. Concept-count and point-count
are now both significant with p-values of .016 and
.017, respectively. The adjusted R-squared for this
model rises to .631.

These results indicate that our measure of points,
as highly associated constellations of concepts, adds
predictive power over simply counting the occur-
rence of concepts alone. The number of concept
mentions does not predict learning, but the extent to
which these concepts are linked into relevant points
in the Landscape memory model is correlated with
learning.

7 Discussion

Several features of the resulting model are worth
mentioning. First, the Landscape Model is a model
of memory, and our measurements can be inter-
preted as a measure of what the student is remem-
bering from the tutoring session taken as a whole.

Second, the point-counts are taken from the en-
tire dialog, rather than from either the tutor or stu-
dent’s contributions. Other results suggest that it
would be interesting to investigate the extent to
which these points are produced by the student, the
tutor, or both...and what effect their origin might
have on their correlation with learning. For exam-
ple, (Chi et al., 2001) investigated student-centered,
tutor-centered and interactive hypotheses of tutoring

and found that students learned just as effectively
when tutor feedback was suppressed. They suggest,
among other things, that students self-construction
of knowledge was encouraging deep learning.

8 Summary and Future Work

We have shown that the Landscape Model yields a
measure significantly correlated with learning in our
human-human tutoring corpus. We hope to continue
this work by investigating the use of well researched
NLP methods in creating the input matrix. In ad-
dition, machine learning methods could be used to
optimize the various parameters in the model, such
as the decay rate, initial activation value, and point
strength threshold.
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Abstract 

In Online Inquiry-Based Learning (OIBL) 
learners search for information to answer 
driving questions. While learners conduct 
sequential related searches, the search en-
gines interpret each query in isolation, 
and thus are unable to utilize task context. 
Consequently, learners usually get less 
relevant search results. We are developing 
a NLP-based search agent to bridge the 
gap between learners and search engines. 
Our algorithms utilize contextual features 
to provide user with search term sugges-
tions and results re-ranking. Our pilot 
study indicates that our method can effec-
tively enhance the quality of OIBL. 

1 Introduction 

Major science education standards call on students 
to engage in Online Inquiry-Based Learning where 
they pose scientific Driving Questions (DQ), plan 
their search, collect and analyze online informa-
tion, and synthesize their findings into an argu-
ment. In collaboration with National Science 
Digital Library (NSDL), we are developing an in-
tegrated Online Inquiry-Based Learning Environ-
ment (OIBLE), called IdeaKeeper (Quintana and 
Zhang, 2004), to help learners fulfill the promise of 
OIBL. IdeaKeeper is among the first reported 
OIBLE that integrates various online search en-
gines with support for inquiry planning, informa-
tion search, analysis and synthesis. 

Our observation reveals that searching is one of 
the bottlenecks impeding students’ learning ex-
perience. Students demonstrate various problems 
in search. First, they repeatedly search for very 
similar keywords on search engines. Second, they 

are usually unable to develop effective search 
terms. Many search keywords students generate 
are either too broad or too narrow. Although learn-
ers have specific search purposes, many times they 
are unable to express the purposes in keyword-
based queries. In fact, by analyzing the search logs, 
we found that the average query length is only 
about 2 words. In such typical cases in OIBL, in-
formative contexts are not presented in queries, 
and thus the requests become ambiguous. As a re-
sult, the search engines may not interpret the query 
as the learners intended to. Therefore, the results 
are usually not satisfactory. Given the self-
regulated nature of OIBL and limited self-control 
skills of K-12 students, the problem is even more 
serious, as students may shift their focus off the 
task if they constantly fail to find relevant informa-
tion for their DQ. 

2 Related Work 

In Information Retrieval field, many algorithms 
based on relevance feedback are proposed 
(Buckley, et al., 1994; Salton and Buckley, 1990). 
However, current general web search engines are 
still unable to interactively improve research re-
sults. In NLP domain, there are considerable ef-
forts on Question Answering systems that attempt 
to answer a question by returning concise facts. 
While some QA systems are promising 
(Harabagiu, et al., 2000; Ravichandran and Hovy, 
2002), they can only handle factual questions as in 
TREC (Voorhees, 2001), and the context for the 
whole task is largely not considered. There are 
proposals on using context in search. Huang et al 
(2001) proposed a term suggestion method for in-
teractive web search. More existing systems that 
utilize contextual information in search are re-
viewed by Lawrence (2000). However, one prob-
lem is that “context” is defined differently in each 
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study. Few attempts target at inquiry-based learn-
ing, which has some unique features, e.g., DQ/SQ. 

We are developing an OnLine Inquiry Search 
Assistance (OLISA). OLISA applies Natural Lan-
guage Processing (NLP) and Information Retrieval 
(IR) techniques to provide students query term 
suggestions and re-rank results returned from 
search engines by the relevance to the current 
query as well as to the DQ. OLISA is not a built-in 
component of IdeaKeeper, but can be very easily 
plugged into IdeaKeeper or other OIBL systems as 
a value-added search agent. The main advantage of 
OLISA is that it utilizes the context of the whole 
learning task. Our pilot study demonstrated that it 
is a simple and effective initiative toward auto-
matically improving the quality of web search in 
OIBLE. 

3 Method 

3.1 Utilizing Learning Context 

OLISA acquires search context by parsing OIBL 
logs and by monitoring search history. For exam-
ple, in the planning phase of a learning task, Ide-
aKeeper asks students to input DQ, Sub-Questions 
(SQs), potential keywords, and to answer some 
questions such as “what do I know”, “what do I 
want to know”, etc.  

The context information is represented as bag-
of-words feature vectors. To calculate the vectors, 
we first remove common terms. We compiled a 
corpus of 30 million words from 6700 full-length 
documents collected from diverse resources. Word 
frequencies are calculated for 168K unique words 
in the corpus. A word is considered common if it is 
in the 1000 most frequent word list. Remaining 
words are stemmed using Porter’s algorithm 
(Porter, 1980). 

All contextual information are combined to 
form a main feature vector ( ), 
where  is the weight of the ith term in com-
bined context. It’s defined by product of term fre-
quency (tf) and inverse document frequency (idf). 
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Comparing with traditional tf  measure, we do 
not assign a uniform weight to all words in context. 
Rather, we consider DQ/SQ and the current query 
more important than the rest of context. We define 
their differently from other context. tf
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The  is calculated similarly. For the term 
frequency of current query , we assign it a lar-
ger weight as it represents the current information 
needs: 
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where N is total number of documents in the cor-
pus, and ni is the number of documents containing 
ith term. The term weight is defined by: 
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These context feature vectors are calculated for 
later use in re-ranking search results. 

Meanwhile, we use Brill's tagger (Brill, 1995) 
to determine parts of speech (POS) of words in 
DQ/SQ. Heuristic rules (Zhang and Xuan, 2005) 
based on POS are used to extract noun phrases.  

Noun phrases containing words with high term 
weight are considered as keyphrases. The key-
phrase weight is defined by: 
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3.2 Term Suggestion 

When a user commits a query, OLISA will first 
search it on selected search engines (Google as 
default). If the total hit exceeds certain threshold (2 
million as default), we consider the query poten-
tially too general. In addition to the original query, 
we will call term suggestion component to narrow 
down the search concept by expanding the query. 
WordNet (Fellbaum, 1998) is used during the ex-
pansion. Below is the outline of our heuristic algo-
rithm in generating term suggestion. 
for each keyword in original query do 
 if the keyword is part of a keyphrase then 
  form queries by merging each phrase with the original query 
 if multiple keyphrases are involved then 
  select up to #maxPhrase keyphrases with highest weights 
if #queries>0 then return queries 
for each keyword that has hyponyms in WordNet do 
 if some hyponym occur at least once in learning context then 
  form queries by merging the hyponym with the original query 
 else form suggestions by merging the hyponym with the original query 
if #queries>0 or #suggestions> 0 then return queries and suggestions 
for each keyword in original query that has synonyms in WordNet do 
 if some synonym is part of a keyphrase then 
  form suggestions by merging keywords in phrase with original query 
 if multiple keyphrases are involved then 
  select up to #maxPhrase keyphrases with highest weights 
return suggestions 
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On the other hand, if the total hit is below cer-
tain threshold, the query is potentially too specific. 
Thus term suggestion component is called to gen-
eralize the query. The procedure is similar to the 
algorithm above, but will be done in the reverse 
direction. For example, keywords will replace 
phrases and hypernyms will replace hyponyms. 
Since there are cases where learners desire specific 
search terms, both original and expanded queries 
will be submitted, and results for the former will be 
presented at the top of the returned list. 

If no new queries are constructed, OLISA will 
return the results from original query along with 
suggestions. Otherwise, OLISA will send requests 
for each expanded query to selected search en-
gines. Since by default we return up to RT=100 
search engine results to user, we will extract the 
top RQ=RT/(#newQuery+1) entries from results of 
each new query and original query. These results 
will be re-ranked by an algorithm that we will de-
scribe later. Then the combined results will be pre-
sented to the user in IdeaKeeper along with a list of 
expanded queries and suggestions. 

3.3 Query Reformulation 

From our observation, in OIBLE students often 
submit questions in natural language. However, 
most of the time, such type of queries does not re-
turn desirable results. Therefore, we loosely follow 
Kwok (2001) to reformulate queries. We apply 
Link Grammar Parser (Sleator and Temperley, 
1993) to parse sentence structure. For example, 
one student asked “What is fat good for”. The 
parser generates the following linkage: 

    +----------------Xp----------------+ 
    |       +----------Bsw---------+   | 
    |       |    +----Paf----+     |   | 
    +---Wq--+    +-SIs+      +-MVp-+   | 
    |       |    |    |      |     |   | 
LEFT-WALL what is.v fat.n good.a for.p ? 

where “SI” is used in subject-verb inversion. By 
getting this linkage, we are able to reformulate the 
query as “fat is good for”. Meanwhile, regular ex-
pressions are developed to eliminate interrogative 
words, e.g. “what” and “where”.  

Search engines may return very different results 
for the original query and the reformulated queries. 
For example, for the example above, Google re-
turned 620 hits for the reformulated query, but 
only 2 hits for the quoted original question. 

By sending request in both original and reformu-
lated forms, we can significantly improve recall 
ratio without losing much precision. 

3.4 Integrating Multiple Search Engines 

We enhanced the searching component of Ide-
aKeeper by integrating multiple search engines 
(e.g. Google, AskJeeves, NSDL, etc.). IdeaKeeper 
will parse and transform search results and present 
users with a uniform format of results from differ-
ent search engines. A spelling check function for 
search keywords is built in OLISA, which com-
bined spelling check results from Google as well as 
suggestions from our own program based on a lo-
cal frequency-based dictionary. 

3.5 Search Results Re-Ranking 

After query reformulation OLISA will send re-
quests to selected search engines. For performance 
issue, we only retrieve a total of 100 snippets (RQ 
snippets from each query) from web search en-
gines. Feature vector is calculated for each snippet 
in the measure similar to (5), except that tf is ac-
tual frequency without assigning additional weight. 

The similarity between learning context C and 
each document D (i.e. snippet) is calculated as: 
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The higher the similarity score, the more rele-
vant it will be to user’s query as well as to the 
overall learning context. 

OLISA re-ranks snippets by similarity scores. 
To avoid confusion to learners, the snippets from 
the original query and the expanded queries are re-
ranked independently. RQ re-ranked results from 
original query appear at the top as default, fol-
lowed by other re-ranked results with signs indicat-
ing corresponding queries. The expanded queries 
and further search term suggestions are shown in a 
dropdown list in IdeaKeeper. 

4 Preliminary Results and Discussion 

OLISA is under development. While thorough 
evaluation is needed, our preliminary results dem-
onstrate its effectiveness. We conducted field stud-
ies with middle school students for OIBL projects 
using IdeaKeeper. Fig.1 shows a case of using 
OLISA search function in IdeaKeeper. By video 
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taping some students’ search session, we found 
that enhanced search functions of OLISA signifi-
cantly saved students’ effort and improve their ex-
perience on search. The term suggestions were 
frequently used in these sessions.  

 
Fig. 1 Using OLISA function in IdeaKeeper 

Our initials results also demonstrate that calcu-
lation on the snippets returned by search engines is 
simple and efficient. Therefore, we don’t need to 
retrieve each full document behind. We want to 
point out that in our feature vector calculation each 
past query is combined into previous context. So 
the learning context is interactively changing.  

Previous research has found that in OIBL pro-
jects, students often spend considerable time 
searching for sites due to their limited search skills. 
Consequently, students have little time on higher-
order cognitive and metacognitive activities, such 
as evaluation, sense making, synthesis, and reflec-
tion. By supporting students' search, OLISA helps 
student focus more on higher-order activities, 
which provide rich opportunities for deep learning 
to occur. 

Our future work includes fine-tuning the pa-
rameters in our algorithms and conducting more 
evaluation of each component of OLISA. We are 
also considering taking into account the snippets or 
documents users selected, because they also repre-
sent user feedback. How to determine the relative 
weight of words in selected documents, and how to 
disambiguate polysemies using WordNet or other 
resources are topics of future research. 
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Abstract

Probabilistic Latent Semantic Analysis
(PLSA) is an information retrieval tech-
nique proposed to improve the problems
found in Latent Semantic Analysis (LSA).
We have applied both LSA and PLSA in
our system for grading essays written in
Finnish, called Automatic Essay Assessor
(AEA). We report the results comparing
PLSA and LSA with three essay sets from
various subjects. The methods were found
to be almost equal in the accuracy mea-
sured by Spearman correlation between
the grades given by the system and a hu-
man. Furthermore, we propose methods
for improving the usage of PLSA in essay
grading.

1 Introduction

The main motivations behind developing automated
essay assessment systems are to decrease the time in
which students get feedback for their writings, and
to reduce the costs of grading. The assumption in
most of the systems is that the grades given by the
human assessors describe the true quality of an es-
say. Thus, the aim of the systems is to “simulate”
the grading process of a human grader and a sys-
tem is usable only if it is able to perform the grad-
ing as accurately as human raters. An automated as-
sessment system is not affected by errors caused by
lack of consistency, fatigue or bias, thus it can help
achieving better accuracy and objectivity of assess-
ment (Page and Petersen, 1995).

There has been research on automatic essay grad-
ing since the 1960s. The earliest systems, such as
PEG (Page and Petersen, 1995), based their grad-
ing on the surface information from the essay. For
example, the number of words and commas were
counted in order to determine the quality of the es-
says (Page, 1966). Although these kinds of sys-
tems performed considerably well, they also re-
ceived heavy criticism (Page and Petersen, 1995).
Some researchers consider the use of natural lan-
guage as a feature for human intelligence (Hearst
et al., 2000) and writing as a method to express
the intelligence. Based on that assumption, tak-
ing the surface information into account and ignor-
ing the meanings of the content is insufficient. Re-
cent systems and studies, such as e-rater (Burstein,
2003) and approaches based on LSA (Landauer et
al., 1998), have focused on developing the methods
which determine the quality of the essays with more
analytic measures such as syntactic and semantic
structure of the essays. At the same time in the
1990s, the progress of natural language processing
and information retrieval techniques have given the
opportunity to take also the meanings into account.

LSA has produced promising results in content
analysis of essays (Landauer et al., 1997; Foltz et
al., 1999b). Intelligent Essay Assessor (Foltz et
al., 1999b) and Select-a-Kibitzer (Wiemer-Hastings
and Graesser, 2000) apply LSA for assessing essays
written in English. In Apex (Lemaire and Dessus,
2001), LSA is applied to essays written in French. In
addition to the essay assessment, LSA is applied to
other educational applications. An intelligent tutor-
ing system for providing help for students (Wiemer-
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Hastings et al., 1999) and Summary Street (Stein-
hart, 2000), which is a system for assessing sum-
maries, are some examples of other applications of
LSA. To our knowledge, there is no system utilizing
PLSA (Hofmann, 2001) for automated essay assess-
ment or related tasks.

We have developed an essay grading system,Au-
tomatic Essay Assessor(AEA), to be used to ana-
lyze essay answers written in Finnish, although the
system is designed in a way that it is not limited to
only one language. It applies both course materials,
such as passages from lecture notes and course text-
books covering the assignment-specific knowledge,
and essays graded by humans to build the model for
assessment. In this study, we employ both LSA and
PLSA methods to determine the similarities between
the essays and the comparison materials in order to
determine the grades. We compare the accuracy of
these methods by using the Spearman correlation be-
tween computer and human assigned grades.

The paper is organized as follows. Section 2 ex-
plains the architecture of AEA and the used grading
methods. The experiment and results are discussed
in Section 3. Conclusions and future work based on
the experiment are presented in Section 4.

2 AEA System

We have developed a system for automated assess-
ment of essays (Kakkonen et al., 2004; Kakkonen
and Sutinen, 2004). In this section, we explain the
basic architecture of the system and describe the
methods used to analyze essays.

2.1 Architecture of AEA

There are two approaches commonly used in the es-
say grading systems to determine the grade for the
essay:

1. The essay to be graded is compared to the
human-graded essays and the grade is based on
the most similar essays’ grades; or

2. The essay to be graded is compared to the essay
topic related materials (e.g. textbook or model
essays) and the grade is given based on the sim-
ilarity to these materials.

In our system, AEA (Kakkonen and Sutinen, 2004),
we have combined these two approaches. The rel-

evant parts of the learning materials, such as chap-
ters of a textbook, are used to train the system with
assignment-specific knowledge. The approaches
based on the comparison between the essays to be
graded and the textbook have been introduced in
(Landauer et al., 1997; Foltz et al., 1999a; Lemaire
and Dessus, 2001; Hearst et al., 2000), but have been
usually found less accurate than the methods based
on comparison to prescored essays. Our method
attempts to overcome this by combining the use
of course content and prescored essays. The es-
says to be graded are not directly compared to the
prescored essays with for instancek-nearest neigh-
bors method, but prescored essays are used to deter-
mine the similarity threshold values for grade cat-
egories as discussed below. Prescored essays can
also be used to determine the optimal dimension for
the reduced matrix in LSA as discussed in Kakko-
nen et al. (2005).

Figure 1: The grading process of AEA.

Figure 1 illustrates the grading process of our sys-
tem. The texts to be analyzed are added intoword-
by-context matrix(WCM), representing the number
of occurrences of each unique word in each of the
contexts (e.g. documents, paragraphs or sentences).
In WCM M , cellMij contains the count of the word
i occurrences in the contextj. As the first step in an-
alyzing the essays and course materials, the lemma
of each word form occurring in the texts must be
found. We have so far applied AEA only to essays
written in Finnish. Finnish is morphologically more
complex than English, and word forms are formed
by adding suffixes into base forms. Because of that,
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base forms have to be used instead of inflectional
forms when building the WCM, especially if a rel-
atively small corpus is utilized. Furthermore, sev-
eral words can become synonyms when suffixes are
added to them, thus making the word sense disam-
biguation necessary. Hence, instead of just stripping
suffixes, we apply a more sophisticated method,
a morphological parser and disambiguator, namely
Constraint Grammar parser for Finnish (FINCG) to
produce the lemmas for each word (Lingsoft, 2005).
In addition, the most commonly occurring words
(stopwords) are not included in the matrix, and only
the words that appear in at least two contexts are
added into the WCM (Landauer et al., 1998). We
also apply entropy-based term weighting in order to
give higher values to words that are more important
for the content and lower values to words with less
importance.

First, the comparison materials based on the rel-
evant textbook passages or other course materials
are modified into machine readable form with the
method described in the previous paragraph. The
vector for each context in the comparison materials
is marked withYi. This WCM is used to create the
model with LSA, PLSA or another information re-
trieval method. To compare the similarity of an es-
say to the course materials, a query vectorXj of the
same form as the vectors in the WCM is constructed.
The query vectorXj representing an essay is added
or folded ininto the model build with WCM with the
method specific way discussed later. This folded-
in queryX̃j is then compared to the model of each
text passagẽYi in the comparison material by using a
similarity measure to determine the similarity value.
We have used the cosine of the angle between (X̃j ,
Ỹi), to measure the similarity of two documents. The
similarity scorefor an essay is calculated as the sum
of the similarities between the essay and each of the
textbook passages.

The document vectors of manually graded es-
says are compared to the textbook passages, in
order to determine the similarity scores between
the essays and the course materials. Based on
these measures, threshold values for the grade cat-
egories are defined as follows: the grade categories,
g1, g2, . . . , gC , are associated with similarity value
limits, l1, l2, . . . , lC+1, whereC is the number of
grades, andlC+1 = ∞ and normallyl1 = 0 or

−∞. Other category limitsli, 2 ≤ i ≤ C, are de-
fined as weighted averages of the similarity scores
for essays belonging to grade categoriesgi andgi−1.
Other kinds of formulas to define the grade category
limits can be also used.

The grade for each essay to be graded is then de-
termined by calculating the similarity score between
the essay and the textbook passages and comparing
the similarity score to the threshold values defined in
the previous phase. The similarity scoreSi of an es-
saydi is matched to the grade categories according
to their limits in order to determine the correct grade
category as follows:For each i, 1 ≤ i ≤ C,
if li < Si ≤ li+1 then di ∈ gi and break.

2.2 Latent Semantic Analysis

Latent Semantic Analysis (LSA)(Landauer et al.,
1998) is a corpus-based method used in informa-
tion retrieval with vector space models. It provides
a means of comparing the semantic similarity be-
tween the source and target texts. LSA has been
successfully applied to automate giving grades and
feedback on free-text responses in several systems
as discussed in Section 1. The basic assumption
behind LSA is that there is a close relationship be-
tween the meaning of a text and the words in that
text. The power of LSA lies in the fact that it is able
to map the essays with similar wordings closer to
each other in the vector space. The LSA method is
able to strengthen the similarity between two texts
even when they do not contain common words. We
describe briefly the technical details of the method.

The essence of LSA is dimension reduction based
on the singular value decomposition (SVD), an al-
gebraic technique. SVD is a form of factor analy-
sis, which reduces the dimensionality of the origi-
nal WCM and thereby increases the dependency be-
tween contexts and words (Landauer et al., 1998).
SVD is defined asX = T0S0D0

T , whereX is the
preprocessed WCM andT0 andD0 are orthonormal
matrices representing the words and the contexts.S0

is a diagonal matrix with singular values. In the di-
mension reduction, thek highest singular values in
S0 are selected and the rest are ignored. With this
operation, an approximation matrix̃X of the origi-
nal matrixX is acquired. The aim of the dimension
reduction is to reduce “noise” or unimportant details
and to allow the underlying semantic structure to be-
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come evident (Deerwester et al., 1990).
In information retrieval and essay grading, the

queries or essays have to be folded in into the model
in order to calculate the similarities between the doc-
uments in the model and the query. In LSA, the fold-
ing in can be achieved with a simple matrix multipli-
cation:X̃q = XT

q T0S
−1

0
, whereXq is the term vec-

tor constructed from the query document with pre-
processing, andT0 andS0 are the matrices from the
SVD of the model after dimension reduction. The
resulting vectorX̃q is in the same format as the doc-
uments in the model.

The features that make LSA suitable for auto-
mated grading of essays can be summarized as fol-
lows. First, the method focuses on the content of
the essay, not on the surface features or keyword-
based content analysis. The second advantage is that
LSA-based scoring can be performed with relatively
low amount of human graded essays. Other meth-
ods, such as PEG and e-rater typically need several
hundred essays to be able to form an assignment-
specific model (Shermis et al., 2001; Burstein and
Marcu, 2000) whereas LSA-based IEA system has
sometimes been calibrated with as few as 20 essays,
though it typically needs more essays (Hearst et al.,
2000).

Although LSA has been successfully applied in
information retrieval and related fields, it has also re-
ceived criticism (Hofmann, 2001; Blei et al., 2003).
The objective function determining the optimal de-
composition in LSA is the Frobenius norm. This
corresponds to an implicit additive Gaussian noise
assumption on the counts and may be inadequate.
This seems to be acceptable with small document
collections but with large document collections it
might have a negative effect. LSA does not define
a properly normalized probability distribution and,
even worse, the approximation matrix may contain
negative entries meaning that a document contains
negative number of certain words after the dimen-
sion reduction. Hence, it is impossible to treat LSA
as a generative language model and moreover, the
use of different similarity measures is limited. Fur-
thermore, there is no obvious interpretation of the
directions in the latent semantic space. This might
have an effect if also feedback is given. Choosing
the number of dimensions in LSA is typically based
on an ad hoc heuristics. However, there is research

done aiming to resolve the problem of dimension se-
lection in LSA, especially in the essay grading do-
main (Kakkonen et al., 2005).

2.3 Probabilistic Latent Semantic Analysis

Probabilistic Latent Semantic Analysis (PLSA)
(Hofmann, 2001) is based on a statistical model
which has been called theaspect model. The aspect
model is a latent variable model for co-occurrence
data, which associates unobserved class variables
zk, k ∈ {1, 2, . . . , K} with each observation. In our
settings, the observation is an occurrence of a word
wj , j ∈ {1, 2, . . . , M}, in a particular contextdi,
i ∈ {1, 2, . . . , N}. The probabilities related to this
model are defined as follows:

• P (di) denotes the probability that a word oc-
currence will be observed in a particular con-
textdi;

• P (wj |zk) denotes the class-conditional proba-
bility of a specific word conditioned on the un-
observed class variablezk; and

• P (zk|di) denotes a context specific probability
distribution over the latent variable space.

When using PLSA in essay grading or information
retrieval, the first goal is to build up the model. In
other words, approximate the probability mass func-
tions with machine learning from the training data,
in our case the comparison material consisting of as-
signment specific texts.

Expectation Maximization (EM)algorithm can be
used in the model building with maximum likeli-
hood formulation of the learning task (Dempster et
al., 1977). In EM, the algorithm alternates between
two steps: (i) anexpectation (E)step where posterior
probabilities are computed for the latent variables,
based on the current estimates of the parameters, (ii)
a maximization (M)step, where parameters are up-
dated based on the loglikelihood which depends on
the posterior probabilities computed in the E-step.
The standard E-step is defined in equation (1).

P (zk|di, wj) =
P (wj |zk)P (zk|di)

∑K
l=1

P (wj |zl)P (zl|di)
(1)

The M-step is formulated in equations (2) and (3)
as derived by Hofmann (2001). These two steps
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are alternated until a termination condition is met,
in this case, when the maximum likelihood function
has converged.

P (wj |zk) =
∑N

i=1
n(di, wj)P (zk|di, wj)

∑M
m=1

∑N
i=1

n(di, wm)P (zk|di, wm)

(2)

P (zk|di) =

∑M
j=1

n(di, wj)P (zk|di, wj)
∑M

m=1
n(di, wm)

(3)

Although standard EM algorithm can lead to good
results, it may also overfit the model to the train-
ing data and perform poorly with unseen data. Fur-
thermore, the algorithm is iterative and converges
slowly, which can increase the runtime seriously.
Hence, Hofmann (2001) proposes another approach
calledTempered EM(TEM), which is a derivation of
standard EM algorithm. In TEM, the M-step is the
same as in EM, but a dampening parameter is intro-
duced into the E-step as shown in equation (4). The
parameterβ will dampen the posterior probabilities
closer to uniform distribution, whenβ < 1 and form
the standard E-step whenβ = 1.

P (zk|di, wj) =
(P (wj |zk)P (zk|di))

β

(

∑K
l=1

P (wj |zl)P (zl|di)
)β

(4)

Hofmann (2001) defines the TEM algorithm as
follows:

1. Setβ := 1 and perform the standard EM with
early stopping.

2. Setβ := ηβ (with η < 1).

3. Repeat the E- and M-steps until the perfor-
mance on hold-out data deteriorates, otherwise
go to step 2.

4. Stop the iteration when decreasingβ does not
improve performance on hold-out data.

Early stopping means that the optimization is not
done until the model converges, but the iteration is
stopped already once the performance on hold-out
data degenerates. Hofmann (2001) proposes to use
theperplexityto measure the generalization perfor-
mance of the model and the stopping condition for

the early stopping. The perplexity is defined as the
log-averaged inverse probability on unseen data cal-
culated as in equation (5).

P = exp

(

−

∑

i,j n′(di, wj) log P (wj |di)
∑

i,j n′(di, wj)

)

, (5)

wheren′(di, wj) is the count on hold-out or training
data.

In PLSA, the folding in is done by using TEM
as well. The only difference when folding in a new
document or queryq outside the model is that just
the probabilitiesP (zk|q) are updated during the M-
step and theP (wj |zk) are kept as they are. The sim-
ilarities between a documentdi in the model and a
queryq folded in to the model can be calculated with
the cosine of the angle between the vectors contain-
ing the probability distributions(P (zk|q))

K
k=1

and
(P (zk|di))

K
k=1

(Hofmann, 2001).
PLSA, unlike LSA, defines proper probability

distributions to the documents and has its basis in
Statistics. It belongs to a framework called Latent
Dirichlet Allocations (Girolami and Kab́an, 2003;
Blei et al., 2003), which gives a better grounding for
this method. For instance, several probabilistic sim-
ilarity measures can be used. PLSA is interpretable
with its generative model, latent classes and illus-
trations inN -dimensional space (Hofmann, 2001).
The latent classes or topics can be used to determine
which part of the comparison materials the student
has answered and which ones not.

In empirical research conducted by Hof-
mann (2001), PLSA yielded equal or better results
compared to LSA in the contexts of information
retrieval. It was also shown that the accuracy of
PLSA can increase when the number of latent
variables is increased. Furthermore, the combina-
tion of several similarity scores (e.g. cosines of
angles between two documents) from models with
different number of latent variables also increases
the overall accuracy. Therefore, the selection of the
dimension is not as crucial as in LSA. The problem
with PLSA is that the algorithm used to computate
the model, EM or its variant, is probabilistic and can
converge to a local maximum. However, according
to Hofmann (2001), this is not a problem since the
differences between separate runs are small. Flaws
in the generative model and the overfitting problem
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Set Field Training Test Grading Course Comp. mat. No. No.
No. essays essays scale materials division type Passages Words
1 Education 70 73 0–6 Textbook Paragraphs 26 2397
2 Education 70 73 0–6 Textbook Sentences 147 2397
3 Communications 42 45 0–4 Textbook Paragraphs 45 1583
4 Communications 42 45 0–4 Textbook Sentences 139 1583
5 Soft. Eng. 26 27 0–10 *) Paragraphs 27 965
6 Soft. Eng. 26 27 0–10 *) Sentences 105 965

Table 1: The essay sets used in the experiment. *) Comparison materials wereconstructed from the course
handout with teacher’s comments included and transparencies represented to the students.

have been discussed in Blei et al. (2003).

3 Experiment

3.1 Procedure and Materials

To analyze the performance of LSA and PLSA in
the essay assessment, we performed an experiment
using three essay sets collected from courses on edu-
cation, marketing and software engineering. The in-
formation about the essay collections is shown in Ta-
ble 1. Comparison materials were taken either from
the course book or other course materials and se-
lected by the lecturer of the course. Furthermore, the
comparison materials used in each of these sets were
divided with two methods, either into paragraphs or
sentences. Thus, we run the experiment in total with
six different configurations of materials.

We used our implementations of LSA and PLSA
methods as described in Section 2. With LSA, all
the possible dimensions (i.e. from two to the num-
ber of passages in the comparison materials) were
searched in order to find the dimension achieving
the highest accuracy of scoring, measured as the
correlation between the grades given by the system
and the human assessor. There is no upper limit
for the number of latent variables in PLSA mod-
els as there is for the dimensions in LSA. Thus,
we applied the same range for the best dimension
search to be fair in the comparison. Furthermore, a
linear combination of similarity values from PLSA
models (PLSA-C) with predefined numbers of la-
tent variablesK ∈ {16, 32, 48, 64, 80, 96, 112, 128}
was used just to analyze the proposed potential of
the method as discussed in Section 2.3 and in (Hof-
mann, 2001). When building up all the PLSA mod-

els with TEM, we used 20 essays from the training
set of the essay collections to determine the early
stopping condition with perplexity of the model on
unseen data as proposed by Hofmann (2001).

3.2 Results and Discussion

The results of the experiment for all the three meth-
ods, LSA, PLSA and PLSA-C are shown in Table 2.
It contains the most accurate dimension (column
dim.) measured by machine-human correlation in
grading, the percentage of the same (same) and adja-
cent grades (adj.) compared to the human grader and
the Spearman correlation (cor.) between the grades
given by the human assessor and the system.

The results indicate that LSA outperforms both
methods using PLSA. This is opposite to the re-
sults obtained by Hofmann (2001) in information
retrieval. We believe this is due to the size of the
document collection used to build up the model. In
the experiments of Hofmann (2001), it was much
larger, 1000 to 3000 documents, while in our case
the number of documents was between 25 and 150.
However, the differences are quite small when using
the comparison materials divided into sentences. Al-
though all methods seem to be more accurate when
the comparison materials are divided into sentences,
PLSA based methods seem to gain more than LSA.

In most cases, PLSA with the most accurate
dimension and PLSA-C perform almost equally.
This is also in contrast with the findings of Hof-
mann (2001) because in his experiments PLSA-C
performed better than PLSA. This is probably also
due to the small document sets used. Neverthe-
less, this means that finding the most accurate di-
mension is unnecessary, but it is enough to com-
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Set LSA LSA LSA LSA PLSA PLSA PLSA PLSA PLSA-C PLSA-C PLSA-C
No. dim. same adj. cor. dim. same adj. cor. same adj. cor.
1 14 39.7 43.9 0.78 9 31.5 32.9 0.66 34.2 35.6 0.70
2 124 35.6 49.3 0.80 83 37.0 37.0 0.76 35.6 41.1 0.73
3 8 31.1 28.9 0.54 38 24.4 35.6 0.41 17.7 24.4 0.12
4 5 24.4 42.3 0.57 92 35.6 31.1 0.59 22.2 35.6 0.47
5 6 29.6 48.2 0.88 16 18.5 18.5 0.78 11.1 40.1 0.68
6 6 44.4 37.1 0.90 55 33.3 44.4 0.88 14.8 40.7 0.79

Table 2: The results of the grading process with different methods.

bine several dimensions’ similarity values. In our
case, it seems that linear combination of the simi-
larity values is not the best option because the sim-
ilarity values between essays and comparison mate-
rials decrease when the number of latent variables
increases. A topic for a further study would be to
analyze techniques to combine the similarity values
in PLSA-C to obtain higher accuracy in essay grad-
ing. Furthermore, it seems that the best combina-
tion of dimensions in PLSA-C depends on the fea-
tures of the document collection (e.g. number of
passages in comparison materials or number of es-
says) used. Another topic of further research is how
the combination of dimensions can be optimized for
each essay set by using the collection specific fea-
tures without the validation procedure proposed in
Kakkonen et al. (2005).

Currently, we have not implemented a version of
LSA that combines scores from several models but
we will analyze the possibilities for that in future
research. Nevertheless, LSA representations for dif-
ferent dimensions form a nested sequence because
of the number of singular values taken to approxi-
mate the original matrix. This will make the model
combination less effective with LSA. This is not true
for statistical models, such as PLSA, because they
can capture a larger variety of the possible decom-
positions and thus several models can actually com-
plement each other (Hofmann, 2001).

4 Future Work and Conclusion

We have implemented a system to assess essays
written in Finnish. In this paper, we report a new
extension to the system for analyzing the essays
with PLSA method. We have compared LSA and
PLSA as methods for essay grading. When our re-

sults are compared to the correlations between hu-
man and system grades reported in literature, we
have achieved promising results with all methods.
LSA was slightly better when compared to PLSA-
based methods. As future research, we are going to
analyze if there are better methods to combine the
similarity scores from several models in the context
of essay grading to increase the accuracy (Hofmann,
2001). Another interesting topic is to combine LSA
and PLSA to compliment each other.

We used the cosine of the angle between the prob-
ability vectors as a measure of similarity in LSA and
PLSA. Other methods are proposed to determine the
similarities between probability distributions pro-
duced by PLSA (Girolami and Kabán, 2003; Blei
et al., 2003). The effects of using these techniques
will be compared in the future experiments.

If the PLSA models with different numbers of
latent variables are not highly dependent on each
other, this would allow us to analyze the reliability
of the grades given by the system. This is not pos-
sible with LSA based methods as they are normally
highly dependent on each other. However, this will
need further work to examine all the potentials.

Our future aim is to develop a semi-automatic
essay assessment system (Kakkonen et al., 2004).
For determining the grades or giving feedback to
the student, the system needs a method for compar-
ing similarities between the texts. LSA and PLSA
offer a feasible solution for the purpose. In order
to achieve even more accurate grading, we can use
some of the results and techniques developed for
LSA and develop them further for both methods. We
are currently working with an extension to our LSA
model that uses standard validation methods for re-
ducing automatically the irrelevant content informa-
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tion in LSA-based essay grading (Kakkonen et al.,
2005). In addition, we plan to continue the work
with PLSA, since it, being a probabilistic model, in-
troduces new possibilities, for instance, in similarity
comparison and feedback giving.

References
D. M. Blei, A. Y. Ng, and M. I. Jordan. 2003. La-

tent Dirichlet Allocation.J. of Machine Learning Re-
search, 3:993–1022.

J. Burstein and D. Marcu. 2000. Benefits of modularity
in an automated scoring system. InProc. of the Work-
shop on Using Toolsets and Architectures to Build NLP
Systems, 18th Int’l Conference on Computational Lin-
guistics, Luxembourg.

J. Burstein. 2003. The e-rater scoring engine: Auto-
mated essay scoring with natural language process-
ing. In M. D. Shermis and J. Burstein, editors,Auto-
mated essay scoring: A cross-disciplinary perspective.
Lawrence Erlbaum Associates, Hillsdale, NJ.

S. Deerwester, S. T. Dumais, G. W. Furnas, T. K. Lan-
dauer, and R. Harshman. 1990. Indexing By Latent
Semantic Analysis.J. of the American Society for In-
formation Science, 41:391–407.

A. P. Dempster, N. M. Laird, and D. B. Rubin. 1977.
Maximum likelihood from incomplete data via the em
algorithm.J. of the Royal Statistical Society, 39:1–38.

P. W. Foltz, D. Laham, and T. K. Landauer. 1999a. Au-
tomated Essay Scoring: Applications to Educational
Technology. InProc. of Wolrd Conf. Educational Mul-
timedia, Hypermedia & Telecommunications, Seattle,
USA.

P. W. Foltz, D. Laham, and T. K. Landauer. 1999b.
The Intelligent Essay Assessor: Applications to
Educational Technology. Interactive Multime-
dia Electronic J. of Computer-Enhanced Learning,
1. http://imej.wfu.edu/articles/1999/
2/04/index.asp (Accessed 3.4.2005).

M. Girolami and A. Kab́an. 2003. On an Equivalence be-
tween PLSI and LDA. InProc. of the 26th Annual Int’l
ACM SIGIR Conf. on Research and Development in In-
formaion Retrieval, pages 433–434, Toronto, Canada.
ACM Press.

M. Hearst, K. Kukich, M. Light, L. Hirschman, J. Burger,
E. Breck, L. Ferro, T. K. Landauer, D. Laham, P. W.
Foltz, and R. Calfee. 2000. The Debate on Automated
Essay Grading.IEEE Intelligent Systems, 15:22–37.

T. Hofmann. 2001. Unsupervised Learning by Proba-
bilistic Latent Semantic Analysis.Machine Learning,
42:177–196.

T. Kakkonen and E. Sutinen. 2004. Automatic As-
sessment of the Content of Essays Based on Course
Materials. InProc. of the Int’l Conf. on Information
Technology: Research and Education, pages 126–130,
London, UK.

T. Kakkonen, N. Myller, and E. Sutinen. 2004. Semi-
Automatic Evaluation Features in Computer-Assisted
Essay Assessment. InProc. of the 7th IASTED Int’l
Conf. on Computers and Advanced Technology in Ed-
ucation, pages 456–461, Kauai, Hawaii, USA.

T. Kakkonen, N. Myller, E. Sutinen, and J. Timonen.
2005. Comparison of Dimension Reduction Methods
for Automated Essay Grading. Submitted.

T. K. Landauer, D. Laham, B. Rehder, and M. E.
Schreiner. 1997. How well can passage meaning be
derived without using word order? A comparison of
Latent Semantic Analysis and humans. InProc. of the
19th Annual Meeting of the Cognitive Science Society,
Mawhwah, NJ. Erlbaum.

T. K. Landauer, P. W. Foltz, and D. Laham. 1998. In-
troduction to latent semantic analysis.Discourse Pro-
cesses, 25:259–284.

B. Lemaire and P. Dessus. 2001. A System to Assess the
Semantic Content of Student Essays.J. of Educational
Computing Research, 24:305–320.

Lingsoft. 2005.http://www.lingsoft.fi/ (Ac-
cessed 3.4.2005).

E. B. Page and N. S. Petersen. 1995. The computer
moves into essay grading.Phi Delta Kappan, 76:561–
565.

E. B. Page. 1966. The imminence of grading essays by
computer.Phi Delta Kappan, 47:238–243.

M. D. Shermis, H. R. Mzumara, J. Olson, and S. Harring-
ton. 2001. On-line Grading of Student Essays: PEG
goes on the World Wide Web.Assessment & Evalua-
tion in Higher Education, 26:247.

D. Steinhart. 2000.Summary Street: an LSA Based Intel-
ligent Tutoring System for Writing and Revising Sum-
maries. Ph.D. thesis, University of Colorado, Boulder,
Colorado.

P. Wiemer-Hastings and A. Graesser. 2000. Select-a-
Kibitzer: A computer tool that gives meaningful feed-
back on student compositions.Interactive Learning
Environments, 8:149–169.

P. Wiemer-Hastings, K. Wiemer-Hastings, and
A. Graesser. 1999. Approximate natural lan-
guage understanding for an intelligent tutor. In
Proc. of the 12th Int’l Artificial Intelligence Research
Symposium, pages 172–176, Menlo Park, CA, USA.

36



Proceedings of the 2nd Workshop on Building Educational Applications Using NLP,
pages 37–44, Ann Arbor, June 2005.c©Association for Computational Linguistics, 2005

Using Syntactic Information to Identify Plagiarism
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Abstract

Using keyword overlaps to identify pla-
giarism can result in many false negatives
and positives: substitution of synonyms
for each other reduces the similarity be-
tween works, making it difficult to rec-
ognize plagiarism; overlap in ambiguous
keywords can falsely inflate the similar-
ity of works that are in fact different in
content. Plagiarism detection based on
verbatim similarity of works can be ren-
dered ineffective when works are para-
phrased even in superficial and immate-
rial ways. Considering linguistic informa-
tion related to creative aspects of writing
can improve identification of plagiarism
by adding a crucial dimension to evalu-
ation of similarity: documents that share
linguistic elements in addition to content
are more likely to be copied from each
other. In this paper, we present a set of
low-level syntactic structures that capture
creative aspects of writing and show that
information about linguistic similarities
of works improves recognition of plagia-
rism (over tfidf-weighted keywords alone)
when combined with similarity measure-
ments based on tfidf-weighted keywords.

1 Introduction

To plagiarize is “to steal and pass off (the ideas
or words of another) as one’s own; [to] use (an-
other’s production) without crediting the source; [or]

to commit literary theft [by] presenting as new and
original an idea or product derived from an exist-
ing source”.1 Plagiarism is frequently encountered
in academic settings. According to turnitin.com, a
2001 survey of 4500 high school students revealed
that “15% [of students] had submitted a paper ob-
tained in large part from a term paper mill or web-
site”. Increased rate of plagiarism hurts quality of
education received by students; facilitating recog-
nition of plagiarism can help teachers control this
damage.

To facilitate recognition of plagiarism, in the re-
cent years many commercial and academic prod-
ucts have been developed. Most of these approaches
identify verbatim plagiarism2 and can fail when
works are paraphrased. To recognize plagiarism
in paraphrased works, we need to capture similar-
ities that go beyond keywords and verbatim over-
laps. Two works that exhibit similarity both in their
conceptual content (as indicated by keywords) and
in their expression of this content should be consid-
ered more similar than two works that are similar
only in content. In this context, content refers to
the story or the information; expression refers to the
linguistic choices of authors used in presenting the
content, i.e., creative elements of writing, such as
whether authors tend toward passive or active voice,
whether they prefer complex sentences with embed-
ded clauses or simple sentences with independent
clauses, as well as combinations of such choices.

Linguistic information can be a source of power
for measuring similarity between works based on

1www.webster.com
2www.turnitin.com
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their expression of content. In this paper, we use lin-
guistic information related to the creative aspects of
writing to improve recognition of paraphrased doc-
uments as a first step towards plagiarism detection.
To identify a set of features that relate to the linguis-
tic choices of authors, we rely on different syntactic
expressions of the same content. After identifying
the relevant features (which we call syntactic ele-
ments of expression), we rely on patterns in the use
of these features to recognize paraphrases of works.

In the absence of real-life plagiarism data, in this
paper, we use a corpus of parallel translations of
novels as surrogate for plagiarism data. Transla-
tions of titles, i.e., original works, into English by
different people provide us with books that are para-
phrases of the same content. We use these para-
phrases to automatically identify:

1. Titles even when they are paraphrased, and

2. Pairs of book chapters that are paraphrases of
each other.

Our first experiment shows that syntactic elements
of expression outperform all baselines in recogniz-
ing titles even when they are paraphrased, provid-
ing a way of recognizing copies of works based on
the similarities in their expression of content. Our
second experiment shows that similarity measure-
ments based on the combination of tfidf-weighted
keywords and syntactic elements of expression out-
perform the weighted keywords in recognizing pairs
of book chapters that are paraphrases of each other.

2 Related Work

We define expression as “the linguistic choices of
authors in presenting a particular content” (Uzuner,
2005; Uzuner and Katz, 2005). Linguistic similarity
between works has been studied in the text classifi-
cation literature for identifying the style of an author.
However, it is important to differentiate expression
from style. Style refers to the linguistic elements
that, independently of content, persist over the works
of an author and has been widely studied in author-
ship attribution. Expression involves the linguistic
elements that relate to how an author phrases par-
ticular content and can be used to identify potential
copyright infringement or plagiarism. Similarities

in the expression of similar content in two differ-
ent works signal potential copying. We hypothesize
that syntax plays a role in capturing expression of
content. Our approach to recognizing paraphrased
works is based on phrase structure of sentences in
general, and structure of verb phrases in particular.

Most approaches to similarity detection use com-
putationally cheap but linguistically less informed
features (Peng and Hengartner, 2002; Sichel, 1974;
Williams, 1975) such as keywords, function words,
word lengths, and sentence lengths; approaches that
include deeper linguistic information, such as syn-
tactic information, usually incur significant compu-
tational costs (Uzuner et al., 2004). Our approach
identifies useful linguistic information without in-
curring the computational cost of full text pars-
ing; it uses context-free grammars to perform high-
level syntactic analysis of part-of-speech tagged
text (Brill, 1992). It turns out that such a level of
analysis is sufficient to capture syntactic informa-
tion related to creative aspects of writing; this in
turn helps improve recognition of paraphrased doc-
uments. The results presented here show that ex-
traction of useful linguistic information for text clas-
sification purposes does not have to be computa-
tionally prohibitively expensive, and that despite the
tradeoff between the accuracy of features and com-
putational efficiency, we can extract linguistically-
informed features without full parsing.

3 Identifying Creative Aspects of Writing

In this paper, we first identify linguistic elements
of expression and then study patterns in the use of
these elements to recognize a work even when it is
paraphrased. Translated literary works provide ex-
amples of linguistic elements that differ in expres-
sion but convey similar content. These works pro-
vide insight into the linguistic elements that capture
expression. For example, consider the following se-
mantically equivalent excerpts from three different
translations of Madame Bovary by Gustave Flaubert.

Excerpt 1: “Now Emma would often take it into
her head to write him during the day. Through her
window she would signal to Justin, and he would
whip off his apron and fly to la huchette. And when
Rodolphe arrived in response to her summons, it
was to hear that she was miserable, that her husband
was odious, that her life was a torment.” (Trans-
lated by Unknown1.)
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Excerpt 2: “Often, even in the middle of the day,
Emma suddenly wrote to him, then from the win-
dow made a sign to Justin, who, taking his apron
off, quickly ran to la huchette. Rodolphe would
come; she had sent for him to tell him that she was
bored, that her husband was odious, her life fright-
ful.” (Translated by Aveling.)

Excerpt 3: “Often, in the middle of the day, Emma
would take up a pen and write to him. Then she
would beckon across to Justin, who would off with
his apron in an instant and fly away with the letter
to la huchette. And Rodolphe would come. She
wanted to tell him that life was a burden to her, that
she could not endure her husband and that things
were unbearable.” (Translated by Unknown2.)

Inspired by syntactic differences displayed in
such parallel translations, we identified a novel set
of syntactic features that relate to how people con-
vey content.

3.1 Syntactic Elements of Expression

We hypothesize that given particular content, au-
thors choose from a set of semantically equivalent
syntactic constructs to express this content. To para-
phrase a work without changing content, people
try to interchange semantically equivalent syntactic
constructs; patterns in the use of various syntactic
constructs can be sufficient to indicate copying.

Our observations of the particular expressive
choices of authors in a corpus of parallel translations
led us to define syntactic elements of expression in
terms of sentence-initial and -final phrase structures,
semantic classes and argument structures of verb
phrases, and syntactic classes of verb phrases.

3.1.1 Sentence-initial and -final phrase
structures

The order of phrases in a sentence can shift the
emphasis of a sentence, can attract attention to par-
ticular pieces of information and can be used as an
expressive tool.

1 (a) Martha can finally put some money in the bank.
(b) Martha can put some money in the bank, finally.
(c) Finally, Martha can put some money in the bank.

2 (a) Martha put some money in the bank on Friday.
(b) On Friday, Martha put some money in the bank.
(c) Some money is what Martha put in the bank on Fri-

day.
(d) In the bank is where Martha put some money on

Friday.

The result of such expressive changes affect the
distributions of various phrase types in sentence-
initial and -final positions; studying these distribu-
tions can help us capture some elements of expres-
sion. Despite its inability to detect the structural
changes that do not affect the sentence-initial and
-final phrase types, this approach captures some of
the phrase-level expressive differences between se-
mantically equivalent content; it also captures dif-
ferent sentential structures, including question con-
structs, imperatives, and coordinating and subordi-
nating conjuncts.

3.1.2 Semantic Classes of Verbs
Levin (1993) observed that verbs that exhibit sim-

ilar syntactic behavior are also related semantically.
Based on this observation, she sorted 3024 verbs
into 49 high-level semantic classes. Verbs of “send-
ing and carrying”, such as convey, deliver,
move, roll, bring, carry, shuttle, and
wire, for example, are collected under this seman-
tic class and can be further broken down into five
semantically coherent lower-level classes which in-
clude “drive verbs”, “carry verbs”, “bring and take
verbs”, “slide verbs”, and “send verbs”. Each of
these lower-level classes represents a group of verbs
that have similarities both in semantics and in syn-
tactic behavior, i.e., they can grammatically un-
dergo similar syntactic alternations. For example,
“send verbs” can be seen in the following alterna-
tions (Levin, 1993):

1. Base Form

• Nora sent the book to Peter.
• NP + V + NP + PP.

2. Dative Alternation

• Nora sent Peter the book.
• NP + V + NP + NP.

Semantics of verbs in general, and Levin’s verb
classes in particular, have previously been used for
evaluating content and genre similarity (Hatzivas-
siloglou et al., 1999). In addition, similar seman-
tic classes of verbs were used in natural language
processing applications: START was the first nat-
ural language question answering system to use
such verb classes (Katz and Levin, 1988). We use
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Levin’s semantic verb classes to describe the ex-
pression of an author in a particular work. We as-
sume that semantically similar verbs are often used
in semantically similar syntactic alternations; we
describe part of an author’s expression in a par-
ticular work in terms of the semantic classes of
verbs she uses and the particular argument struc-
tures, e.g., NP + V + NP + PP, she prefers for them.
As many verbs belong to multiple semantic classes,
to capture the dominant semantic verb classes in
each document we credit all semantic classes of all
observed verbs. We extract the argument structures
from part of speech tagged text, using context-free
grammars (Uzuner, 2005).

3.1.3 Syntactic Classes of Verbs
Levin’s verb classes include exclusively “non-

embedding verbs”, i.e., verbs that do not take
clausal arguments, and need to be supplemented by
classes of “embedding verbs” that do take such argu-
ments. Alexander and Kunz (1964) identified syn-
tactic classes of embedding verbs, collected a com-
prehensive set of verbs for each class, and described
the identified verb classes with formulae written in
terms of phrasal and clausal elements, such as verb
phrase heads (Vh), participial phrases (Partcp.), in-
finitive phrases (Inf.), indicative clauses (IS), and
subjunctives (Subjunct.). We used 29 of the more
frequent embedding verb classes and identified their
distributions in different works. Examples of these
verb classes are shown in Table 1. Further examples
can be found in (Uzuner, 2005; Uzuner and Katz,
2005).

Syntactic Formula Example
NP + Vh + NP + from The belt kept him from dying.
+ Partcp.
NP + Vh + that + IS He admitted that he was guilty.
NP + Vh + that I request that she go alone.
+ Subjunct.
NP + Vh + to + Inf. My father wanted to travel.
NP + Vh + wh + IS He asked if they were alone.
NP + pass. + Partcp. He was seen stealing.

Table 1: Sample syntactic formulae and examples of
embedding verb classes.

We study the syntax of embedding verbs by iden-
tifying their syntactic class and the structure of
their observed embedded arguments. After identi-
fying syntactic and semantic characteristics of verb

phrases, we combine these features to create fur-
ther elements of expression, e.g., syntactic classes
of embedding verbs and the classes of semantic non-
embedding verbs they co-occur with.

4 Evaluation

We tested sentence-initial and -final phrase struc-
tures, semantic and syntactic classes of verbs, and
structure of verb arguments, i.e., syntactic elements
of expression, in paraphrase recognition and in pla-
giarism detection in two ways:

• Recognizing titles even when they are para-
phrased, and

• Recognizing pairs of book chapters that are
paraphrases of each other.

For our experiments, we split books into chapters,
extracted all relevant features from each chapter, and
normalized them by the length of the chapter.

4.1 Recognizing Titles

Frequently, people paraphrase parts of rather than
complete works. For example, they may paraphrase
chapters or paragraphs from a work rather than the
whole work. We tested the effectiveness of our
features on recognizing paraphrased components of
works by focusing on chapter-level excerpts (smaller
components than chapters have very sparse vectors
given our sentence-level features and will be the
foci of future research) and using boosted decision
trees (Witten and Frank, 2000).

Our goal was to recognize chapters from the ti-
tles in our corpus even when some titles were para-
phrased into multiple books; in this context, titles
are original works and paraphrased books are trans-
lations of these titles. For this, we assumed the ex-
istence of one legitimate book from each title. We
used this book to train a model that captured the syn-
tactic elements of expression used in this title. We
used the remaining paraphrases of the title (i.e., the
remaining books paraphrasing the title) as the test
set—these paraphrases are considered to be plagia-
rized copies and should be identified as such given
the model for the title.

40



4.1.1 Data
Real life plagiarism data is difficult to obtain.

However, English translations of foreign titles ex-
ist and can be obtained relatively easily. Titles that
have been translated on different occasions by dif-
ferent translators and that have multiple translations
provide us with examples of books that paraphrase
the same content and serve as our surrogate for pla-
giarism data.

To evaluate syntactic elements of expression on
recognizing paraphrased chapters from titles, we
compared the performance of these features with
tfidf-weighted keywords on a 45-way classifica-
tion task. The corpus used for this experiment
included 49 books from 45 titles. Of the 45 ti-
tles, 3 were paraphrased into a total of 7 books
(3 books paraphrased the title Madame Bovary, 2
books paraphrased 20000 Leagues, and 2 books
paraphrased The Kreutzer Sonata). The remaining
titles included works from J. Austen (1775-1817),
C. Dickens (1812-1870), F. Dostoyevski (1821-
1881), A. Doyle (1859-1887), G. Eliot (1819-
1880), G. Flaubert (1821-1880), T. Hardy (1840-
1928), V. Hugo (1802-1885), W. Irving (1789-
1859), J. London (1876-1916), W. M. Thack-
eray (1811-1863), L. Tolstoy (1828-1910), I. Tur-
genev (1818-1883), M. Twain (1835-1910), and
J. Verne (1828-1905).

4.1.2 Baseline Features
The task described in this section focuses on rec-

ognizing paraphrases of works based on the way
they are written. Given the focus of authorship attri-
bution literature on “the way people write”, to eval-
uate the syntactic elements of expression on recog-
nizing paraphrased chapters of a work, we compared
these features against features frequently used in au-
thorship attribution as well as features used in con-
tent recognition.

Tfidf-weighted Keywords: Keywords, i.e., con-
tent words, are frequently used in content-based text
classification and constitute one of our baselines.

Function Words: In studies of authorship at-
tribution, many researchers have taken advantage
of the differences in the way authors use function
words (Mosteller and Wallace, 1963; Peng and Hen-
gartner, 2002). In our studies, we used a set of 506
function words (Uzuner, 2005).

Distributions of Word Lengths and Sentence
Lengths: Distributions of word lengths and sen-
tence lengths have been used in the literature for
authorship attribution (Mendenhall, 1887; Williams,
1975; Holmes, 1994). We include these features
in our sets of baselines along with information
about means and standard deviations of sentence
lengths (Holmes, 1994).

Baseline Linguistic Features: Sets of surface,
syntactic, and semantic features have been found to
be useful for authorship attribution and have been
adopted here as baseline features. These features
included: the number of words and the number of
sentences in the document; type–token ratio; aver-
age and standard deviation of the lengths of words
(in characters) and of the lengths of sentences (in
words) in the document; frequencies of declara-
tive sentences, interrogatives, imperatives, and frag-
mental sentences; frequencies of active voice sen-
tences, be-passives and get-passives; frequencies of
’s-genitives, of-genitives and of phrases that lack
genitives; frequency of overt negations, e.g., “not”,
“no”, etc.; and frequency of uncertainty markers,
e.g., “could”, “possibly”, etc.

4.1.3 Experiment
To recognize chapters from the titles in our corpus

even when some titles were paraphrased into mul-
tiple books, we randomly selected 40–50 chapters
from each title. We used 60% of the selected chap-
ters from each title for training and the remaining
40% for testing. For paraphrased titles, we selected
training chapters from one of the paraphrases and
testing chapters from the remaining paraphrases. We
repeated this experiment three times; at each round,
a different paraphrase was chosen for training and
the rest were used for testing.

Our results show that, on average, syntactic ele-
ments of expression accurately recognized compo-
nents of titles 73% of the time and significantly out-
performed all baselines3 (see middle column in Ta-
ble 2).4

3The tfidf-weighted keywords used in this experiment do not
include proper nouns. These words are unique to each title and
can be easily replaced without changing content or expression
in order to trick a plagiarism detection system that would rely
on proper nouns.

4For the corpora used in this paper, a difference of 4% or
more is statistically significant with α = 0.05.
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Feature Set Avg. Avg.
accuracy accuracy
(complete (para-
corpus) phrases)

only
Syntactic elements of expression 73% 95%
Function words 53% 34%
Tfidf-weighted keywords 47% 38%
Baseline linguistic 40% 67%
Dist. of word length 18% 54%
Dist. of sentence length 12% 17%

Table 2: Classification results (on the test set) for
recognizing titles in the corpus even when some ti-
tles are paraphrased (middle column) and classifi-
cation results only on the paraphrased titles (right
column). In either case, random chance would rec-
ognize a paraphrased title 2% of the time.

The right column in Table 2 shows that the syntac-
tic elements of expression accurately recognized on
average 95% of the chapters taken from paraphrased
titles. This finding implies that some of our elements
of expression are common to books that are derived
from the same title. This commonality could be due
to the similarity of their content or due to the under-
lying expression of the original author.

4.2 Recognizing Pairs of Paraphrased
Chapters

Experiments in Section 4.1 show that we can use
syntactic elements of expression to recognize titles
and their components based on the way they are
written even when some works are paraphrased. In
this section, our goal is to identify pairs of chapters
that paraphrase the same content, i.e., chapter 1 of
translation 1 of Madame Bovary and chapter 1 of
translation 2 of Madame Bovary. For this evalua-
tion, we used a similar approach to that presented by
Nahnsen et al. (2005).

4.2.1 Data

Our data for this experiment included 47 chap-
ters from each of two translations of 20000 Leagues
under the Sea (Verne), 35 chapters from each of 3
translations of Madame Bovary (Flaubert), 28 chap-
ters from each of two translations of The Kreutzer
Sonata (Tolstoy), and 365 chapters from each of 2
translations of War and Peace (Tolstoy). Pairing
up the chapters from these titles provided us with

more than 1,000,000 chapter pairs, of which approx-
imately 1080 were paraphrases of each other.5

4.2.2 Experiment
For experiments on finding pairwise matches, we

used similarity of vectors of tfidf-weighted key-
words;6 and the multiplicative combination of the
similarity of vectors of tfidf-weighed keywords of
works with the similarity of vectors of syntactic ele-
ments of expression of these works. We used cosine
to evaluate the similarity of the vectors of works. We
omitted the remaining baseline features from this
experiment—they are features that are common to
majority of the chapters from each book, they do
not relate to the task of finding pairs of chapters that
could be paraphrases of each other.

We ranked all chapter pairs in the corpus based
on their similarity. From this ranked list, we iden-
tified the top n most similar pairs and predicted that
they are paraphrases of each other. We evaluated our
methods with precision, recall, and f-measure.7

Figure 1: Precision.

Figures 1, 2, and 3 show that syntactic elements
of expression improve the performance of tfidf-
weighted keywords in recognizing pairs of para-
phrased chapters significantly in terms of precision,
recall, and f-measure for all n; in all of these figures,
the blue line marked syn tfidf represents the per-
formance of tfidf-weighted keywords enhanced with

5Note that this number double-counts the paraphrased pairs;
however, this fact is immaterial for our discussion.

6In this experiment, proper nouns are included in the
weighted keywords.

7The ground truth marks only the same chapter from two
different translations of the same title as similar, i.e., chapter x

of translation 1 of Madame Bovary and chapter y of translation
2 of Madame Bovary are similar only when x = y.
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Figure 2: Recall.

syntactic elements of expression. More specifically,
the peak f-measure for tfidf-weighted keywords is
approximately 0.77 without contribution from syn-
tactic elements of expression. Adding information
about similarity of syntactic features to cosine sim-
ilarity of tfidf-weighted keywords boosts peak f-
measure value to approximately 0.82.8 Although
the f-measure of both representations degrade when
n > 1100, this degradation is an artifact of the eval-
uation metric: the corpus includes only 1080 similar
pairs, at n > 1100, recall is very close to 1, and
therefore increasing n hurts overall performance.

Figure 3: F-measure.

5 Conclusion

Plagiarism is a problem at all levels of education.
Increased availability of digital versions of works
makes it easier to plagiarize others’ work and the
large volumes of information available on the web
makes it difficult to identify cases of plagiarism.

8The difference is statistically significant at α = 0.05.

To identify plagiarism even when works are para-
phrased, we propose studying the use of particular
syntactic constructs as well as keywords in docu-
ments.

This paper shows that syntactic information can
help recognize works based on the way they are
written. Syntactic elements of expression that fo-
cus on the changes in the phrase structure of works
help identify paraphrased components of a title. The
same features help improve identification of pairs
of chapters that are paraphrases of each other, de-
spite the content these chapters share with the rest
of the chapters taken from the same title. The re-
sults presented in this paper are based on experi-
ments that use translated novels as surrogate for pla-
giarism data. Our future work will extend our study
to real life plagiarism data.
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Abstract 

Our goal is to develop tools for facili-
tating the authoring of conversational 
agents for educational applications, and 
in particular to enable non-
computational linguists to accomplish 
this task efficiently.  Such a tool would 
benefit both learning researchers, al-
lowing them to study dialogue in new 
ways, and educational technology re-
searchers, allowing them to quickly 
build dialogue based help systems for 
tutoring systems. We argue in favor of 
a user-centered design methodology.  
We present our work-in-progress de-
sign for authoring, which is motivated 
by our previous tool development ex-
periences and preliminary contextual 
interviews and then refined through 
user testing and iterative design.   

1 Introduction 

This paper reports work in progress towards 
developing TuTalk, an authoring environment 
developed with the long term goal of enabling 
the authoring of effective tutorial dialogue 
agents.  It was designed for developers without 
expertise in knowledge representation, artificial 
intelligence, or computational linguistics.  In our 
previous work we have reported progress to-

wards the development of authoring tools spe-
cifically focusing on robust language 
understanding capabilities (Rosé et al., 2003; 
Rosé & Hall, 2004; Rosé, et al., 2005).  In this 
paper, we explore issues related to authoring 
both at the dialogue and sentence level, as well 
as the interaction between these two levels of 
authoring.  Some preliminary work on the un-
derlying architecture is reported in (Jordan, Ro-
sé, & VanLehn, 2001; Aleven & Rosé, 2004; 
Rosé & Torrey, 2004).  In this paper we focus 
on the problem of making this computational 
linguistics technology accessible to our target 
user population.   

We are developing the TuTalk authoring en-
vironment in connection with a number of exist-
ing local research projects related to educational 
technology in general and tutorial dialogue in 
particular.  It is being developed primarily for 
use within the Pittsburgh Sciences of Learning 
Center (PSLC) data shop, which includes devel-
opment efforts for a suite of authoring tools to 
be used for building the infrastructure for 7 dif-
ferent computer enhanced courses designated as 
LearnLab courses.  These LearnLab courses, 
which are conducted within local secondary 
schools as well as universities, and which in-
clude Chinese, French, English as a Second 
Language, Physics, Algebra, Geometry, and 
Chemistry, involve heavy use of technology 
both for the purpose of supporting learning as 
well as for the purpose of conducting learning 
research in a classroom setting.  Other local pro-
jects related to calculus and thermodynamics 
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tutoring also have plans to use TuTalk.  In this 
paper we will discuss specifically how we have 
used corpora related to ESL, physics, thermody-
namics, and calculus in our development effort. 

To support this multi-domain effort, it is es-
sential that the technology we develop be do-
main independent and usable by a non-technical 
user population, or at least a user population not 
possessing expertise in knowledge representa-
tion, artificial intelligence, or computational lin-
guistics.  Thus, we are employing a corpus based 
methodology that bootstraps domain specific 
authoring using examples of desired conversa-
tional behavior for the domain. 

2 A Historical Perspective 

While a focus on design based on standards 
and practices from human-computer interaction 
community have not received a great deal of 
attention in previously published tool develop-
ment efforts known to the computational linguis-
tics community, our experience tells us that 
insufficient attention to these details leads to the 
development of tools that are unusable, particu-
larly to the user population that we target with 
our work. 

Some desiderata related to the design of our 
system are obvious based on our target user 
population.  Currently, many educational tech-
nology oriented research groups do not have 
computational linguists on their staff with the 
expertise required to author domain specific 
knowledge sources for use with sophisticated 
state-of-the-art understanding systems, such as 
CARMEL (Rosé, 2000) or TRIPS (Allen et al., 
2001). However, previous studies have shown 
that, while scaffolding and guidance is required 
to support the authoring process, non-
computational linguists possess many of the ba-
sic skills required to author conversational inter-
faces (Rosé, Pai, & Arguello, 2005). Because the 
main barrier of entry to such sophisticated tools 
are expertise in understanding the underlying 
data structures and linguistically motivated rep-
resentation, our tools should have an interface 
that masks the unnecessary details and provides 
intuitive widgets that manipulate the data in 
ways that are consistent with the mental models 
the users bring with them to the authoring proc-
ess.  In order to be maximally accessible to de-

velopers of educational technology, the system 
should involve minimal programming.   

The design of Carmel-Tools (Rosé et al., 
2003; Rosé & Hall, 2004), the first generation of 
our authoring tools, was based on these obvious 
desiderata and not on any in-depth analysis of 
data collected from our target user population.  
While an evaluation of the underlying computa-
tional linguistics technology showed promise 
(Rosé & Hall, 2004), the results from actual au-
thoring use were tremendously disappointing.  

A formal study reported in (Rosé, et al., 2005) 
demonstrates that even individuals with exper-
tise in computational linguistics have difficulty 
predicting the coverage of knowledge sources 
that would be generated automatically from ex-
ample texts annotated with desired representa-
tions. Informal user studies involving actual use 
of Carmel-Tools then showed that a conse-
quence of this lack of ability is that authors were 
left without a clear strategy for moving through 
their corpus.  As a result, time was lost from an-
notating examples that did not yield the maxi-
mum amount of new knowledge in the generated 
knowledge sources.  Furthermore, since authors 
tended not to test the generated knowledge 
sources as they were annotating examples, errors 
were difficult for them to track later, despite fa-
cilities designed to help them with that task.   

Another finding from our user studies was 
that although the interface prevented authors 
from violating the constraints they designed into 
their predicate language, it did not keep authors 
from annotating similar texts with very different 
representations, thus introducing a great deal of 
spurious ambiguity.  Thus, they did not naturally 
maintain consistency in their application of their 
own designed meaning representation languages 
across example texts.  An additional problem 
was that authors sometimes decomposed exam-
ples in ways that lead to overly general rules, 
which then lead to incorrect analyses when these 
rules matched inappropriate examples.   

These disappointing results convinced us of 
the importance of taking a user-centered design 
approach to our authoring interface redesign 
process. 
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3 Preliminary Design Intents from 
Contextual Interviews 

The core essence of the user-centered design 
approach is designing from data rather than from 
preconceived notions of what will be useful and 
what will work well.  Expert blind spots often 
lead to designs based on intuitions that overlook 
needs or overly emphasize issues that are not 
centrally important (Koedinger & Nathan, 2004; 
Nathan & Koedinger, 2000).  Contextual inquiry 
is used at an early stage in the user-centered de-
sign process to collect the foundational data on 
which to build a design (Beyer and Holtzbatt, 
2000). Contextual Inquiry is a popular method 
developed within the Human Computer Interac-
tion community where the design team gathers 
data from end users while watching what the 
users do in context of their work. Contextual 
interviews are used to illuminate these observa-
tions by engaging end-users in interviews in 
which they show specific instances within their 
work life that are relevant for the design process.  
These methods help define requirements as well 
as plan and prioritize important aspects of func-
tionality.  At the same time, the system design-
ers get a chance to gain insights about the users’ 
environment, tasks, cultural influences and diffi-
culties in the current processes.  

Many aspects of the Tutalk tool were de-
signed based on contextual inquiry (CI) data. 
The design team conducted five CIs with users 
who have experience in using existing authoring 
tools such as Carmel-Tools (Rosé & Hall, 2004). 
The design team leader also spent one week ob-
serving novice tool users working with the cur-
rent set of tools at an Intelligent Tutoring 
Summer School.  Here we will discuss some 
findings from those CIs and observations and 
how they motivated some general design intents, 
which we flesh out later in the paper.  

A common pattern we observed in our CIs 
was that having different floating windows for 
different tasks fills up the computer screen rela-
tively quickly and confuses authors as to where 
they are in the process of authoring.  The TuTalk 
design addresses this observed problem by an-
choring the main window and switching only the 
components of the window as needed.  A stan-
dard logic for layout and view switching helps 
authors know what to expect in different con-

texts.  Placement of buttons in TuTalk is consis-
tently near the textboxes that they control, and a 
bounding box is drawn around related sets of 
controls so that the user does not get lost trying 
to figure out where the buttons are or what they 
are for.   

We observed that authors needed to refer to 
cheat sheets and user documentation to use their 
current tools effectively and that different users 
did not employ the same terminology to refer to 
similar functionality, which made communica-
tion difficult.  Furthermore, their current suites 
of tools were not designed as one integrated en-
vironment.  Thus, a lot of shuffling of files from 
one directory to another was required in order to 
complete the authoring process.  Users without 
Unix operating system experience found this 
especially confusing.  Our goal is to require only 
very minimal documentation that can be ob-
tained on-line in the context of use.   

TuTalk is a single, integrated environment 
that makes use of GUI widgets for actions rather 
then requiring any text-based commands or file 
system activity.  In this way we hope to avoid 
requiring the users to use a manual or a “cheat-
sheet” reference for the commands they forget. 
As is common practice, TuTalk also uses consis-
tent labels throughout the interface to promote 
understandability and communication with tool 
developers as well as other dialogue system de-
velopers. 

4 Exploring the User’s Mental Model 
through User Studies 

As an additional way of gaining insights into 
what sort of interface would make the process of 
authoring conversational interfaces accessible, 
we conducted a small, exploratory user study in 
which we examined how members of our target 
user population think about the structure of lan-
guage.   

Two groups of college-level participants with 
no deep linguistics training were asked to read 
three transcribed conversations about ordering 
from a menu at a restaurant from our English as 
a Second Language corpus.  The three specific 
restaurant dialogues were chosen because of 
their breadth of topic coverage and richness in 
linguistic expression.  Participants were asked to 
perform tasks with these dialogues to mimic 
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three levels of conversational interface author-
ing: 
 
Macro Organization Tasks (dialogue level) 

Level 1. How authors understand, seg-
ment, and organize dialogue topics 
Level 2.  How authors generalize across 
dialogues as part of constructing a 
“model” script 

Micro Organization Task (sentence level) 
Level 3.  How authors categorize and 
decompose sentences within these dia-
logues 

 
The first group (Group A, five participants) 

was asked to perform Macro Organization Tasks 
before processing sentences for the Micro Or-
ganization Tasks.  The second group (Group B, 
four participants) was asked to perform these 
sets of tasks in the opposite order. 

Our findings for the Macro Organization 
Tasks showed that participants effectively broke 
down dialogues into segments that reflected in-
tuitive breaks in the conversation.  These topics 
were then organized into semantically related 
categories.  Although participants were not ex-
plicitly instructed on how to organize the topics, 
every participant used spatial proximity as a rep-
resentation for semantic relatedness. Another 
finding was the presence of primacy effects in 
the “model” restaurant scripts they were asked to 
construct. These scripts were heavily influenced 
by the first dialogue read. As a result, important 
topics that surfaced in the other two dialogues 
were omitted from the model scripts. 

Furthermore, we found that participants in 
Group B took much longer in completing the 
Micro Organization Task (35-40 minutes as op-
posed to 25-30 minutes) without performing the 
Macro Organization Tasks first. In general, we 
found that participants clustered sentences based 
on surface characteristics rather than creating 
ontologically similar classes that would be more 
useful from a system development perspective. 
In a follow-up study we are exploring ways of 
guiding users to cluster sentences in ways that 
are more useful from a system building perspec-
tive. 

Our preliminary findings show that getting an 
overall sense of the corpus facilitates micro-
level organization. This is hindered by two fac-

tors:  First, primacy effects interfere with macro-
level comprehension. Second, system developers 
struggle to strategically select portions of their 
corpus on which to focus their initial efforts.  

5 Stage One: Corpus Organization 

While existing tools from our previous work 
required authors to organize their corpus data 
prior to their interaction with the tools, both our 
contextual research and user studies indicated 
that support for organizing corpus data prior to 
authoring is important.   

In light of this concern, the TuTalk authoring 
process consists of three main stages.  Corpus 
collection, corpus data organization through 
what we call the InfoMagnet interface, and au-
thoring propper. First, a corpus is collected by 
asking users to engage in conversation using 
either a typed or spoken chat interface. In the 
case of spoken input, the speech is then tran-
scribed into textual form. Second, the raw cor-
pus data is automatically preprocessed for 
display and interactive organization using the 
InfoMagnet interface.  As part of the preprocess-
ing, dialogue protocols are segmented automati-
cally at topic boundaries, which can be adjusted 
by hand later during authoring propper.  The 
topic oriented segments are then clustered semi-
automatically into topic based classes. The out-
put from this stage is an XML file where dia-
logue segments are reassembled into their 
original dialogue contexts, with each utterance 
labeled by topic. This XML file is finally passed 
onto the authoring environment propper, which 
is then used for finer grained processing, such as 
shifting topic segment boundaries and labeling 
more detailed utterance functionality.   

Our design is for knowledge sources that are 
runable from our dialogue system engine to be 
generated directly from the knowledge base cre-
ated during the fine-grained authoring process as 
in Carmel-Tools (Rosé & Hall, 2004), however 
currently our focus is on iterative development 
of a prototype of the authoring interaction de-
sign.  Thus, more work is required to create the 
final end-to-end implementation.  In this section 
we focus on the design of the corpus collection 
and organization part of the authoring process. 
 

48



5.1 Corpus Collection  

An important part of our mission is developing 
technology that can use collected and automati-
cally pre-processed corpus data to guide and 
streamline the authoring process. Prior to the 
arduous process of organizing and extracting 
meaningful data, a corpus must be collected.  

As part of the PSLC and other local tutorial 
dialogue efforts we have collected corpus data 
from multiple domains that we have made use of 
in our development process. In particular, we 
have been working with data collected in con-
nection with the PSLC Physics and English as a 
Second Language LearnLab courses as well as 
local Calculus and Thermodynamics tutoring 
projects.  Currently we have physics tutoring 
data primarily from one physics tutor (interac-
tions with 40 students), thermodynamics data 
from four different tutors (interactions with 27 
students), Calculus data from four different tu-
tors (84 dialogues), and ESL dialogues collected 
from 15 pairs of students (30 dialogues alto-
gether).  

While we have drawn upon data from all of 
these domains for testing the underlying lan-
guage processing technology for our develop-
ment effort, for our user studies we have so far 
mainly drawn upon our ESL corpus, which in-
cludes conversations between students about 
every-day tasks such as ordering from a restau-
rant or about their pets.  We chose the language 
ESL data for our initial user tests because we 
expected it to be easy for a general population to 
relate to, but we plan to begin using calculus 
data as well.   

5.2 InfoMagnets Interface 

As mentioned previously, once the raw dia-
logue corpus is collected, the next step is to sift 
through this data and assign utterances (or 
groups of utterances) to classes conceptualized 
by the author. Clustering is a natural step in this 
kind of exploratory data analysis, as it promotes 
learning by grouping and generalizing from 
what we know about some of the objects in a 
cluster. For this purpose we have designed the 
InfoMagnets interface, which introduces a non-
technical metaphor to the task of iterative docu-
ment clustering. The InfoMagnets interface was 

designed to address the problems identified in 
the user study discussed above in Section 4.  
Specifically, we expected that those problems 
could be addressed with an interface that:  

1. Divides dialogues into topic based 
segments and automatically clusters 
them into conceptually similar classes 
2. Eliminates primacy effects of sequen-
tial dialogue consumption by creating an 
inclusive compilation of all dialogue 
topics 
3. Makes the topic similarity of docu-
ments easily accessible to the user  

 
The InfoMagnets interface is displayed in 

Figure 1.  The larger circles (InfoMagnets) cor-
respond to cluster centroids and the smaller ones 
(particles) correspond to actual spans of text. 
Lexical cohesion in the vector space translates 
into attraction in the InfoMagnet space. The at-
traction from each particle to each InfoMagnet is 
evident from the particle’s position with respect 
to all InfoMagnets and its reaction-time when an 
InfoMagnet is moved by the user, which causes 
the documents that have some attraction with it 
to redistribute themselves in the InfoMagnet 
space.  
 

 
Figure 1 InfoMagnets Interface 
 

Being an unsupervised learning method, clus-
tering often requires human-intervention for 
fine-tuning (e.g. removing semantically-weak 
discriminators, culling meaningless clusters, or 
deleting/splitting clusters too fine/coarse for the 
author’s purpose). The InfoMagnets interface 
provides all this functionality, while shielding 
the author from the computational details inher-
ent in these tasks 
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Initially, the corpus is clustered using the Bi-
secting K-means Algorithm described in (Kumar 
et al., 1998).  Although this is a hard clustering 
algorithm, the InfoMagnet interface shows the 
particles association with all clusters, given by 
the position of the particle. Using a cross-hair 
lens, the author is able to view the contents of 
each cluster centroid and each particle. The au-
thor is able to select a group of particles and 
view the common features between these parti-
cles and any InfoMagnet in the space. The inter-
face allows the editing of InfoMagnets by 
adding and removing features, splitting In-
foMagnets, and removing InfoMagnets. When 
the user edits an InfoMagnets, the effect in the 
particle distribution is shown immediately and in 
an animated way.  

5.3 XML format 

The data collected from the conversations 
in .txt format are reformatted into XML format 
before being displayed with InfoMagnet tool.  
The basic XML file contains a transcription of 
the conversational data and has the following 
structure: Under the top root tag, there is <dia-
logue> tag which designates the conversion 
about a topic. It has an “id” attribute so that we 
can keep track of each separate conversation. 
Then each sentence has a <sentence> tag with 
two attributes “uid” and “agent”. “uid” is a uni-
versal id and “agent” tells who was speaking.  
Additionally, sentences are grouped into seg-
ments, marked off with a <subtopic> tag. 

The user’s interaction with the InfoMagnet in-
terface adds a “subtopic-name” attribute to the 
subtopic tag. Then, the authoring interface 
proper, described below, allows for further ad-
justments and additions to the xml tags.  The 
final knowledge sources will be generated from 
this XML based representation. 

6 Authoring 

The authoring environment proper consists of 
two main views, namely the authoring view and 
tutoring view. The authoring view is where the 
author designs the behavior of the conversa-
tional agent. The authoring view has two levels; 
the topic level and the subtopic level. The tutor-
ing view is what a student will be looking at 

when interacting with the conversational agent. 
Our focus here is on the Authoring view. 

Authoring View: Topic Level 

The Topic level of the authoring view allows for 
manipulating the relationship between subtopics 
as well as the definition of the subtopic. Figure 2 
shows the topic level authoring view, which 
consists of two panels. In the left, the author in-
puts the description of the task that the student 
will engage in with the agent. The author can 
specify whether the student will be typing or 
talking, the title of the topic, the task description, 
an optional picture that aids with the task (such 
as a menu or a map of a city), and a time limit.  

In the right panel of the topic level authoring 
view, the structure imposed on the data by inter-
action with the InfoMagnets interface is dis-
played in sequential form. The top section of the 
interface (figure 2, section A) has a textbox for 
specifying an xml file to read. The next section 
(figure 2, section B), “Move / Rename Subtopic” 
displays the subtopics. The order of the subtop-
ics displayed in this section acts as a guideline 
for the agent to follow during the conversation. 
Double-clicking on a subtopic will display a 
subtopic view on the right panel. This view acts 
as a reference for the agent’s conversation 
within the subtopic and is explained in the next 
section. The author can also rearrange the order 
of subtopics by selecting a subtopic and using 
the “>” and “<” buttons to move the subtopic 
right or left respectively. “x” is used to delete 
the subtopic. The author can also specify 
whether the discussion of a subtopic is required 
(displayed in red) or optional (in green) using 
the checkbox that is labeled “required”. Clicking 
on the “Hide Opt” button will only display the 
required subtopics. 

The last section of the right panel in topic 
level authoring view (figure 2, section C) is ti-
tled “move subtopic divider”. A blue line de-
notes the border of the subtopic. The author can 
move the line up or down to move the boundary 
of the subtopics automatically inserted by the 
InfoMagnets interface. The author can also click 
on any part of conversation and press the “split” 
button to split the subtopic in two sections. In 
addition, she can change the label of the sub-
topic segment using the drop down list. 
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Figure 2: Topic Level Authoring View 

 

Authoring View: Subtopic Level 

While the Topic View portion of the authoring 
interface proper allows specification of which 
subtopics can occur as part of a dialogue, which 
are required and which are optional, and what 
the default ordering is, the Subtopic Level is for 
specification of the low level turn-by-turn details 
of what happens within a subtopic segment.  
This section reports early work on the design of 
this portion of the interface. 

The subtopic view displays a structure that the 
conversational agent refers to in deciding what 
its next contribution should be.  The building 
blocks from which knowledge sources for the 
dialogue engine will be generated are templates 
abstracted from example dialogue segments, 
similar to KCD specifications (Jordan, Rosé, & 
VanLehn, 2001; Rosé & Torry, 2004).  As part 
of the process of abstracting templates, each ut-
terance is tagged with its utterance type using a 
menu-based interface as in (Gweon et al., sub-
mitted).  The utterance type determines what 
would be an appropriate form for a response.  
Identifying this is meant to allow the dialogue 
manager to maintain coherence in the emerging 
dialogue.  Users may also trim out undesired 
portions of text from the actual example frag-
ments in abstracting out templates to be used for 
generating knowledge sources. 

Each utterance type has sets of template re-
sponse types associated with them. The full set 
of utterance types includes Open questions, 
Closed questions, Understanding check ques-
tions, Assertions, Commands/Requests, Ac-
knowledgements, Acceptances, and Rejections. 
The templates will not be used in their authored 
form.  Instead, they will be used to generate 
knowledge sources in the form required by the 
backend dialogue system as in (Rosé & Hall, 
2004), although this is still work in progress.  
Each template is composed of one or more ex-
changes during which the speaker who initiated 
the segment maintains conversational control. If 
control shifts to the other speakers, a new tem-
plate is used to guide the conversation.  After 
each of the controlling speaker’s turns within the 
segment are listed a number of prototypical re-
sponses.  One of these responses is a default re-
sponse that signals that the dialogue should 
proceed to the next turn in the template.  The 
other prototypical responses are associated with 
subgoals that are in turn associated with other 
templates.  Thus, the dialogue takes on a hierar-
chical structure.   

Mixed initiative interaction is meant to 
emerge from the underlying template-based 
structure by means of the multi-threaded dis-
course management approach discussed in (Rosé 
& Torrey, 2004).  To this end, templates are 
meant to be used in two ways.  The first way is 
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when the dialogue system has conversational 
control.  In this case, conversations can be man-
aged as in (Rosé et al., 2001). The second way in 
which templates are used is for determining how 
to respond when user’s have conversational con-
trol.  Provided that the user’s utterances match 
what is expected of the conversational partici-
pant who is in control based on the current tem-
plate, then the system can simply pick one of the 
expected responses.  Otherwise if at some point 
the user’s response does not match, the system 
should check whether the user is initiating yet a 
different segment.  If not, then the system should 
take conversational control. 

7 Future Plans 

In this paper we have discussed our user re-
search and design process to date for the devel-
opment of TuTalk, an authoring environment for 
conversational agents for educational purposes.  
We are continuing our user research and design 
iteration with the plan of end-to-end system test-
ing in actual use starting this summer. 
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Abstract

Direkt Profil is an automatic analyzer of
texts written in French as a second lan-
guage. Its objective is to produce an eval-
uation of the developmental stage of stu-
dents under the form of a grammatical
learner profile. Direkt Profil carries out
a sentence analysis based on developmen-
tal sequences, i.e. local morphosyntactic
phenomena linked to a development in the
acquisition of French.
The paper presents the corpus that we use
to develop the system and briefly, the de-
velopmental sequences. Then, it describes
the annotation that we have defined, the
parser, and the user interface. We con-
clude by the results obtained so far: on the
test corpus the systems obtains a recall of
83% and a precision of 83%.

1 Introduction
With few exceptions, systems for evaluating lan-
guage proficiency and for Computer-Assisted Lan-
guage Learning (CALL) do not use Natural Lan-
guage Processing (NLP) techniques. Typically, ex-
isting commercial and non-commercial programs
apply some sort of pattern-matching techniques to
analyze texts. These techniques not only reduce the
quality and the nature of the feedback but also limit
the range of possible CALL applications.

In this paper, we present a system that imple-
ments an automatic analysis of texts freely written
by learners. Research on Second Language Acqui-
sition (SLA) has shown that writing your own text
in a communicative and meaningful situation with
a feedback and/or an evaluation of its quality and
its form constitutes an excellent exercise to develop
second language skills.
The aim of the program, called Direkt Profil, is

to evaluate the linguistic level of the learners’ texts
in the shape of a learner profile. To analyze sen-
tences, the program relies on previous research on
second language development in French that item-
ized a number of specific constructions correspond-
ing to developmental sequences.

2 The CEFLE Lund Corpus
For the development and the evaluation of the sys-
tem, we used the CEFLE corpus (Corpus Écrit de
Français Langue Étrangère de Lund “Lund Written
Corpus of French as a Foreign Language”). This
corpus currently contains approximately 100,000
words (Ågren, 2005). The texts are narratives of
varied length and levels. We elicited them by ask-
ing 85 Swedish high-school students and 22 young
French to write stories evoked by a sequence of im-
ages. Figure 1 shows pictures corresponding to one
of them: Le voyage en Italie “The journey to Italy”.
The goal of the system being to analyze French as
a foreign language, we used the texts of the French
native speakers as control group.
The following narrative is an example from a be-
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ginner learner:

Elles sont deux femmes. Elles sont a
italie au une vacanse. Mais L’Auto est
très petite. Elles va a Italie. Au l’hothel
elles demande une chambre. Un homme a
le clé. Le chambre est grande avec deux
lies. Il fait chaud. C’est noir. Cette
deux femmes est a une restaurang. Dans
une bar cet deux hommes. Ils amour les
femmes. Ils parlons dans la bar. Ils ont
tres bien. Le homme et la femme partic-
ipat a un sightseeing dans la Rome. Ils
achetons une robe. La robe est verte. La
femme et l’homme reste au un banqe. Ils
c’est amour. La femme et l’homme est
au une ristorante. es hommes va avec les
femmes. L’auto est petite.

This text contains a certain number of typical
constructions for French as a foreign language:
parataxis, very simple word order, absence of ob-
ject pronouns, basic verb forms, agreement errors,
spelling mistakes. Research on the acquisition of
French as a foreign language has shown that these
constructions (and others) appear in a certain sys-
tematic fashion according to the proficiency level of
the learners. With Direkt Profil, we aim at detecting
automatically these structures and gathering them
so that they represent a grammatical learner profile.
This learner profile can ultimately be used to assess
learners’ written production in French.

3 Direkt Profil and Previous Work
Direkt Profil is an analyzer of texts written in French
as a foreign language. It is based on the linguistic
constructions that are specific to developmental se-
quences. We created an annotation scheme to mark
up these constructions and we used it to describe
them systematically and detect them automatically.
The analyzer parses the text of a learner, annotates
the constructions, and counts the number of occur-
rences of each phenomenon. The result is a text pro-
file based on these criteria and, possibly, an indica-
tion of the level of the text. A graphical user inter-
face (GUI) shows the results to the user and visual-
izes by different colors the detected structures. It is
important to stress that Direkt Profil is not a gram-
mar checker.

The majority of the tools in the field can be de-
scribed as writing assistants. They identify and
sometimes correct spelling mistakes and grammat-
ical errors. The line of programs leading to PLNLP
(Jensen et al., 1993) and NLPWin (Heidorn, 2000)
is one of the most notable achievements. The gram-
matical checker of PLNLP carries out a complete
parse. It uses binary phrase-structure rules and takes
into account some dependency relations. PLNLP is
targeted primarily, but not exclusively, to users writ-
ing in their mother tongue. It was created for En-
glish and then applied to other languages, including
French.
Other systems such as FreeText (Granger et al.,

2001) and Granska (Bigert et al., 2005) are rele-
vant to the CALL domain. FreeText is specifically
designed to teach language and adopts a interactive
approach. It uses phrase-structure rules for French.
In case of parsing failure, it uses relaxed constraints
to diagnose an error (agreement errors, for exam-
ple). Granska, unlike FreeText, carries out a par-
tial parsing. The authors justify this type of analysis
by a robustness, which they consider superior and
which makes it possible to accept more easily incor-
rect sentences.

4 An Analysis Based on Developmental
Sequences

The current systems differ with regard to the type
of analysis they carry out: complete or partial. The
complete analysis of sentences and the correction of
errors are difficult to apply to texts of learners with
(very) low linguistic level since the number of un-
known words and incorrect sentences are often ex-
tremely high.
We used a test corpus of 6,842 words to evalu-

ate their counts. In the texts produced by learners
at the lowest stage of development, Stage 1, nearly
100% of the sentences contained a grammatical er-
ror (98.9% were incorrect1) and 24.7% of the words
were unknown.2 At this stage of development, any
complete analysis of the sentences seems very diffi-
cult to us. On the other hand, in the control group the

1An “incorrect sentence” was defined as a sentence contain-
ing at least one spelling, syntactic, morphological, or semantic
error.

2An “unknown word” is a token that does not appear in the
lexicon employed by the system (ABU CNAM, see below)
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Figure 1: Le voyage en Italie “The journey to Italy”.

corresponding figures are 32.7% for incorrect sen-
tences and 10.6% for unknown words. More impor-
tantly, this analysis shows that using a quantification
of “unknown words” and “incorrect sentences” only
is insufficient to define the linguistic level of learn-
ers’ texts. Learners at Stage 3 have in fact fewer in-
correct sentences than learners from Stage 4 (70.5%
vs. 80.2%). Moreover, the percentage of unknown
words in the control group (the natives) is slightly
higher than that of learners from the Stage 4 (10.6%
vs. 10.4%). Thus, the simple count of errors is
also insufficient to distinguish more advanced learn-
ers from natives. To identify properly and to define
learners of various linguistic levels, we need more
detailed analyses and more fine-grained measures.
This is exactly the purpose of the developmental se-
quences and learner profiles implemented in Direkt
Profil.

5 Developmental Sequences in French
Direkt Profil carries out an analysis of local phenom-
ena related to a development in the acquisition of
French. These phenomena are described under the
form of developmental sequences. The sequences
are the result of empirical observations stemming

from large learner corpora of spoken language (Bart-
ning and Schlyter, 2004). They show that certain
grammatical constructions are acquired and can be
produced in spontaneous spoken language in a fixed
order. Clahsen and al. (1983) as well as Piene-
mann and Johnston, (1987) determined developmen-
tal sequences for German and spoken English. For
spoken French, Schlyter (2003) and Bartning and
Schlyter (2004) proposed 6 stages of development
and developmental sequences covering more than 20
local phenomena. These morphosyntactic phenom-
ena are described under the form of local structures
inside the verbal or nominal domain. Table 1 shows
a subset of these phenomena. It is a matter of current
debate in field of SLA to what extent these devel-
opmental sequences are independent of the mother
tongue.
The horizontal axis indicates the temporal devel-

opment for a particular phenomenon: The develop-
mental sequence. The vertical axis indicates the set
of grammatical phenomena gathered in such way
that they make up a “profile” or a stage of acqui-
sition. To illustrate better how this works, we will
compare the C (finite verb forms in finite contexts)
and G (object pronouns) phenomena.
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At Stage 1, the finite and infinitive forms coexist
in finite contexts. As the main verb of the sentence,
we find in the learners’ production je parle (tran-
scription of /je parl/ analyzed as a “finite form”) as
well as /je parle/ i.e. *je parler or *je parlé. The cur-
rent estimation is that in Stage 1, there are between
50 and 75% of finite forms in finite contexts. At
Stage 4, the percentage of finite forms has increased
to 90–98%. For this morphological phenomenon,
the developmental sequence describes a successive
“morphologization”.
The G phenomenon concerns the developmental

sequence of object pronouns. The first object pro-
nouns are placed in a postverbal position according
to the scheme Subject-Verb-Object (SVO), e.g. *je
vois le/la/lui (instead of je le/la vois). At Stage 3,
learners can produce phrases according to the SvOV
scheme (Pronoun-Auxiliary-Object-Verb): Je veux
le voir (correct) but also *j’ai le vu (incorrect). At
Stage 5, we observe je l’ai vu. For this syntactic phe-
nomenon, the developmental sequence describes a
change in the linear organization of the constituents.

6 Annotation

The concept of group, either noun group or verb
group, correct or not, represents the essential gram-
matical support of our annotation. The majority of
syntactic annotation standards for French takes such
groups into account in one way or another. Gendner
et al. (2004) is an example that reconciles a great
number of annotations. These standards are how-
ever insufficient to mark up all the constructions in
Table 1.
We defined a text annotation specific to Direkt

Profil based on the inventory of the linguistic phe-
nomena described by Bartning and Schlyter (2004)
(Table 1). We represented these phenomena by de-
cision trees whose final nodes correspond to a cate-
gory of analysis.
The annotation uses the XML format and anno-

tates the texts using 4 layers. Only the 3rd layer is
really grammatical:

• The first layer corresponds to the segmentation
of the text in words.

• The second layer annotates prefabricated ex-
pressions or sentences (e.g. je m’appelle).

These structures correspond to linguistic ex-
pressions learned “by heart” in a holistic fash-
ion. It has been shown that they have a great
importance in the first years of learning French.

• The third layer corresponds to a chunk anno-
tation of the text, restricted to the phenomena
to identify. This layer marks up simulta-
neously each word with its part-of-speech
and the verb and noun groups to which they
belong. The verb group incorporates subject
clitic pronouns. The XML element span
marks the groups and features an attribute
to indicate their class in the table. The tag
element annotates the words with attributes to
indicate the lemma, the part-of-speech, and
the grammatical features. The verb group in
the sentence Ils parlons dans la bar extracted
from the learner text above is annotated as:
<span class="p1_t1_c5131"><tag
pos="pro:nom:pl:p3:mas">Ils</tag>
<tag pos="ver:impre:pl:p1">
parlons </tag></span> dans la
bar. The class denoted p1_t1_c5131
corresponds to a “finite lexical verb, no
agreement”.

• The fourth layer counts structures typical of an
acquisition stage. It uses the counter XML
element, <counter id="counter.2"
counter_name="passe_compose"
rule_id="participe_4b"
value="1"/>.

7 Implementation

The running version of Direkt Profil is restricted to
the analysis of the verb groups and clitic pronouns.
For each category in Table 1, the program identifies
the corresponding constructions in a text and counts
them.
The analyzer uses manually written rules and a

lexicon of inflected terms. The variety of the con-
structions contained in the corpus is large and in or-
der not to multiply the number of rules, we chose
a constraint reinforcement approach. Conceptually,
the analyzer seeks classes of phrase structures in
which all the features are removed. It gradually
identifies the structures while varying the feature
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Ph. Stages 1 2 3 4 5 6
A. % of sentences

containing a verb
(in a conversa-
tion)

20–40% 30–40% 50% 60% 70% 75%

B. % of lexical
verbs showing
+/-finite opposi-
tion (types)

No opp.;
% in finite
forms
1–3sg

10–20%
of types in
opposition

About 50%
in opposi-
tion

Most in op-
position

All in op-
position

+

C. % of finite
forms of lexical
verbs in oblig-
atory contexts
(occurrences)

Finite
forms
50%–75%

Finite
forms
70–80%

Finite
forms:
80–90%

Finite
forms:
90–98%

Finite
forms:
100%

+

D. 1st, 2nd, 3rd

pers. sing.
(copula/aux)
est, a, va

No opposi-
tion:
J’ai/ c’est

Opposition
j’ai – il a
je suis – il
est

Isolated er-
rors *je va,
*je a

+ + +

E. % of 1st pers.
plural S-V agree-
ment nous V-ons
(occurrences)

– 70–80% 80–95% Errors in
complex
construc-
tions

+ +

F. 3rd pers. plural
S-V agreement
with viennent,
veulent, pren-
nent

– –
ils *prend

Isolated
cases of
agreement

50% of
cases with
agreement

Some
problems
remain

+

G. Object pronouns
(placement)

– SVO S(v)oV SovV
appears

Productive + (y, en)

H. % of gender
agreement
Article-Noun
(occurrences)

55–75% 60–80% 65–85% 70–90% 75–95% 90–
100%

Table 1: Developmental sequences adapted from Schlyter (2003); Bartning and Schlyter (2004).
Legend: – = no occurrences; + = acquired at a native-like level; aux = auxiliary; pers. = person; S-V =
Subject-Verb
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values. The recognition of the group boundaries is
done by a set of closed-class words and heuristics
inside the rules. It thus follows an old but robust
strategy used in particular by Vergne (1999), inter
alia, for French.

Direkt Profil applies a cascade of three sets of
rules to produce the four annotation layers. The
first unit segments the text in words. An interme-
diate unit identifies the prefabricated expressions.
The third unit annotates simultaneously the parts-of-
speech and the groups. Finally, the engine creates a
group of results and connects them to a profile. It
should be noted that the engine neither annotates all
the words, nor all segments. It considers only those
which are relevant for the determination of the stage.
The engine applies the rules from left to right then
from right to left to solve certain problems of agree-
ment.

The rules represent partial structures and are di-
vided into a condition part and an action part. The
condition part contains the search parameters. It can
be a lemma, a regular expression, or a class of inflec-
tion. The engine goes through the text and applies
the rules using a decision tree. It tests the condition
part to identify the sequences of contiguous words.
Each rule produces a positive (“match”) or negative
(“no match”) result. The rules are applied accord-
ing to the result of the condition part and annotate
the text, count the number of occurrences of the phe-
nomenon, and connect to another rule. By traversing
the nodes of the tree, the engine memorizes the rules
it has passed as well as the results of the condition
parts of these rules. When arriving at a final node,
the engine applies the action parts of all the rules.

The engine finds the words in a dictionary of
inflected terms. It does not correct the spelling
mistakes except for the accents and certain stems.
Learners frequently build erroneous past participles
inferring a wrong generalization of stems. An exam-
ple is the word *prendu (taken) formed on the stem
prend|re and of the suffix -u.
We used a lexicon available from the As-

sociation des Bibliophiles Universels’ web site
(http://abu.cnam.fr/) that we corrected and trans-
posed into XML. We also enriched it with verb
stems.

8 Interface
Direkt Profil merges the annotation levels in a result
object. This object represents the original text, the
annotation, the trace of the rule application, and the
counters. The result object, which can be saved, is
then transformed by the program to be presented to
the user. The display uses the XHTML 1.1 spec-
ifications which can be read by any Web browser.
Direkt Profil has a client-server architecture where
the server carries out the annotation of a text and the
client collects the text with an input form and inter-
acts with the user.
Figure 2 shows a screenshot of Direkt Profil’s

GUI displaying the analysis of the learner text
above. The interface indicates to the user by dif-
ferent colors all the structures that the analyzer de-
tected.

9 Results and Evaluation
We evaluated Direkt Profil with a subset of the CE-
FLE corpus. We chose 20 texts randomly distributed
on 4 learner stages. We also used 5 texts coming
from the control group. In this version, we did not
test the correction of the misspelled words: accent
and stems. Table 2 shows some statistics on the size
of the texts and Table 3 shows the results in the form
of recall and precision.
The results show that Direkt Profil detects well

the desired phenomena. It reveals also interesting
differences according to the levels of the texts. The
results show that Direkt Profil analyzes better the
learner texts than the texts from the native French
adolescents (control group). Without knowing ex-
actly why, we note that it suggests that the adopted
strategy, which aims at analyzing texts in French as
a foreign language, seems promising.

10 Conclusion and Future Work
We presented a system carrying out a machine anal-
ysis of texts based on developmental sequences. The
goal is to produce a learner profile. We built a parser
and developed a set of rules to annotate the texts. Di-
rekt Profil is integrated in a client-server architecture
and has an interface allowing the interaction with the
user.
The results show that it is possible to describe the

vast majority of the local structures defined by the
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Figure 2: The graphical user interface.

Stage 1 Stage 2 Stage 3 Stage 4 Control Total
Number of analyzed texts 5 5 5 5 5 25
Word count 740 1233 1571 1672 1626 6842
Sentence count 85 155 166 126 107 639
Average text length (in words) 148 247 314 334 325 274
Average length of sentences (in words) 8.7 7.9 9.5 13.3 15.2 10.9

Table 2: Test corpus.

Stage 1 Stage 2 Stage 3 Stage 4 Control Total
Reference structures 23 97 101 119 85 425
Detected structures 27 98 100 112 92 429
Correctly detected structures 15 81 89 96 73 354
Non detected structures 5 16 12 20 11 ()64
Overdetected structures 10 17 11 17 19 ()74
Recall 65% 84% 88% 81% 86% 83%
Precision 56% 83% 89% 86% 79% 83%
F-measure 0.6 0.83 0.89 0.83 0.82 0.83

Table 3: Results.
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developmental sequences under the form of rules.
Direkt Profil can then detect them and automatically
analyze them. We can thus check the validity of the
acquisition criteria.
In the future, we intend to test Direkt Profil in

teaching contexts to analyze and specify, in an au-
tomatic way, the grammatical level of a learner. The
program could be used by teachers to assess student
texts as well as by the students themselves as a self-
assessment and as a part of their learning process.
A preliminary version of Direkt Pro-

fil is available on line from this address
http://www.rom.lu.se:8080/profil
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Abstract  

This paper proposes the automatic generation 
of Fill-in-the-Blank Questions (FBQs) together 
with testing based on Item Response Theory 
(IRT) to measure English proficiency. First, the 
proposal generates an FBQ from a given sen-
tence in English. The position of a blank in the 
sentence is determined, and the word at that 
position is considered as the correct choice. 
The candidates for incorrect choices for the 
blank are hypothesized through a thesaurus. 
Then, each of the candidates is verified by us-
ing the Web. Finally, the blanked sentence, the 
correct choice and the incorrect choices surviv-
ing the verification are together laid out to 
form the FBQ. Second, the proficiency of non-
native speakers who took the test consisting of 
such FBQs is estimated through IRT.  

Our experimental results suggest that: 
(1) the generated questions plus IRT estimate 
the non-native speakers’ English proficiency; 
(2) while on the other hand, the test can be 
completed almost perfectly by English native 
speakers; and (3) the number of questions can 
be reduced by using item information in IRT.  

The proposed method provides teach-
ers and testers with a tool that reduces time 
and expenditure for testing English profi-
ciency. 

1 Introduction 

                                                          
English has spread so widely that 1,500 million 
people, about a quarter of the world’s population, 

speak it, though at most about 400 million speak it 
as their native language (Crystal, 2003). Thus, 
English education for non-native speakers both 
now and in the near future is of great importance.  

The progress of computer technology is ad-
vancing an electronic tool for language learning 
called Computer-Assisted Language Learning 
(CALL) and for language testing called Computer-
Based Testing (CBT) or Computer-Adaptive Test-
ing (CAT). However, no computerized support for 
producing a test, a collection of questions for 
evaluating language proficiency, has emerged to 
date. * 

Fill-in-the-Blank Questions (FBQs) are widely 
used from the classroom level to far larger scales 
to measure peoples’ proficiency at English as a 
second language. Examples of such tests include 
TOEFL (Test Of English as a Foreign Language, 
http://www.ets.org/toefl/) and TOEIC (Test Of 
English for International Communication, 
http://www.ets.org/toeic/).  

A test comprising FBQs has merits in that (1) it 
is easy for test-takers to input answers, (2) com-
puters can mark them, thus marking is invariable 
and objective, and (3) they are suitable for the 
modern testing theory, Item Response Theory 
(IRT).  

Because it is regarded that writing incorrect 
choices that distract only the non-proficient test-
taker is a highly skilled business (Alderson, 1996), 
FBQs have been written by human experts. Thus, 
test construction is time-consuming and expensive. 
As a result, utilizing up-to-date texts for question 
writing is not practical, nor is tuning in to individ-
ual students. 

 
* See the detailed discussion in Section 6. 

61



 

 To solve the problems of time and expenditure, 
this paper proposes a method for generating FBQs 
using a corpus, a thesaurus, and the Web. Experi-
ments have shown that the proficiency estimated 
through IRT with generated FBQs highly corre-
lates with non-native speakers’ real proficiency. 
This system not only provides us with a quick and 
inexpensive testing method, but it also features the 
following advantages:  

(I) It provides “anyone” individually with 
up-to-date and interesting questions for 
self-teaching. We have implemented a 
program that downloads any Web page 
such as a news site and generates ques-
tions from it.  

(II) It also enables on-demand testing at 
“anytime and anyplace.” We have im-
plemented a system that operates on a 
mobile phone. Questions are generated 
and pooled in the server, and upon a 
user’s request, questions are 
downloaded. CAT (Wainer, 2000) is 
then conducted on the phone. The sys-
tem for mobile phone is scheduled to be 
deployed in May of 2005 in Japan. 

 
The remainder of this paper is organized as fol-

lows. Section 2 introduces a method for making 
FBQ, Section 3 explains how to estimate test-
takers’ proficiency, and Section 4 presents the ex-
periments that demonstrate the effectiveness of the 
proposal. Section 5 provides some discussion, and 
Section 6 explains the differences between our 
proposal and related work, followed by concluding 
remarks. 

2 

2.1 

Question Generation Method 

We will review an FBQ, and then explain our 
method for producing it. 

Fill-in-the-Blank Question (FBQ) 

FBQs are the one of the most popular types of 
questions in testing. Figure 1 shows a typical sam-
ple consisting of a partially blanked English sen-
tence and four choices for filling the blank. The 
tester ordinarily assumes that exactly one choice is 
correct (in this case, b)) and the other three choices 
are incorrect. The latter are often called distracters, 
because they fulfill a role to distract the less profi-
cient test-takers. 

Figure 1: A sample Fill-in-the-Blank Question 
(FBQ) 

Question 1 (FBQ)          
I only have to _______ my head above water one more 
week． 

a) reserve b) keep c) guarantee d) promise 

N.B. the correct choice is b) keep.  

2.2 

                                                          

Flow of generation 

Using question 1 above, the outline of generation 
is presented below (Figure 2). 

A seed sentence (in this case, “I only have to 
keep my head above water one more week.”) is 
input from the designated source, e.g., a corpus or 
a Web page such as well-known news site. *  
 

 
Figure 2: Flow generating Fill-In-The-Blank Ques-
tion (FBQ) 

Seed Sentence Corpus

Testing 
knowledge

[a] Determine the blank position

[b] Generate distracter candidatesLexicon

[c] Verify the incorrectness 

[d] Form the question  

Question 

 
[a] The seed sentence is a correct English sen-

tence that is decomposed into a sentence 
with a blank (blanked sentence) and the 
correct choice for the blank. After the seed 

 
*  Selection of the seed sentence (source text) is an important 
open problem because the difficulty of the seed (text) should 
influence the difficulty of the generated question. As for text 
difficulty, several measures such as Lexile by MetaMetrics 
(http://www.Lexile.com) have been proposed. They are known 
as readability and are usually defined as a function of sentence 
length and word frequency. 

In this paper, we used corpora of business and travel con-
versations, because TOEIC itself is oriented toward business 
and daily conversation. 
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sentence is analyzed morphologically by a 
computer, according to the testing knowl-
edge* the blank position of the sentence is 
determined. In this paper’s experiment, the 
verb of the seed is selected, and we obtain 
the blanked sentence “I only have to 
______ my head above water one more 
week.” and the correct choice “keep.” 

[b] To be a good distracter, the candidates must 
maintain the grammatical characteristics of 
the correct choice, and these should be 
similar in meaning† . Using a thesaurus‡ , 
words similar to the correct choice are 
listed up as candidates, e.g., “clear,” “guar-
antee,” “promise,” “reserve,” and “share” 
for the above “keep.”  

[c] Verify (see Section 2.3 for details) the in-
correctness of the sentence restored by each 
candidate, and if it is not incorrect (in this 
case, “clear” and “share”), the candidate is 
given up. 

[d] If a sufficient number (in this paper, three) 
of candidates remain, form a question by 
randomizing the order of all the choices 
(“keep,” “guarantee,” “promise,” and “re-

serve”); otherwise, another seed sentence is 
input and restart from step [a]. 

                                                           

2.3 Incorrectness Verification  

In FBQs, by definition, (1) the blanked sentence 
restored with the correct choice is correct, and (2) 
the blanked sentence restored with the distracter 
must be incorrect. 

In order to generate an FBQ, the incorrectness 
of the sentence restored by each distracter candi-
date must be verified and if the combination is not 
incorrect, the candidate is rejected. 

Zero-Hit Sentence 

The Web includes all manners of language data 
in vast quantities, which are for everyone easy to 
access through a networked computer. Recently, 
exploitation of the Web for various natural lan-
guage applications is rising (Grefenstette, 1999; 
Turney, 2001; Kilgarriff and Grefenstette, 2003; 
Tonoike et al., 2004).  

We also propose a Web-based approach. We 
dare to assume that if there is a sentence on the 
Web, that sentence is considered correct; other-
wise, the sentence is unlikely to be correct in that 
there is no sentence written on the Web despite the 
variety and quantity of data on it.  *  Testing knowledge tells us what part of the seed sentence 

should be blanked. For example, we selected the verb of the 
seed because it is one of the basic types of blanked words in 
popular FBQs such as in TOEIC. 

Figure 3 illustrates verification based on the re-
trieval from the Web. Here, s (x) is the blanked 
sentence, s (w) denotes the sentence restored by the 
word w, and hits (y) represents the number of 
documents retrieved from the Web for the key y. 

This can be a word of another POS (Part-Of-Speech). For 
this, we can use knowledge in the field of second-language 
education. Previous studies on errors in English usage by 
Japanese native speakers such as (Izumi and Isahara, 2004) 
unveiled patterns of errors specific to Japanese, e.g., (1) article 
selection error, which results from the fact there are no articles 
in Japanese; (2) preposition selection error, which results from 
the fact some Japanese counterparts have broader meaning; (3) 
adjective selection error, which results from mismatch of 
meaning between Japanese words and their counterpart. Such 
knowledge may generate questions harder for Japanese who 
study English. 

 

†  There are various aspects other than meaning, for example, 
spelling, pronunciation, and translation and so on. Depending 
on the aspect, lexical information sources other than a thesau-
rus should be consulted.  

Figure 3: Incorrectness and Hits on the Web 

Blanked sentence:
s (x)= “I only have to ____ my head above water 
one more week．” 

 
Hits of incorrect choice candidates: 

hits (s (“clear”)) = 176 ; correct 
hits (s (“guarantee”)) = 0 ; incorrect 
hits (s (“promise”)) = 0 ; incorrect 
hits (s (“reserve”)) = 0 ; incorrect  
hits (s (“share”)) = 3 ; correct 

‡  We used an in-house English thesaurus whose hierarchy is 
based on one of the off-the-shelf thesauruses for Japanese, 
called Ruigo-Shin-Jiten (Ohno and Hamanishi, 1984). In the 
above examples, the original word “keep” expresses two dif-
ferent concepts: (1) possession-or-disposal, which is shared by 
the words “clear” and “share,” and (2) promise, which is 
shared by the words “guarantee,” “promise,” and “reserve.” 
Since this depends on the thesaurus used, some may sense a 
slight discomfort at these concepts. If a different thesaurus is 
used, the distracter candidates may differ. 

 
If hits (s (w)), is small, then the sentence re-

stored with the word w is unlikely, thus the word w 
should be a good distracter. If hits (s (w)), is large 
then the sentence restored with the word w is likely, 
then the word w is unlikely to be a good distracter 
and is given up.  
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We used the strongest condition. If hits (s (w)) 
is zero, then the sentence restored with the word w 
is unlikely, thus the word w should be a good dis-
tracter. If hits (s (w)), is not zero, then the sentence 
restored with the word w is likely, thus the word w 
is unlikely to be a good distracter and is given up.  

3 

3.1 

Estimating Proficiency 

Item Response Theory (IRT) 

Item Response Theory (IRT) is the basis of modern 
language tests such as TOEIC, and enables Com-
puterized Adaptive Testing (CAT). Here, we 
briefly introduce IRT. IRT, in which a question is 
called an item, calculates the test-takers’ profi-
ciency based on the answers for items of the given 
test (Embretson, 2000).  

Retrieval NOT By Sentence  

It is often the case that retrieval by sentence does 
not work. Instead of a sentence, a sequence of 
words around a blank position, beginning with a 
content word (or sentence head) and ending with a 
content word (or sentence tail) is passed to a search 
engine automatically. For the abovementioned 
sample, the sequence of words passed to the engine 
is “I only have to clear my head” and so on. 

The basic idea is the item response function, 
which relates the probability of test-takers answer-
ing particular items correctly to their proficiency. 
The item response functions are modeled as logis-
tic curves making an S-shape, which take the form 
(1) for item i.  

Web Search  
 

))(exp(1
1)(

ii
i ba

P
−−+

=
θ

θ   (1) 
We can use any search engine, though we have 
been using Google since February 2004. At that 
point in time, Google covered an enormous four 
billion pages. 

The test-taker parameter, θ, shows the profi-
ciency of the test-taker, with higher values indicat-
ing higher performance. The “correct” hits may come from non-native 

speakers’ websites and contain invalid language 
usage. To increase reliability, we could restrict 
Google searches to Websites with URLs based in 
English-speaking countries, although we have not 
done so yet. There is another concern: even if 
sentence fragments cannot be located on the Web, 
it does not necessarily mean they are illegitimate. 
Thus, the proposed verification based on the Web 
is not perfect; the point, however, is that with such 
limitations, the generated questions are useful for 
estimating proficiency as demonstrated in a later 
section. 

Each of the item parameters, ai and bi, controls 
the shape of the item response function. The a pa-
rameter, called discrimination, indexes how 
steeply the item response function rises. The b pa-
rameter is called difficulty. Difficult items feature 
larger b values and the item response functions are 
shifted to the right. These item parameters are usu-
ally estimated by a maximal likelihood method. 
For computations including the estimation, there 
are many commercial programs such as BILOG 
(http://www.assess.com/) available.  

3.2 Reducing test size by selection of effective 
items 

Setting aside the convenience provided by the 
off-the-shelf search engine, another search special-
ized for this application is possible, although the 
current implementation is fast enough to automate 
generation of FBQs, and the demand to accelerate 
the search is not strong. Rather, the problem of 
time needed for test construction has been reduced 
by our proposal. 

It is important to estimate the proficiency of the 
test-taker by using as few items as possible. For 
this, we have proposed a method based on item 
information. 

Expression (2) is the item information of item i 
at θj, the proficiency of the test-taker j, which indi-
cates how much measurement discrimination an 
item provides. 

The throughput depends on the text from which 
a seed sentence comes and the network traffic 
when the Web is accessed. Empirically, one FBQ 
is obtained in 20 seconds on average and the total 
number of FBQs in a day adds up to over 4,000 on 
a single computer.  

The procedure is as follows.  
 

1. Initialize I by the set of all generated FBQs. 
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2. According to Equation (3), we select the item 
whose contribution to test information is 
maximal.  

3. We eliminate the selected item from I accord-
ing to Equation (4).  

4. If I is empty, we obtain the ordered list of ef-
fective items; otherwise, go back to step 2. 

 
))(1)(()( 2

jijiiji PPaI θθθ −=  (2) 

( )







= ∑ ∑

∈j Ii
ji

i
Ii θmaxargˆ  (3) 

iII ˆ−=  (4) 

4 

4.1 

                                                          

Experiment 

The FBQs for the experiment were generated in 
February of 2004. Seed sentences were obtained 
from ATR’s corpus (Kikui et al., 2003) of the 
business and travel domains. The vocabulary of the 
corpus comprises about 30,000 words. Sentences 
are relatively short, with the average length being 
6.47 words. For each domain 5,000 questions were 
generated automatically and each question consists 
of an English sentence with one blank and four 
choices. 

 Experiment with non-native speakers 

We used the TOEIC score as the experiment’s pro-
ficiency measure, and collected 100 Japanese sub-
jects whose TOEIC scores were scattered from 400 
to less than 900. The actual range for TOEIC 
scores is 10 to 990. Our subjects covered the 
dominant portion* of test-takers for TOEIC in Ja-
pan, excluding the highest and lowest extremes.† 

We had the subjects answer 320 randomly se-
lected questions from the 10,000 mentioned above. 
The raw marks were as follows: the average‡ mark 
was 235.2 (73.5%); the highest mark was 290 
(90.6%); and the lowest was 158 (49.4%)．This 
suggests that our FBQs are sensitive to test-takers’ 
proficiency. In Figure 4, the y-axis represents es-
timated proficiency according to IRT (Section 3.1) 

and generated questions, while the x-axis is the 
real TOEIC score of each subject.  

As the graph illustrates, the IRT-estimated pro-
ficiency (θ) and real TOEIC scores of subjects cor-
relate highly with a co-efficiency of about 80%.  

For comparison we refer to CASEC 
(http://casec.evidus.com/), an off-the-shelf test 
consisting of human-made questions and IRT. Its 
co-efficiency with real TOEIC scores is reported to 
be 86%. 

This means the proposed automatically gener-
ated questions are promising for measuring English 
proficiency, achieving a nearly competitive level 
with human-made questions but with a few reser-
vations: (1) whether the difference of 6% is large 
depends on the standpoint of possible users; (2) as 
for the number of questions to be answered, our 
proposal uses 320 questions in the experiments, 
while TOEIC uses 200 questions and CASEC uses 
only about 60 questions; (3) the proposed method 
uses FBQs only whereas CASEC and TOEIC use 
various types of questions.  

 

 
Figure 4: IRT-Estimated Proficiency (θ) vs. Real 
TOEIC Score  
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4.2 

                                                          

Experiment with a native speaker 

To examine the quality of the generated questions, 
we asked a single subject§ who is a native speaker 
of English to answer 4,000 questions (Table 1). * Over 70% of all test-takers are covered 

(http://www.toeic.or.jp/toeic/data/data02.html). The native speaker largely agreed with our gen-
eration, determining correct choices (type I). The 

†  We have covered only the range of TOEIC scores from 400 
to 900 due to expense of the experiment. In this restricted 
experiment, we do not claim that our proficiency estimation 
method covers the full range of TOEIC scores.  

 
§  Please note that the analysis is based on a single native-
speaker, thus we need further analysis by multiple subjects. ‡  The standard deviation was 29.8 (9.3%). 
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rate was 93.50%, better than 90.6%, the highest 
mark among the non-native speakers. 

 

We present the problematic cases here.  
z Type II is caused by the seed sentence being 
incorrect for the native speaker, and a distracter is 
bad because it is correct. Or like type III, it con-
sists of ambiguous choices． 
z Type III is caused by some generated distracters 
being correct; therefore, the choices are ambiguous.  Figure 5 Correlation coefficient and Test size 

R

Test Size in Items 
350300250200150100500
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z Type IV is caused by the seed sentence being 
incorrect and the generated distracters also being 
incorrect; therefore, the question cannot be an-
swered.  
z Type V is caused by the seed sentence being 
nonsense to the native speaker; the question, there-
fore, cannot be answered. 

 
Table 1 Responses of a Native speaker 

Type Explanation Count %

I Match 3,740 93.50

II 
Single 

Selection No match 55 1.38

III Ambiguous 
Choices 70 1.75

IV No Correct 
Choice 45 1.13

V 

No 
Selection 

Nonsense 90 2.25

 
Cases with bad seed sentences (portions of II, 

IV, and V) require cleaning of the corpus by a na-
tive speaker, and cases with bad distracters (por-
tions of II and III) require refinement of the 
proposed generation algorithm.  

Since the questions produced by this method 
can be flawed in ways which make them unan-
swerable even by native speakers (about 6.5% of 
the time) due to the above-mentioned reasons, it is 
difficult to use this method for high-stakes testing 
applications although it is useful for estimating 
proficiency as explained in the previous section.  

4.3 

5 Discussion 

5.1 

5.2 

 

This section explains the on-demand generation of 
FBQs according to individual preference, an im-
mediate extension and a limitation of our proposed 
method, and finally touches on free-format Q&A. 

Effects of Automatic FBQ Construction 

The method provides teachers and testers with a 
tool that reduces time and expenditure. Further-
more, the method can deal with any text. For ex-
ample, up-to-date and interesting materials such as 
news articles of the day can be a source of seed 
sentences (Figure 6 is a sample generated from an 
article (http://www.japantimes.co.jp/) on an earth-
quake that occurred in Japan), which enables reali-
zation of a personalized learning environment.  

 

 
Figure 6: On-demand construction – a sample 
question from a Web news article in The Japan 
Times on “an earthquake” 

N.B. The correct answer is c) originated. 

Question 2 (FBQ)
The second quake            10 km below the seabed some 
130 km east of Cape Shiono. 
 
a) put  b) came  c) originated d) opened 

 
We have generated questions from over 100 docu-
ments on various genres such as novels, speeches, 
academic papers and so on found in the enormous 
collection of e-Books provided by Project Guten-
berg (http://www.gutenberg.org/). 

Proficiency θ estimated with the reduced 
test and its relation to TOEIC Scores  

Figure 5 shows the relationship between reduction 
of the test size according to the method explained 
in Section 3.2 and the estimated proficiency based 
on the reduced test. The x-axis represents the size 
of the reduced test in number of items, while the y-
axis represents the correlation coefficient (R) be-
tween estimated proficiency and real TOEIC score. 

A Variation of Fill-in-the-Blank Ques-
tions for Grammar Checking 

In Section 2.2, we mentioned a constraint that a 
good distracter should maintain the grammatical 
characteristics of the correct choice originating in 
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the seed sentence. The question checks not the 
grammaticality but the semantic/pragmatic cor-
rectness.  

We can generate another type of FBQ by 
slightly modifying step [b] of the procedure in Sec-
tion 2.2 to retain the stem of the original word w 
and vary the surface form of the word w. This 
modified procedure generates a question that 
checks the grammatical ability of the test takers. 
Figure 7 shows a sample of this kind of question 
taken from a TOEIC-test textbook (Educational 
Testing Service, 2002). 
 

 
Figure 7: A variation on fill-in-the-blank questions 

5.3 

5.4 

6 

                                                          

Limitation of the Addressed FBQs  

The questions dealt with in this paper concern test-
ing reading ability, but these questions are not suit-
able for testing listening ability because they are 
presented visually and cannot be pronounced. To 
test listening ability, like in TOIEC, other types of 
questions should be used, and automated genera-
tion of them is yet to be developed.  

Free-Format Q&A 

Besides measuring one’s ability to receive infor-
mation in a foreign language, which has been ad-
dressed so far in this paper, it is important to 
measure a person’s ability to transmit information 
in a foreign language. For that purpose, tests for 
translating, writing, or speaking in a free format 
have been actively studied by many researchers 
(Shermis, 2003; Yasuda, 2004). 

Related Work*  

Here, we explain other studies on the generation of 
multiple-choice questions for language learning. 
There are a few previous studies on computer-

based generation such as Mitkov (2003) and Wil-
son (1997). 

 

6.1 

6.2 

7 Conclusion 

                                                          

Cloze Test 

A computer can generate questions by deleting 
words or parts of words randomly or at every N-th 
word from text. Test-takers are requested to restore 
the word that has been deleted. This is called a 
“cloze test.” The effectiveness of a “cloze test” or 
its derivatives is a matter of controversy among 
researchers of language testing such as Brown 
(1993) and Alderson (1996). 

N.B. The correct answer is c) care.  

Question 3 (FBQ) 
                   
Because the equipment is very delicate, it must be han-
dled with ______． 
 
a) caring b) careful  c) care  d) carefully 

Tests on Facts  

Mitkov (2003) proposed a computer-aided proce-
dure for generating multiple-choice questions from 
textbooks. The differences from our proposal are 
that (1) Mitkov’s method generates questions not 
about language usage but about facts explicitly 
stated in a text†; (2) Mitkov uses techniques such 
as term extraction, parsing, transformation of trees, 
which are different from our proposal; and (3) Mit-
kov does not use IRT while we use it. 

This paper proposed the automatic construction of 
Fill-in-the-Blank Questions (FBQs). The proposed 
method generates FBQs using a corpus, a thesaurus, 
and the Web. The generated questions and Item 
Response Theory (IRT) then estimate second-
language proficiency.  

Experiments have shown that the proposed 
method is effective in that the estimated profi-
ciency highly correlates with non-native speakers’ 
real proficiency as represented by TOEIC scores; 
native-speakers can achieve higher scores than 
non-native speakers. It is possible to reduce the 
size of the test by removing non-discriminative 
questions with item information in IRT. 

 
† Based on a fact stated in a textbook like, “A prepositional 
phrase at the beginning of a sentence constitutes an introduc-
tory modifier,” Mitkov generates a question such as, “What 
does a prepositional phrase at the beginning of a sentence 
constitute? i. a modifier that accompanies a noun; ii. an asso-
ciated modifier; iii. an introductory modifier; iv. a misplaced 
modifier.” 

* There are many works on item generation theory (ITG) such 
as Irvine and Kyllonen (2002), although we do not go any 
further into the area. We focus only on multiple-choice ques-
tions for language learning in this paper. 
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The method provides teachers, testers, and test 
takers with novel merits that enable low-cost test-
ing of second-language proficiency and provides 
learners with up-to-date and interesting materials 
suitable for individuals. 

Further research should be done on (1) large-
scale evaluation of the proposal, (2) application to 
different languages such as Chinese and Korean, 
and (3) generation of different types of questions. 
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Abstract

This paper evaluates a series of freely
available, state-of-the-art parsers on a
standard benchmark as well as with
respect to a set of data relevant for
measuring text cohesion. We outline
advantages and disadvantages of exist-
ing technologies and make recommen-
dations. Our performance report uses
traditional measures based on a gold
standard as well as novel dimensions
for parsing evaluation. To our knowl-
edge this is the first attempt to eval-
uate parsers accross genres and grade
levels for the implementation in learn-
ing technology.

1 Introduction

The task of syntactic parsing is valuable to
most natural language understanding applica-
tions, e.g., anaphora resolution, machine trans-
lation, or question answering. Syntactic parsing
in its most general definition may be viewed as
discovering the underlying syntactic structure of
a sentence. The specificities include the types
of elements and relations that are retrieved by
the parsing process and the way in which they
are represented. For example, Treebank-style
parsers retrieve a bracketed form that encodes
a hierarchical organization (tree) of smaller el-
ements (called phrases), while Grammatical-
Relations(GR)-style parsers explicitly output re-
lations together with elements involved in the
relation (subj(John,walk)).

The present paper presents an evaluation of
parsers for the Coh-Metrix project (Graesser et
al., 2004) at the Institute for Intelligent Systems
of the University of Memphis. Coh-Metrix is a
text-processing tool that provides new methods
of automatically assessing text cohesion, read-
ability, and difficulty. In its present form, v1.1,
few cohesion measures are based on syntactic
information, but its next incarnation, v2.0, will
depend more heavily on hierarchical syntactic
information. We are developing these measures.
Thus, our current goal is to provide the most
reliable parser output available for them, while
still being able to process larger texts in real
time. The usual trade-off between accuracy and
speed has to be taken into account.

In the first part of the evaluation, we adopt
a constituent-based approach for evaluation, as
the output parses are all derived in one way or
another from the same data and generate simi-
lar, bracketed output. The major goal is to con-
sistently evaluate the freely available state-of-
the-art parsers on a standard data set and across
genre on corpora typical for learning technology
environments. We report parsers’ competitive-
ness along an array of dimensions including per-
formance, robustness, tagging facility, stability,
and length of input they can handle.

Next, we briefly address particular types of
misparses and mistags in their relation to mea-
sures planned for Coh-Metrix 2.0 and assumed
to be typical for learning technology applica-
tions. Coh-Metrix 2.0 measures that centrally
rely on good parses include:
causal and intentional cohesion, for which the
main verb and its subject must be identified;
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anaphora resolution, for which the syntactic re-
lations of pronoun and referent must be identi-
fied;
temporal cohesion, for which the main verb and
its tense/aspect must be identified.

These measures require complex algorithms
operating on the cleanest possible sentence
parse, as a faulty parse will lead to a cascad-
ing error effect.

1.1 Parser Types

While the purpose of this work is not to propose
a taxonomy of all available parsers, we consider
it necessary to offer a brief overview of the var-
ious parser dimensions. Parsers can be classi-
fied according to their general approach (hand-
built-grammar-based versus statistical), the way
rules in parses are built (selective vs. genera-
tive), the parsing algorithm they use (LR, chart
parser, etc.), type of grammar (unification-based
grammars, context-free grammars, lexicalized
context-free grammars, etc.), the representation
of the output (bracketed, list of relations, etc.),
and the type of output itself (phrases vs gram-
matical relations). Of particular interest to our
work are Treebank-style parsers, i.e., parsers
producing an output conforming to the Penn
Treebank (PTB) annotation guidelines. The
PTB project defined a tag set and bracketed
form to represent syntactic trees that became a
standard for parsers developed/trained on PTB.
It also produced a treebank, a collection of hand-
annotated texts with syntactic information.

Given the large number of dimensions along
which parsers can be distinguished, an evalua-
tion framework that would provide both parser-
specific (to understand the strength of differ-
ent technologies) and parser-independent (to be
able to compare different parsers) performance
figures is desirable and commonly used in the
literature.

1.2 General Parser Evaluation Methods

Evaluation methods can be broadly divided
into non-corpus- and corpus-based methods
with the latter subdivided into unannotated
and annotated corpus-based methods (Carroll
et al., 1999). The non-corpus method sim-

ply lists linguistic constructions covered by the
parser/grammar. It is well-suited for hand-
built grammars because during the construction
phase the covered cases can be recorded. How-
ever, it has problems with capturing complex-
ities occuring from the interaction of covered
cases.

The most widely used corpus-based eval-
uation methods are: (1) the constituent-
based (phrase structure) method, and (2) the
dependency/GR-based method. The former has
its roots in the Grammar Evaluation Interest
Group (GEIG) scheme (Grishman et al., 1992)
developed to compare parsers with different un-
derlying grammatical formalisms. It promoted
the use of phrase-structure bracketed informa-
tion and defined Precision, Recall, and Cross-
ing Brackets measures. The GEIG measures
were extended later to constituent information
(bracketing information plus label) and have
since become the standard for reporting auto-
mated syntactic parsing performance. Among
the advantages of constituent-based evaluation
are generality (less parser specificity) and fine
grain size of the measures. On the other hand,
the measures of the method are weaker than ex-
act sentence measures (full identity), and it is
not clear if they properly measure how well a
parser identifies the true structure of a sentence.
Many phrase boundary mismatches spawn from
differences between parsers/grammars and cor-
pus annotation schemes (Lin, 1995). Usually,
treebanks are constructed with respect to infor-
mal guidelines. Annotators often interpret them
differently leading to a large number of different
structural configurations.

There are two major approaches to evaluate
parsers using the constituent-based method. On
the one hand, there is the expert-only approach
in which an expert looks at the output of a
parser, counts errors, and reports different mea-
sures. We use a variant of this approach for
the directed parser evaluation (see next section).
Using a gold standard, on the other hand, is a
method that can be automated to a higher de-
gree. It replaces the counting part of the former
method with a software system that compares
the output of the parser to the gold standard,
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highly accurate data, manually parsed − or au-
tomatically parsed and manually corrected − by
human experts. The latter approach is more
useful for scaling up evaluations to large collec-
tions of data while the expert-only approach is
more flexible, allowing for evaluation of parsers
from new perspectives and with a view to spe-
cial applications, e.g., in learning technology en-
vironments.

In the first part of this work we use the gold
standard approach for parser evaluation. The
evaluation is done from two different points of
view. First, we offer a uniform evaluation for the
parsers on section 23 from the Wall Street Jour-
nal (WSJ) section of PTB, the community norm
for reporting parser performance. The goal of
this first evaluation is to offer a good estimation
of the parsers when evaluated in identical en-
vironments (same configuration parameters for
the evaluator software). We also observe the fol-
lowing features which are extremely important
for using the parsers in large-scale text process-
ing and to embed them as components in larger
systems.
Self-tagging: whether or not the parser does tag-
ging itself. It is advantageous to take in raw text
since it eliminates the need for extra modules.
Performance: if the performance is in the mid
and upper 80th percentiles.
Long sentences: the ability of the parser to han-
dle sentences longer than 40 words.
Robustness: relates to the property of a parser
to handle any type of input sentence and return
a reasonable output for it and not an empty line
or some other useless output.

Second, we evaluate the parsers on narrative
and expository texts to study their performance
across the two genres. This second evaluation
step will provide additional important results
for learning technology projects. We use evalb
(http://nlp.cs.nyu.edu/evalb/) to evaluate the
bracketing performance of the output of a parser
against a gold standard. The software evaluator
reports numerous measures of which we only re-
port the two most important: labelled precision
(LR), labelled recall (LR) which are discussed in
more detail below.

1.3 Directed Parser Evaluation Method

For the third step of this evaluation we looked
for specific problems that will affect Coh-Metrix
2.0, and presumably learning technology appli-
cations in general, with a view to amending
them by postprocessing the parser output. The
following four classes of problems in a sentence’s
parse were distinguished:
None: The parse is generally correct, unambigu-
ous, poses no problem for Coh-Metrix 2.0.
One: There was one minor problem, e.g., a mis-
labeled terminal or a wrong scope of an adver-
bial or prepositional phrase (wrong attachment
site) that did not affect the overall parse of the
sentence, which is therefore still usable for Coh-
Metrix 2.0 measures.
Two: There were two or three problems of the
type one, or a problem with the tree structure
that affected the overall parse of the sentence,
but not in a fatal manner, e.g., a wrong phrase
boundary, or a mislabelled higher constituent.
Three: There were two or more problems of the
type two, or two or more of the type one as
well as one or more of the type two, or another
fundamental problem that made the parse of the
sentence completely useless, unintelligible, e.g.,
an omitted sentence or a sentence split into two,
because a sentence boundary was misidentified.

2 Evaluated Parsers

2.1 Apple Pie

Apple Pie (AP) (Sekine and Grishman, 1995)
extracts a grammar from PTB v.2 in which S
and NP are the only true non-terminals (the
others are included into the right-hand side of
S and NP rules). The rules extracted from the
PTB have S or NP on the left-hand side and a
flat structure on the right-hand side, for instance
S → NP VBX JJ. Each such rule has the most
common structure in the PTB associated with
it, and if the parser uses the rule it will gener-
ate its corresponding structure. The parser is
a chart parser and factors grammar rules with
common prefixes to reduce the number of active
nodes. Although the underlying model of the
parser is simple, it can’t handle sentences over
40 words due to the large variety of linguistic
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constructs in the PTB.

2.2 Charniak’s Parser

Charniak presents a parser (CP) based on prob-
abilities gathered from the WSJ part of the PTB
(Charniak, 1997). It extracts the grammar and
probabilities and with a standard context-free
chart-parsing mechanism generates a set of pos-
sible parses for each sentence retaining the one
with the highest probability (probabilities are
not computed for all possible parses). The prob-
abilities of an entire tree are computed bottom-
up. In (Charniak, 2000), he proposes a gen-
erative model based on a Markov-grammar. It
uses a standard bottom-up, best-first probabilis-
tic parser to first generate possible parses before
ranking them with a probabilistic model.

2.3 Collins’s (Bikel’s) Parser

Collins’s statistical parser (CBP; (Collins,
1997)), improved by Bikel (Bikel, 2004), is based
on the probabilities between head-words in parse
trees. It explicitly represents the parse proba-
bilities in terms of basic syntactic relationships
of these lexical heads. Collins defines a map-
ping from parse trees to sets of dependencies,
on which he defines his statistical model. A
set of rules defines a head-child for each node
in the tree. The lexical head of the head-
child of each node becomes the lexical head of
the parent node. Associated with each node is
a set of dependencies derived in the following
way. For each non-head child, a dependency is
added to the set where the dependency is identi-
fied by a triplet consisting of the non-head-child
non-terminal, the parent non-terminal, and the
head-child non-terminal. The parser is a CYK-
style dynamic programming chart parser.

2.4 Stanford Parser

The Stanford Parser (SP) is an unlexical-
ized parser that rivals state-of-the-art lexical-
ized ones (Klein and Manning, 2003). It
uses a context-free grammar with state splits.
The parsing algorithm is simpler, the grammar
smaller and fewer parameters are needed for the
estimation. It uses a CKY chart parser which
exhaustively generates all possible parses for a

sentence before it selects the highest probabil-
ity tree. Here we used the default lexicalized
version.

3 Experiments and Results

3.1 Text Corpus

We performed experiments on three data sets.
First, we chose the norm for large scale parser
evaluation, the 2416 sentences of WSJ section
23. Since parsers have different parameters that
can be tuned leading to (slightly) different re-
sults we first report performance values on the
standard data set and then use same parameter
settings on the second data set for more reliable
comparison.

The second experiment is on a set of three nar-
rative and four expository texts. The gold stan-
dard for this second data set was built manually
by the authors starting from CP’s as well as SP’s
output on those texts. The four texts used ini-
tially are two expository and two narrative texts
of reasonable length for detailed evaluation:
The Effects of Heat (SRA Real Science Grade 2
Elementary Science): expository; 52 sentences,
392 words: 7.53 words/sentence;
The Needs of Plants (McGraw-Hill Science):
expository; 46 sentences, 458 words: 9.96
words/sentence;
Orlando (Addison Wesley Phonics Take-Home
Reader Grade 2): narrative; 65 sentences, 446
words: 6.86 words/sentence;
Moving (McGraw-Hill Reading - TerraNova Test
Preparation and Practice - Teachers Edition
Grade 3): narrative, 33 sentences, 433 words:
13.12 words/sentence.

An additional set of three texts was cho-
sen from the Touchstone Applied Science As-
sociates, Inc., (TASA) corpus with an average
sentence length of 13.06 (overall TASA average)
or higher.
Barron17: expository; DRP=75.14 (college
grade); 13 sentences, 288 words: 22.15
words/sentence;
Betty03: narrative; DRP=56.92 (5th grade); 14
sentences, 255 words: 18.21 words/sentence;
Olga91: expository; DRP=74.22 (college grade);
12 sentences, 311 words: 25.92 words/sentence.
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We also tested all four parsers for speed on a
corpus of four texts chosen randomly from the
Metametrix corpus of school text books, across
high and low grade levels and across narrative
and science texts (see Section 3.2.2).
G4: 4th grade narrative text, 1,500 sentences,
18,835 words: 12.56 words/sentence;
G6: 6th grade science text, 1,500 sentences,
18,237 words: 12.16 words/sentence;
G11: 11th grade narrative text, 1,558 sentences,
18,583 words: 11.93 words/sentence;
G12: 12th grade science text, 1,520 sentences,
25,098 words: 16.51 words/sentence.

3.2 General Parser Evaluation Results

3.2.1 Accuracy

The parameters file we used for evalb was
the standard one that comes with the package.
Some parsers are not robust, meaning that for
some input they do not output anything, leading
to empty lines that are not handled by the evalu-
ator. Those parses had to be “aligned” with the
gold standard files so that empty lines are elim-
inated from the output file together with their
peers in the corresponding gold standard files.

In Table 1 we report the performance values
on Section 23 of WSJ. Table 2 shows the results
for our own corpus. The table gives the average
values of two test runs, one against the SP-based
gold standard, the other against the CP-based
gold standard, to counterbalance the bias of the
standards. Note that CP and SP possibly still
score high because of this bias. However, CBP
is clearly a contender despite the bias, while AP
is not.1 The reported metrics are Labelled Pre-
cision (LP) and Labelled Recall (LR). Let us de-
note by a the number of correct phrases in the
output from a parser for a sentence, by b the
number of incorrect phrases in the output and
by c the number of phrases in the gold standard
for the same sentence. LP is defined as a/(a+b)
and LR is defined as a/c. A summary of the
other dimensions of the evaluation is offered in
Table 3. A stability dimension is not reported

1AP’s performance is reported for sentences < 40
words in length, 2,250 out of 2,416. SP is also not ro-
bust enough and the performance reported is only on
2,094 out of 2,416 sentences in section 23 of WSJ.

because we were not able to find a bullet-proof
parser so far, but we must recognize that some
parsers are significantly more stable than oth-
ers, namely CP and CBP. In terms of resources
needed, the parsers are comparable, except for
AP which uses less memory and processing time.
The LP/LR of AP is significantly lower, partly
due to its outputting partial trees for longer sen-
tences. Overall, CP offers the best performance.

Note in Table 1 that CP’s tagging accuracy is
worst among the three top parsers but still de-
livers best overall parsing results. This means
that its parsing-only performance is slighstly
better than the numbers in the table indicate.
The numbers actually represent the tagging and
parsing accuracy of the tested parsing systems.
Nevertheless, this is what we would most likely
want to know since one would prefer to input
raw text as opposed to tagged text. If more
finely grained comparisons of only the parsing
aspects of the parsers are required, perfect tags
extracted from PTB must be provided to mea-
sure performance.

Table 4 shows average measures for each of
the parsers on the PTB and seven expository
and narrative texts in the second column and
for expository and narrative in the fourth col-
umn. The third and fifth columns contain stan-
dard deviations for the previous columns, re-
spectively. Here too, CP shows the best result.

3.2.2 Speed
All parsers ran on the same Linux Debian ma-

chine: P4 at 3.4GHz with 1.0GB of RAM.2 AP’s
and SP’s high speeds can be explained to a large
degree by their skipping longer sentences, the
very ones that lead to the longer times for the
other two candidates. Taking this into account,
SP is clearly the fastest, but the large range of
processing times need to be heeded.

3.3 Directed Parser Evaluation Results

This section reports the results of expert rating
of texts for specific problems (see Section 1.3).
The best results are produced by CP with an av-
erage of 88.69% output useable for Coh-Metrix
2.0 (Table 6). CP also produces good output

2Some of the parsers also run under Windows.
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Table 1: Accuracy of Parsers.

Parser Performance(LP/LR/Tagging - %)

WSJ 23 Expository Narrative

Applie Pie 43.71/44.29/90.26 41.63/42.70 42.84/43.84
Charniak’s 84.35/88.28/92.58 91.91/93.94 93.74/96.18

Collins/Bikel’s 84.97/87.30/93.24 82.08/85.35 67.75/85.19
Stanford 84.41/87.00/95.05 75.38/85.12 62.65/87.56

Table 2: Performance of parsers on the narrative and expository text (average against CP-based
and SP-based gold standard).

File Performance (LR/LP - %)

AP CP CBP SP

Heat 48.25/47.59 91.96/93.77 92.47/94.14 92.44/91.85
Plants 41.85/45.89 85.34/88.02 78.24/88.45 81.00/85.62

Orlando 45.82/49.03 85.83/91.88 65.87/93.97 57.75/90.72
Moving 37.77/41.45 88.93/92.74 53.94/91.68 76.56/84.97

Barron17 43.22/42.95 89.74/91.32 80.49/89.32 87.22/86.31
Betty03 46.53/44.67 90.77/90.74 87.95/85.21 74.53/80.91
Olga91 32.29/32.69 77.65/80.04 61.61/75.43 61.65/70.60

Table 3: Evaluation of Parsers with Respect to the Criteria Listed at the Top of Each Column.

Parser Self-tagging Performance Long-sentences Robustness

AP Yes No No No
CP Yes Yes Yes Yes

CBP Yes Yes Yes Yes
SP Yes Yes No No

Table 4: Average Performance of Parsers.

Parser Ave. (LR/LP - %) S.D. (%) Ave. on S.D. on
Exp+Nar (LR/LP - %) Exp+Nar (%)

AP 42.73/43.61 1.04/0.82 42.24/43.46 5.59/5.41
CP 90.00/92.80 4.98/4.07 87.17/89.79 4.85/4.66

CBP 78.27/85.95 9.22/1.17 74.36/88.31 14.24/6.51
SP 74.14/86.56 10.93/1.28 75.88/84.42 12.66/7.11
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Table 5: Parser Speed in Seconds.

G4 G6 G11 G12
#sent 619 3336 4976 2215

AP 144 89 144 242
CP 647 499 784 1406

CBP 485 1947 1418 1126
SP 449 391 724 651

Ave. 431 732 768 856

most consistently at a standard deviation over
the seven texts of 8.86%. The other three candi-
dates are clearly trailing behing, namely by be-
tween 5% (SP) and 11% (AP). The distribution
of severe problems is comparable for all parsers.

Table 6: Average Performance of Parsers over
all Texts (Directed Evaluation).

Ave. (%) S.D. (%)
AP 77.31 15.00
CP 88.69 8.86

CBP 79.82 18.94
SP 83.43 11.42

As expected, longer sentences are more prob-
lematic for all parsers, as can be seen in Ta-
ble 7. No significant trends in performance dif-
ferences with respect to genre difference, narra-
tive (Orlando, Moving, Betty03) vs. expository
texts (Heat, Plants, Barron17, Olga91), were de-
tected (cf. also speed results in Table 5). But
we assume that the difference in average sen-
tence length obscures any genre differences in
our small sample.

The most common non-fatal problems (type
one) involved the well-documented adjunct at-
tachment site issue, in particular for preposi-
tional phrases ((Abney et al., 1999), (Brill and
Resnik, 1994), (Collins and Brooks, 1995)) as
well as adjectival phrases (Table 8)3. Similar
misattachment issues for adjuncts are encoun-
tered with adverbial phrases, but they were rare

3PP = wrong attachment site for a prepositional
phrase; ADV = wrong attachment site for an adverbial
phrase; cNP = misparsed complex noun phrase; &X =
wrong coordination

Table 7: Correlation of Average Performance
per Text for all Parsers and Average Sentence
Length (Directed Evaluation).

Text perf. (%) length (#words)
Heat 92.31 7.54

Plants 90.76 9.96
Orlando 93.46 6.86
Moving 90.91 13.12

Barron17 76.92 22.15
Betty03 71.43 18.21
Olga91 60.42 25.92

in our corpus.
Another common problem are deverbal nouns

and denominal verbs, as well as -ing/VBG
forms. They share surface forms leading to am-
biguous part of speech assignments. For many
Coh-Metrix 2.0 measures, most obviously tem-
poral cohesion, it is necessary to be able to dis-
tinguish gerunds from gerundives and deverbal
adjectives and deverbal nouns.

Table 8: Specific Problems by Parser.
PP ADV cNP &X

AP 13 10 8 9
CP 15 1 2 7

CBP 10 0 0 13
SP 22 6 3 4

Sum 60 17 13 33

Problems with NP misidentification are par-
ticularly detrimental in view of the impor-
tant role of NPs in Coh-Metrix 2.0 mea-
sures. This pertains in particular to the mistag-
ging/misparsing of complex NPs and the coor-
dination of NPs. Parses with fatal problems
are expected to produce useless results for algo-
rithms operating with them. Wrong coordina-
tion is another notorious problem of parsers (cf.
(Cremers, 1993), (Grootveld, 1994)). In our cor-
pus we found 33 instances of miscoordination,
of which 23 involved NPs. Postprocessing ap-
proaches that address these issues are currently
under investigation.
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4 Conclusion

The paper presented the evaluation of freely
available, Treebank-style, parsers. We offered
a uniform evaluation for four parsers: Apple
Pie, Charniak’s, Collins/Bikel’s, and the Stan-
ford parser. A novelty of this work is the evalua-
tion of the parsers along new dimensions such as
stability and robustness and across genre, in par-
ticular narrative and expository. For the latter
part we developed a gold standard for narrative
and expository texts from the TASA corpus. No
significant effect, not already captured by vari-
ation in sentence length, could be found here.
Another novelty is the evaluation of the parsers
with respect to particular error types that are
anticipated to be problematic for a given use of
the resulting parses. The reader is invited to
have a closer look at the figures our tables pro-
vide. We lack the space in the present paper to
discuss them in more detail. Overall, Charniak’s
parser emerged as the most succesful candidate
of a parser to be integrated where learning tech-
nology requires syntactic information from real
text in real time.
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Abstract 

Native speakers of English who are good 
readers can “sound out” words or names 
from printed text, even if they have never 
seen them before, although they may not 
be conscious of the strategies they use.  
No tools are available today that can con-
vey that knowledge to learners, showing 
them the rules that apply in English text.  
We have adapted the letter-to-phoneme 
component of a text-to-speech synthesizer 
to a web-based software system that can 
teach word decoding to non-native speak-
ers of English, English-speaking children, 
and adult learners. 

1 Introduction 

Learning to read a language like English involves 
learning many different operations, including pho-
nemic awareness, word recognition, fluency, ver-
bal comprehension, and expression.  The research 
in this project focuses on the pronunciation aspect 
of reading from the printed page: understanding 
how letters, or graphemes, in words are related to 
sounds, or phonemes.   

Most people recognize that the relationship be-
tween English orthography and phonetic represen-
tation is complex and somewhat arbitrary.  
Although there is significant evidence that phono-
logical information plays an important role in word 
reading (Kayner, Foorman, Perfetti, Pesetsky, and 
Seidenberg, 2001), the precise role of “phonics 
rules”  that would allow a learner to “sound out” a 
printed word has been debated by educators as well 

as by cognitive psychologists, and many versions 
of phonics rules have been discussed by educators.  

A classic paper by Clymer (1963) argued that 
most of the phonics generalizations taught in ele-
mentary school are not valid most of the time. 
Clymer found that for many of the rules, there 
were so many exceptions that the rule had little 
utility as a generalization for teaching learners to 
sound out a word of English.  However, the 
Clymer results do not necessarily mean that phonic 
generalizations are not useful to readers.  Since 
Clymer, there have been many papers that have 
suggested alternate formulations of the letter-to-
phoneme rules for teaching reading.  For example, 
a recent study by Johnston (2001) found one rea-
son that Clymer considered phonics rules to be 
unreliable is because the rules he evaluated were 
too general.  Today, there is no consensus on a set 
of rules, nor does there exist any complete, explicit 
rule system that “decodes” any word or proper 
name of English for learners.  

E-Speech’s letter-to-phoneme (LTP) software, 
developed over many years for text-to-speech and 
speech recognition applications, uses proprietary 
rules to produce pronunciations for any input text. 
We have adapted the LTP software into a proto-
type web-based, interactive online system that tea-
ches word pronunciation by explicitly presenting 
rules for those words/names pronounced according 
to regular rules and by showing exceptions to the 
rules. The system allows students to view families 
of words that obey any given rule and to view 
words with the same letter patterns that obey diffe-
rent rules.  

Our intent is to develop a system that can pro-
vide phonics training for beginning readers, either 
children or adults who are native speakers of En-
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glish, as well as for nonnative speakers of English 
and language-disabled learners. We envision the 
system either as part of an interactive dictionary or 
general language-teaching package or stand-alone 
as an instructional tool  for teaching word pronun-
ciation.   

A major challenge is to identify rules that are 
useful for learners and to present them effectively. 
We have begun to test our prototype system with 
nonnative speakers of English who were studying 
English as a second or foreign language. Our pre-
liminary results indicate that the software was (1) 
useful in improving nonnative speakers’ pronun-
ciation of English words; (2) effective at teaching 
both “basic” pronunciation rules, such as those 
commonly taught in phonics programs, and some 
novel, proprietary pronunciation rules. 

2 Software Design 

The Word Pronunciation tool allows a student to 
enter any word or name – whether it is in any dic-
tionary or not - and see our set of rules that account 
for its pronunciation.  The screen capture below 
shows the output for the word “photograph”.  The 
student can also hear the word pronounced, either 
normally or syllable-by-syllable.1  
 

Figure 1 : Word Pronunciation tool display 

                                                        
1 The system uses the International Phonetic Alphabet (IPA) to repre-
sent phonetic transcriptions,  because most of our target population, 
adult foreign-born learners of English as a second language, were 
familiar with this alphabet, since it is used in many English learners’ 
dictionaries. 
 

In addition, a student can click on any rule and see 
other words obeying the same rule as well as 
words that are exceptions to the rule.2  

The Letter Pattern tool allows a student to enter 
a letter or sequence of letters (ie, a letter pattern) 
and see the rules that apply to that pattern and ex-
ceptions to those rules.  For example, a student 
confused by the fact that "how" and "snow" don't 
rhyme can enter the letter pattern "ow" and view 
the various generalizations (rules) that determine 
the pronunciation of this letter string in different 
contexts, as well as words that don't follow these 
generalizations (exceptions). The software under-
lying this tool allows the user to tailor the output to 
his needs of the moment.  For example, one can 
choose 1-syllable versus multisyllabic words as 
targets for the rules, how many sample words to 
output by default, and how big a vocabulary from 
which to draw words. A simple example of the 
operation of this tool is illustrated in Figure 2.  
 

Figure 2: Letter Pattern tool display 
 
While we developed the Letter Pattern tool for ge-
neral use by learners, we used its underlying search 
engine in exercises designed to diagnose and teach 
pronunciation rules. 

We implemented a framework for a self-paced 
set of exercises that allows the user to work alone 
to diagnose his pronunciation-rule weaknesses and 
learn the rules necessary to correct his errors.  We 
used this framework to assess the effectiveness of 
our rules and system for learners. 

In the typical exercise interaction, the user sees 
a sequence of words and must choose the correct 
pronunciation for each.  He indicates his choice of 

                                                        
2 In this prototype, we worked on presenting the segmental rules, that 
is, rules for pronouncing phonemes. Although our letter-to-phoneme 
software assigns lexical stress (to indicate which syllable bears pri-
mary stress in polysyllabic words), the stress assignment algorithm is 
quite complicated. Although the algorithm is accurate, it is too com-
plicated for a human to apply for learning.  We also ignored the rules 
for morphological decomposition, such as for analyzing “walking’ 
into “walk” plus “ing” or “snowman” into “snow” plus “man”. 

Words with the letter pattern eigh 
Top 60000 words; Rules for vowel only 

 
1 rule (Common words shown first) 

     eigh →  eɪ   32 words    weight /weɪt/    
more words 

Exception    aɪ    7 words     height  /haɪt/    
more words Type a word or name: 

photograph                                                      PRONOUNCE IT     .

  
Word: photograph 
 
Pronunciation Rules   Click to see: 

Rule: ph →  f                      more words & exceptions 
Rule: o →  oʊ in o.V                 more words & exceptions 
Rule: t →  t                                   more words & exceptions 
Rule: o →  ɑ:, Reduction ɑ: → ə       more words & exceptions 
Rule: g →  g                                  more words & exceptions 
Rule: r →  r                                   more words & exceptions 
Rule: a →  æ                                   more words & exceptions 
Rule: ph →  f                      more words & exceptions 

Pronunciation:  ‘foʊ  tə  græf    

Syllable-by-Syllable :  ‘foʊ    tə      græf    
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pronunciation by clicking on one of several op-
tions, represented in the International Phonetic Al-
phabet (IPA) or by clicking on a speaker-symbol, 
so that he can hear the options spoken. An example 
of a test item would be the nonsense word “doke”. 
If the user chooses an incorrect pronunciation for 
this word, he is told the correct pronunciation, as 
well as the relevant rule, which in this case is that 
an 'o' followed by a single consonant followed by a 
final 'e' is pronounced /oʊ/.  The user can choose 
to see actual examples of the rule in action 
(“smoke”, “home”, etc.) and other rules involving 
'o' (eg., the default pronunciation /ɑ:/, as in “hot”). 

In some cases, the exercises tested real English 
words, and in others, “nonsense” words (words 
that do not exist in English but are possible as 
words, because they have letter sequences occur-
ring in English words). Only through knowing the 
general rules of English pronunciation can a stu-
dent correctly predict the pronunciation of words 
he has never seen before. Figure 3 shows the exer-
cise for knowledge of the letter “a” in the nonsense 
word “jate." 

Figure 3. Exercise example 
 
A wrong answer would cause the screen in Figure 
4 to appear, in an attempt to teach the student the 
rule he apparently hadn’t mastered. 

Figure 4. Exercise feedback lesson example 

This “lesson” screen highlights the relevant pro-
nunciation rule in the word.  Because subjects told 
us that our pronunciation rule syntax, derived from 
our LTP rules, was “too mathematical” and hard to 
understand, the screen also displays an English 
language explanation for each rule (e.g., “In the 
letter pattern a – any letter – e, the letter a is pro-
nounced as /eɪ/”). In our prototype, we developed 
a simple text-generation algorithm to translate 
from our “mathematical” rule syntax (“a → /eɪ/, in 
a.e”) into normal English for the rules that we tes-
ted in our evaluation.  Going forward, however, we 
will need to produce the explanations via a more 
sophisticated algorithm or simply hand-prepare 
explanations for the rules. 

A subject can click on the “See all words” link 
to see more English words in which that rule ap-
plies. After the “lesson” the learner is given the 
opportunity to try again, in order to reinforce the 
correct pronunciation.  

The design of the prototype incorporates several 
features that are important to its extension to a full  
learning system.  First, the set of exercises is table-
driven, so that is relatively easy to add a new set of 
exercises.  This feature is important since a com-
plete system will need a large number of exercises. 
Second, the system is designed so that the corpus 
of words that serve as examples of the rules can be 
changed easily.  This feature is important since 
different user groups (e.g., adult nonnative spea-
kers, children, speakers with reading disabilities) 
may require different kinds of words as examples. 

3 Experimental Results 

In addition to developing lexical resource tools, we 
conducted an experiment to determine (1) if our 
software could be useful in teaching nonnative 
speakers of English how to pronounce English 
words, and if so, (2) if both commonly-taught pro-
nunciation rules and pronunciation rules that are 
idiosyncratic to the E-Speech letter-to-phoneme 
system can effectively be taught.  

We considered testing the lexical resource tools 
directly by giving students lists of words and in-
structing them to use the tools to learn the pronun-
ciation rules for the words.  However, we felt that a 
more efficient way of testing our software would 
be to develop a set of exercises to diagnose and 
teach various pronunciation rules and then to test 
how effectively students learned from the exer-
cises. We developed the design of the exercises 

You may need help with the pronunciation rule for a in jate. 

The correct pronunciation for jate is ʤeɪt  
Here are the pronunciation rules for all the letters in jate 
      Pronunciation rule  j  → ʤ 
→  Pronunciation rule a  →  eɪ, in a . e 
      Pronunciation rule t  →  t 
      Pronunciation rule e# → (not pronounced) 
 
Let’s look at the rule for pronouncing a in this word: 
→  Pronunciation rule a → eɪ, in a . e 
This rule says: 
In the letter pattern a – any letter – e, the letter a is pronounced as eɪ.
Examples: There are 2049 words in English where this rule applies.  
Here are 5 of them: 
 made meɪd  
 state steɪt  
 make meɪk  
 same seɪm  
 place pleɪs    
   see all words 

Let’s get started. Here is item 1 of 22 items. 
Choose the correct pronunciation for this word. 
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based on informal comments and results of pretests 
with more than 40 nonnative speakers of English. 
 
3.1 Experimental Design 
 
We sought to improve nonnative speakers’ word 
pronunciation competence, aiming toward giving 
them the competence of native speakers of English.  
Therefore, we included both native and nonnative 
speakers as subjects. 10 nonnative speakers of 
English and 7 native speakers of English success-
fully completed the final set of exercises.   Six 
non-native subjects were undergraduates or gradu-
ate students at Montclair State University who had 
been assigned to an English as a Second Language 
course based on their performance on an English 
language test administered by the university.  The 
other four were nonnative speakers of English in 
Brazil, Bolivia, and Germany.  Native languages of 
the subjects were German, Portuguese, Korean, 
Spanish, Polish, Bangla (Bangladesh), and Urhobo 
(Nigeria).  The native English-speaking subjects 
were high school or college students who grew up 
in New Jersey.3   

The subjects were assigned logins to the system 
and were instructed to complete a series of exer-
cises, each of which would present different Eng-
lish pronunciation rules.  A subject logged in to the 
system with a web-browser over the internet, saw a 
printed word and a set of possible pronunciations 
for the word (as described above). The student was 
instructed to listen to the set of choices and to 
choose the pronunciation that he thought was cor-
rect.   Subjects were told that each exercise would 
consist of two parts.  The first part of each exercise 
would identify the pronunciation rules with which 
a subject might need help and then teach the rule; 
the second part of the exercise would determine 
whether teaching the pronunciation rules was ef-
fective.  In the teaching part of the exercise, each 
rule was presented several times, as it applied to 
different words.  Subjects were allowed to repeat 
the first part of each exercise as many times as they 
wished, until they felt comfortable about proceed-
ing to the test part of the exercise. 

                                                        
3 Nonnative subjects were told that we had developed software for teaching 
word pronunciation and we needed nonnative speakers to try the software and 
see if it helped them to improve their word pronunciation. English-speaking 
subjects were told that we had developed software for teaching word pronuncia-
tion to nonnative subjects, and that we needed to compare the students’ per-
formance with native speakers’ performance. 
 

Our software logged the students’ choice for 
each word in each part of each exercise and scored 
it as correct (1) or incorrect (0).  We computed the 
percentage of correct choices, which we call the 
word pronunciation score.  We also logged the 
number of times a student practiced with the diag-
nosis/lesson portion of each exercise, and the 
amount of time a student spent with each item. 

The basic exercises were: 
Basic: 1-syllable nonsense words representing 

“basic” rules, rules that are extremely common in 
English words. These are productive rules (English 
speakers apply them in nonsense words), and rules 
capturing these generalizations are commonly 
taught in phonics programs. Specifically the exer-
cise teaches: 
• a is pronounced /eɪ/ in the letter sequence a - any 

letter - e , as in make  
• a is pronounced /æ/ by default, as in cat and analo-

gous rules for the letters e, i, o, u. 
 

The other exercises taught and tested rules from 
the LTP system, using English words rather than 
nonsense words as the material.  These were: 

LTP1: the basic rules for the letter a, plus the 
trisyllabic laxing rule (which we call the 3-syllable 
rule), which causes underlying long vowels and 
diphthongs to shorten to a lax vowel in antepenul-
timate syllables:  
• a is pronounced /eɪ/, in a - any letter - e, as in make  
• a is pronounced /æ/ in a – any letter - e when a is 3 

syllables from the end of a word (the “3-syllable 
rule”),  as in tragedy  

• a is pronounced /æ/,by default, as in cat  
 

LTP2: rules for a before the letter l:  
• a is pronounced /ɔ:/ in all at the end of the word, as 

in ball 
• a is pronounced /ɔ:/, in alt, as in salt  
• a is pronounced /eɪ/, in a - any letter - e, as in sale 

and make  
• a is pronounced /æ/ by default, as in pal and cat  
 

LTP3: rules for the letter a when it is followed 
by the letter r:  
• a is pronounced /ɔ:/ in war  
• a is pronounced /æ/ in arr followed by any vowel , 

as in carry  
• a is pronounced /ɑ:/  in ar at the end of the word, as 

in car, and in ar followed by any consonant, as in 
part  

• a is pronounced /eɪ/, in a - any letter - e , as in care  
 

LTP4: rules for the letter a when it is preceded 
by the phoneme /w/:  
• a is pronounced  /ɔ:/  in war 
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• a is pronounced /ɑ:/  in /w/a, as in watch and qual-
ity … except … 

• a is pronounced /æ/ in /w/a before the phonemes /k/, 
/g/, /m/, /ŋ/, as in wag, swam, quack, swang 

• a is pronounced /eɪ/ in a - any letter - e , as in wake  
 
Since each of these exercises included only several 
rules, the final exercise, LTP-all, recapped the 
other exercises, in order to assess how well stu-
dents could integrate all the rules. 

LTP-all: an integrated exercise:  all the rules for 
the letter a that were presented in the previous ex-
ercises, plus the rule 
• a → /eɪ/ in aste, as in paste 

We chose this particular set of LTP rules be-
cause they would allow us to compare the “basic” 
rules, common to many phonics programs, and 
rules in our LTP system that are not taught in 
phonics programs.   All the non-basic rules in our 
experiment were pronunciation rules for the letter 
“a” and were chosen because they applied to many 
English words and represented a variety of formal 
types of rules.  For example, some had relatively 
simple contexts (e.g., “alt”), and some had compli-
cated contexts. For most of the rules, the context 
was specified in terms of the surrounding letters 
(for example, the letter a when followed by any 
letter and the letter e).  For one rule, the context 
was specified in terms of the surrounding pho-
nemes.  This latter type of rule is complicated be-
cause it requires that a learner first identify the 
phonemes for the letters surrounding the target let-
ter “a”. 

In the exercise on “basic rules”, we used non-
sense words to teach and test pronunciation rules.  
Our reasoning was that the strongest test of 
whether a student knows the rules is to test his 
pronunciation of nonsense words, since the only 
way he could possibly know how to pronounce a 
nonsense word is by applying the rules. Further, 
we felt there was strong evidence that the “basic 
rules” are productive in English.  That is, native 
speakers of English know these rules and apply 
them in novel words and nonsense words. For ex-
ample, English speakers pronounce the “a” in non-
sense words with “a” – consonant – “e” at the end 
of a word, (e.g., “pake”, “glape”, “nade”) as /eɪ/. 
Consequently, we felt that teaching and testing 
with nonsense words would help give nonnative 
speakers the same competence as native speakers. 

However, for the other exercises we used real 
English words.  Our reasoning was that the non-
basic rules, although they apply to classes of Eng-

lish words, may not be productive in English. That 
is, native speakers of English might not apply the 
rules to nonsense words, even though the rule gov-
erns a class of existing English words. For exam-
ple, in English, “oo” is most commonly /u:/ (as in 
“coo” and “cool”), but when the “oo” is followed 
by a final “k”, the vowel is almost always pro-
nounced /ʊ/ (e.g., “took”, “book”, “cook”, 
“brook”, “crook”, “snook”, though there are a few 
exceptions: “kook”, “spook”).   The question thus 
arises whether native speakers of English, who 
obviously know how to pronounce these words, 
have internalized the “ook rule” and apply it in 
novel words. Native speakers do not always pro-
nounce novel “ook” words with /ʊ/; instead, they 
sometimes use /u:/ in nonsense words, like 
“mook”, “dook”, “vook” (see Treiman et. al., 
2003). Of course, the fact that a rule is not produc-
tive does not mean that it is not useful for teaching 
students how to pronounce words; clearly it would 
be useful for students to know that “ook” is usually 
pronounced /ʊk/.  However, since we wanted to 
compare nonnatives’ performance to natives’ per-
formance, and we were primarily concerned with 
teaching nonnative speakers how to pronounce real 
English words, we chose to teach and test real, as 
opposed to nonsense, words.4   

We did include one test of non-basic-rules that 
used nonsense words, anticipating that native 
speakers might perform differently from nonna-
tives, if the nonnatives, who had been explicitly 
taught pronunciation rules, applied them to non-
sense words, even if natives did not apply them 
productively in nonsense words. 
 
 
3.2 Experimental Results 

 
We present our results informally, without sta-

tistical analysis of significance, primarily because 
we have to date collected data a relatively small 
number of subjects. Consequently, we interpret our 
results as preliminary. 

                                                        
4 We attempted to choose words that have relatively low frequency-of-

occurrence, to minimize the chances that a nonnative speaker would simply 
know the word. 
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Figure 5. Overall Word Pronunciation Scores 
 

Figure 5 shows word pronunciation scores aver-
aged over all subjects and exercises, tabulated as 
“before” (word pronunciation scores before sub-
jects were offered any lessons) and “after” (word 
pronunciation scores from the test parts of the ex-
ercises, after the lessons). As would be expected, 
native speakers had higher word pronunciation 
scores than nonnative speakers.  Further, nonnative 
speakers had higher word pronunciation scores 
after completing the lessons than they did before 
the lessons, although, overall, they did not achieve 
native speakers’ level of word pronunciation.  
Thus, our data suggests that, overall, nonnative 
speakers were able to learn aspects of word pro-
nunciation from our system. 
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Figure 6. Word Pronunciation Scores by Subject 
 
Figure 6 indicates that there was wide variability 

among the subjects.  Some nonnative subjects’ 
scores increased much more than others’, and sev-
eral subjects’ scores did not increase or increased 
only slightly.  Nonnative subjects with higher “be-
fore” scores, in general, did not increase as much 
as the nonnatives with low “before” scores, proba-
bly because their scores were high to start with. 

 
Figure 7. Word Pronunciation Scores by Exercise 
(B=Basic, L1=LTP1, L2=LTP2, L3=LTP3, L4=LTP4, 
La=LTP-all) 

Figure 7 presents the same data, collapsed 
across subjects, for the different exercises, which 
represented different sets of pronunciation rules. 
We wanted to know whether some exercises 
proved more learnable than others. In general, as 
shown at the right side of the Figure 7, for nonna-
tive speakers, for each exercise, the word pronun-
ciation scores were higher after the lessons than 
before, although the effects were greater for some 
exercises than others. For native speakers, in con-
trast, there were no systematic differences in the 
before versus after scores.  However, overall, 
scores were higher for some exercises than for 
other exercises even for native speakers.  Examina-
tion of the native speakers’ “incorrect” responses 
suggests that dialectal issues may have caused 
some native speakers to choose responses that we 
did not anticipate.  For example, for the word 
“waffle”, some native subjects chose the pronun-
ciation /wɔ:fəl/, although we had assumed that the 
pronunciation in these subjects’ dialect was 
/wɑ:fəl/. 

Figures 8 and 9 suggest that some rules were 
useful to nonnative subjects. For example, the "ba-
sic" rules, in general, were effective; the nonsense 
words tested after the lessons elicited higher scores 
than those tested before any lessons.  Of the other, 
letter-to-phoneme-based rules, the "war" rule and 
the 3-syllable rule seemed to be effective (the “be-
fore” bar for “war” is not displayed in Figure 9, 
because the before score was extremely low, only 
20%).   
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Figure 8. Word Pronunciation Scores for Basic 
Rules 
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Figure 9. Word Pronunciation Scores for LTP 
Rules 
 
A complicated rule, the /w/a rule (i.e., the rule that 
the letter "a" after the phoneme /w/ is pronounced 
/ɑ:/), appeared not to be useful to nonnative sub-
jects. We found no evidence for the effect of teach-
ing for another rule, the “aste” rule, because all 
nonnative subjects knew the pronunciation of the 
“aste” words before the lessons. However, there 
were differences between subjects. One source of 
this difference is probably due to differences in the 
nonnative subjects’ pre-existing English knowl-
edge; that is  some subjects knew some word pro-
nunciations in advance of the lessons. 
Consequently, for some rules we obtained data for 
only a few subjects. 

As discussed above, since the items in the exer-
cises testing our letter-to-phoneme rules were Eng-
lish words (even though there were not common 
words) how do we know that subjects’ perform-

ance was due to our lessons; perhaps the subjects 
simply knew the words’ pronunciation before par-
ticipating in our experiments? How well do nonna-
tive speakers apply the rules they learned to words 
that we can be sure they have never seen before? 
One of our exercises, LTP-all included a section 
that contained only nonsense words (e.g., “later-
ous”, “plar”, “swarg”, “falt”). 
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Figure 10.  Word Pronunciation Scores for non-
words versus words in the Integrated Rules Test 
LTP-all after lessons 
 

Figure 10 presents the results of the nonsense 
word portion of LTP-all:  pronunciation scores for 
real English words versus nonsense words for non-
native subjects and the analogous scores for native 
speakers, collapsed across subjects.  Although 
there were between-subject differences,  on aver-
age, both sets of subjects had lower scores for non-
sense words than for words.  If subjects based their 
scores for all test items – words as well as non-
sense words – entirely on the word pronunciation 
rules that we included in our exercises, then we 
would expect their scores to be the same for words 
and nonsense words.  Since words have an empiri-
cally correct pronunciation (they are given in a 
dictionary, for example), native speakers may be 
relying on a stored phonological representation for 
the word items.  For nonsense words, however, the 
subjects must rely on rules or other principles.   If 
subjects used rules or principles for pronouncing 
nonsense words different from the ones we ex-
pected, then the nonsense word scores would be 
lower than those for words. However, the pronun-
ciation scores for the nonsense words for the non-
native subjects were higher than that for natives.   
This fact suggests that the nonnatives were, in fact, 
applying the pronunciation rules they had learned 
in our lessons to the nonwords. 

Basic Rules  

40 

50 

60 

70 

80 

90 

Before

 100 

After

  (in nonsense words) 

   a  e  i  o  u  a  e  i  o  u     a  e  i  o  u  a e   i  o  u  
vowel-anyletter–e   vowel default  vowel-anyletter-e   vowel default 

   Native                     Nonnative 

83



In summary, our preliminary results indicate 
that: (1) our software was useful in teaching non-
native speakers of English how to pronounce Eng-
lish words; (2) both “basic” pronunciation rules 
and some novel, proprietary pronunciation rules 
were useful for teaching word pronunciation. 

 
4 Future Research 
 
The major directions for our future research are to 
select and reformulate LTP rules that are useful for 
teaching and then to obtain more user data for 
nonnative speakers and for native-English-
speaking children learning to read. 

First, we intend to produce a complete learner’s 
rule system for English, based on the entire set of 
text-to-speech LTP rules.  Since our text-to-speech 
system contains roughly 800 LTP rules, which we 
believe is too large a number for learners, a signifi-
cant task is to reduce the number of rules.    We 
intend to focus on rules that apply to large numbers 
of words and remove rules that apply to few words, 
relegating the words to which they apply to the 
exceptions dictionary.  We also intend to attempt 
to collapse rules that apply in similar contexts.   

Second, we need to determine whether learners 
can, in general, understand a pronunciation system 
that requires rule ordering. In our system, some 
rules are labeled as “default” rules, meaning that 
they apply if no other rules apply. Consequently, 
learners must know all the rules in order to know 
when to apply the default rule.  If the number of 
rules is too large, learners may need a system in 
which each rule is independently unambiguous.  

Third, we need to recruit more nonnative speak-
ers of English who are good candidates for improv-
ing their word pronunciation skills.  Some of our 
subjects in this experiment had relatively high 
word pronunciation scores before exposure to our 
lessons, so that observing any effect of our lessons 
was inherently limited.  Therefore, we would like 
to recruit more subjects with lower word pronun-
ciation ability, in order to get a better picture of the 
effectiveness of our system.  Can we predict which 
students will have high pronunciation scores and 
which will have low scores based on a student’s 
report of his or her experience in English 
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Figure 11. Relation between Word Pronunciation 
Score and Years Studied English 
 

Figure 11 presents the average word pronuncia-
tion scores for each subject at the beginning of the 
exercises, before doing lessons.  As shown, the 
reported length of time a student had studied Eng-
lish was not correlated with word pronunciation 
scores.  Consequently, we cannot depend on a stu-
dent’s reported length of time studying English as 
predictive of his word pronunciation abilities.  In-
stead, we will need to screen prospective subjects 
via pretesting. 

Finally, although we have developed our system 
for nonnative speakers, we would like to test our 
system with native-English-speaking children 
learning to read.  However, it is likely that the user 
interface and corpus of exemplar words will need 
to be different for the child population. 
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Abstract 

This paper presents the lessons learned in 
experimenting with Thetis1, an EC project 
focusing on the creation and localization 
of enhanced on-line pedagogical content 
for language learning in tourism industry. 
It is based on a general innovative ap-
proach to language learning that allows 
employees to acquire practical oral and 
written skills while navigating a relevant 
professional scenario. The approach is en-
abled by an underlying platform 
(EXILLS) that integrates virtual reality 
with a set of linguistic, technologies to 
create a new form of dynamic, extensible, 
goal-directed e-content. 

1 Credits 

The work described in this paper has been sup-
ported by the European Commission in the frame 
of the eContent program2. 

2 Introduction 

Thetis focuses on the creation and localization of 
enhanced on-line pedagogical content for language 
learning in tourism industry. It is based on a gen-
eral approach to language learning that allows em-
ployees to acquire practical oral and written skills 

                                                           
1 THETIS – Training for hotel employees to interact in situa-
tions (EDC- 42052). www.thetis-project.org. 
2 http://www.cordis.lu/econtent/ 

while navigating a relevant professional scenario. 
The approach is enabled by an underlying platform 
(EXILLS3) that integrates virtual reality with a set 
of linguistic technologies to create a new form of 
dynamic, extensible, goal-directed e-content 

Thetis has two aims: 

• Test the value of linguistic technologies 
for on-line language learning.  

• Localize and repurpose existing e-content 
for English and vocational blended train-
ing material that was first designed for 
CDROM in order to offer it on-line. The 
material is meant to develop oral compre-
hension and reading skills in order to en-
able end-users to communicate with 
English speaking customers. It will be 
used for the continuous vocational training 
of professionals in this sector through the 
Internet as well as on-site.  

In the following sections we present the following:  

• The Thetis scenario and the technologies 
applied 

• Aspects of content adaptation  

• the results of the users’ evaluation  

• the lessons we have learned both regarding 
the value of the technologies (including the 
linguistics technologies), and the peda-

                                                           
3 See  www.exills.com 
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gogical value of such an innovative ap-
proach to language learning 

3 Thetis : scenario and linguistic tech-
nologies 

As the general technical architecture behind Thetis 
has already been described in details in (Segond 
and Parmentier 2004) (Brun et Al. 2002) we just 
give an overview of the entire system and concen-
trate below on the description of the Thetis sce-
nario and on the linguistic technologies that have 
been integrated into the system.  

Thetis integrates virtual reality and linguistic tech-
nologies in a web application in order to propose a 
truly e-learning solution that can be used both syn-
chronously and asynchronously. Our motivations 
for applying these two components are the follow-
ing: 

• Virtual reality offers a cognitive context 
and promotes interaction. 

• Linguistic technologies offer autonomy to 
the students by showing them concepts, 
giving them assistance to understand word 
meanings within particular contexts by 
presenting various examples, providing 
feedback on their skills (during chat ses-
sions as well as through exercises or even 
free activities). 

The notion of scenario is central to Thetis. The 
scenario allows the users to act in typical work 
situations such as introducing themselves, reading 
emails, searching for and understanding informa-
tion, ordering a meal, and interacting with col-
leagues and customers. The lessons include  
traditional contents such as grammar rules, exer-
cises, and speech acts.  The users interact either via 
chatting or during the different activities proposed. 
The Thetis scenario has been explicitly designed 
for people working at hotels’ reception desks. 

 

3.1 Scenario 

Students and tutors enter a virtual reality scene 
either all together at the same time (synchronously) 

or whenever they want (asynchronously). They are 
then in a virtual hotel where they are given roles 
that correspond to the different prototypical hotel 
situations listed above. All students have to play 
their everyday job, hotel desk receptionist. They 
interact with customers. The tutors can choose the 
role they play: customers, fellow students or tutors. 
The resulting system can be used either individu-
ally from any place with access to the Internet or 
collectively, all or some students being in the same 
location (open class, hotel etc.) 

The customers are robots and the students are ava-
tars that work at the reception desk. 

The robots are 3D-human representations that have 
been programmed in advance. They can invite us-
ers to chat, react to certain stimuli such as prede-
fined lists of words or movements of others in the 
3D-scene. 

The avatars are non-programmed 3D-human repre-
sentations of users. The users can decide where to 
go in the virtual scene, with whom they want to 
interact, what to say. 

The application is composed of several virtual 
rooms. Each of these rooms corresponds to a dif-
ferent scenario related to the receptionists work 
tasks. 

The students’ avatars interact either with the robot-
customers, or among themselves. The language of 
the interactions is exclusively the language being 
learned i.e. English, (which is automatically 
checked by the system). In order to encourage in-
teractions among the students and to strengthen the 
playful aspect of the course, the students are asked 
to work in groups of two or three. Each group of 
two or three students enter rooms at the same time, 
and interact individually with different robot cus-
tomers. Since they are in the same room they are 
also able to communicate among themselves, in the 
language they learn, when they have difficulties. 
The tutor can also be present. There is a common 
back room where all the students can go any time 
to interact with the rest of the student group, be it 
because they need help or because the tutor asks 
for a meeting. 

In order to call for interaction students and tutors 
can either type text in the chat window or, in some 
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specific cases (previously defined in the scenario) 
record their answer and send the speech file to the 
tutor.  

The figure below is a snapshot of the different ac-
tivities in the different virtual rooms. Traditional 
linguistic exercises, cards with grammar or speech 
act hints are associated to the activities of each 
room. 

 

 

In the Virtual World students always have access 
to a phone, a fax, a reservation book, computers, 
documents internal to the hotel (regulations, menu, 
price lists, tourist information etc.). 

During the different activities, the students interact 
with robots that play different roles (customers, 
travel agents, taxi driver etc.). Dialogues between 
students and robots work as follows: the students 
type some text in the chat box, and the robots reply 
orally. Robot participations to dialogues are pre-
recorded sound files. The robots are configured to 
reply to stimuli like a new learner arriving in a 
scene asking for a private chat, etc. For instance, 
when a student asks a question, the robot can 
automatically select the most appropriate answer or 
action based on the dialog’s steps or based on 
keywords found in students’ written production. 

Examples:  

“Could you show/give me your identity card?” 
would produce the action of displaying a win-
dow with the image of an identity card. 
“How long will you stay?” would produce an 
answer like “three nights”. 

When robots ask questions, the students’ answers 
can be used (or not) to select the next move in the 
dialogue. 

Examples:  

Robot: “Do all the rooms have an Internet con-
nection?” Student: “No” would imply a specific 
notice on the reservation fax to require an Inter-
net connection. 

3.2 Linguistic Technologies 

In terms of tools and resources available in the vir-
tual world, the students have access to real hotel 
documents (including a list of hotel services, prices 
and regulations, real identity documents from dif-
ferent countries, etc.)as well as to linguistic tech-
nologies. 

The linguistic tools include the following: 
 

• A comprehension help that 
provides students with the 
most appropriate contextual 
translation of any word or ex-
pression. Comprehension help 
is crucial in speeding up both 
the students’ comprehension 
and written production. 

 

• A linguistic tool box that pro-
vides the students with cus-
tomizable services which 
allow them to parse and to tag 
their own production in order 
to check its correctness. 

 

• A morphological analyzer that 
gives the students access to 
conjugations or declinations. 

 

• A language guesser that auto-
matically prevents students 
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from interacting in another 
language than the one they 
learn i.e. English. 

 

4 Good quality content  

The other interest of Thetis is to create and adapt e-
content to offer it on-line rather than on CD-ROM. 
One of the most difficult issues that e-learning  
faces is global delivery, especially with the chal-
lenges of localization and repackaging content for 
different audiences. Europe has been active in cre-
ating high quality pedagogical content for years 
and is genuinely concerned about languages.  

Over the past few years, multimedia publishers 
have developed electronic content for language 
learning of very high pedagogical value and very 
good quality. With the arrival of e-learning, they 
see their work changing and do not always have 
the necessary expertise and resources to take the 
e-learning route.  

Indeed e-learning revolutionizes the training do-
main as it provides personalized, real-time training 
and communications programs, rather than a “one 
size fits all” approach. To take advantage of the 
potential of e-learning, multimedia publishers need 
to develop expertise in Internet technologies in 
general. To be able to put their content on-line they 
need to work in partnership with companies that 
have Internet expertise and document processing 
technologies. On the other hand, technology pro-
viders in the area of e-learning have given very 
little attention to the quality of the content that will 
be offered, to the pedagogical aspect of e-learning 
as well as to the question of what needs to be 
changed in order to use the Internet to train people. 
Most of the e-learning companies have tried to sell 
platforms to content providers rather than trying to 
work in partnership with them in order to create 
good-quality e-learning solutions. It is certainly not 
enough to integrate content that has been built for 
another purpose (to teach in face to face meetings 

for example, or even for CD-ROM distribution) 
with technologies to make a good training module. 
Pedagogical aspects must be considered and tech-
nologies should support pedagogy rather than be-
ing the main objective. 

 

4.1 eContent adaptation 

Thetis particularly concentrated on defining the 
virtual environment and the content of the training, 
adapted to the needs of the employees in a hotel 
reception. 

The main functions of receptionists are presenting 
a positive image of the hotel and assisting with all 
aspects of guest service; they act as buffers be-
tween the customers and management of the hotel. 

The training needed to take into account their main 
duties, including the following: 

Answering enquiries regarding hotel services 
and registration by letter, telephone and in per-
son 
Making room reservations 
Registering arriving guest and assigning rooms 
Responding to guests’ enquiries, requests and 
complaints 
Using computerized or manual systems to 
compile and check daily record sheets, guest 
accounts, receipts and vouchers 
Presenting statements of charges to departing 
guests and receiving payment 
Additional duties, which may be required by 
small hotels. 

It was also important to consider the skills needed 
by these kinds of workers, even when they need to 
communicate with customers in languages differ-
ent from theirs.  

Good communication skills and a neat appearance 
are essential for hotel receptionists. They need ba-
sic analytical skills and experience with word 
processing equipment and computers. Good judg-
ment is necessary, as well as ability to solve prob-
lems in a bold way and with determination, since 
they may have to deal with difficult people, as well 
as with emergency and security problems.  
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But one of the best assets is the knowledge of, at 
least one, second language. To communicate flu-
ently with customers in a foreign language, solve 
problems and deal with complaints, turn them into 
opportunities is the aim of this project, together 
with the development of key competences for em-
ployees working at hotel reception desks, such as 
efficiency, courtesy, initiative, capability of work-
ing in team and communication skills, among oth-
ers. 

What is different in Thetis, compared to “tradi-
tional CD-ROM content” building are the scenar-
ios through which the courses will be delivered to 
hotel receptionists. So the content had to be appro-
priate to the scenarios so that it is adapted to the 
learning context, and it had to be localized follow-
ing the target region of the training. 

The pedagogical content is realized on different 
media like texts, audio support, and videotapes. 
For each medium different activities are available 
in order that the students can practice a specific 
grammar point, an idiomatic structure or phrase. 
There are several kinds of exercises each corre-
sponding to a lexical area and/or speech act. This 
means that a student is immersed in a work situa-
tion associated with specific difficulties in gram-
mar and vocabulary and (s)he is provided with 
exercises helping to develop her/his competencies.  

The objective is not to find a typical situation in 
order to learn a specific grammar point or an idio-
matic structure. The process is rather first to list the 
typical work situations the hotel receptionists are 
confronted with and afterwards to identify the lan-
guage difficulties associated with each situation 
and, in a third time, to select the media, the con-
tent, the type of activity that is the best suited to 
help the students to deal with the work situation. 
One other difficulty is to propose a sequence of 
working activities that also match with the lan-
guage and vocabulary level of the student. 

Besides the scenario, the students are also provided 
with some classical content in order to help them 
to meet the needs they could be confronted with 
outside typical training situations. Such classical 
content is listed in the points below: 

• a grammar book containing a list of all 
the sentence patterns and forms that are 

used in the program with explanations 
of their use and form; 

• a lexicon with English headwords, ex-
amples of usage and explanation or 
translation into native language. Stu-
dents also have the option of hearing 
the pronunciation of new items; 

• student records which allow students to 
monitor their own progress, 

• technical help in order to present the 
characteristics of the delivery web ap-
plication. 

This existing content has been adapted to the tour-
ism industry  

Although the basic content will be the same for all 
target audiences, the addition of elements that ap-
peal directly to each target user group makes the 
product attractive and motivating.  

In terms of language practice, it is also possible to 
place an emphasis on those items that cause par-
ticular problems to specific language groups. 

As far as already existing content related to tour-
ism scenarios is concerned, they had to be adapted 
to our purposes: some pedagogical activities had to 
be reversed because they had been developed in 
order to help a customer, a tourist in our case, to 
interact with other people i.e. receptionists, wait-
ers/waitresses, passers-by. The main task was to 
propose mainly the same activities but for training 
receptionists. 

5 Users’ tests  

The content of the course focuses on teaching Eng-
lish to hotel receptionists. Therefore, the users 
were faced with real situations that occur in hotels 
within the context of their everyday work envi-
ronment. The objective then was to test the course 
within this target group in order to analyse its po-
tential use, and possible adaptation to any socio-
professional domain, as well as extension to any 
language.  

The main elements of THETIS that needed to be 
tested are the following: 

• Technical issues: linguistic tools, virtual 
reality 
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• Pedagogical effectiveness: quality of con-
tent, game aspects, etc. 

• Work related competencies: hotel envi-
ronment and situations, level of interest, 
relevance, etc. 

There were two major groups of users involved in 
these tests: 

• Students 

• Teachers or tutors. 

All students involved (18) are currently students of 
a Hotel Management vocational training program 
organised by the Andalusian Entrepreneurial Con-
federation (CEA).  

The profile of the group was the following: 80% 
were between 20 and 24 years old, 20% were be-
tween 25 and 30 years old. All of them have a uni-
versity degree in Tourism. 80% had previous work 
experience in hotels or tourism related jobs. 50% 
had an intermediate competency level in English, 
17% low intermediate and 33% high intermediate. 

A team of 3 teachers was also involved in this test; 
one of them was present at the location of the test 
activities and the other two were doing participated 
from another country, which shows the flexibility 
that distance learning offers. 

Each session followed the same structure: 

• Presentation of the three partners. 

• Presentation of the THETIS project. 

• Goals and objectives of the session. 

• Explanation of the different elements of 
THETIS: 

o Chat 

o Virtual Reality 

o Dictionary 

o Verb conjugation 

o History 

o Notes 

o Grammar  

o Exercises 

After the initial explanations, the session continued 
by proposing different activities in which the stu-
dents had to do the following: 

• Chatting among students - learning 
games. A reservation form had to be filled 
out. Each form contained some informa-
tion of different customers. We assigned 
one specific guest to each student, so they 
had to discuss and ask each other about the 
missing data. 

• Chatting with the teacher - role playing 
exercises. The teacher acted as a customer 
and started different dialogs with the stu-
dents based on typical hotel situations such 
as making reservations or asking for direc-
tions.  

• Exercises. The students were given time to 
practise four categories of exercises: read-
ing comprehension, grammar, listening 
and vocabulary.  

• Interacting with the robots. The students 
had to take part of the pre-set dialogs with 
the customer-robots at the virtual reality 
scenario and choose the right answer in 
every situation.   

Once the testing activities described were finished, 
the students were asked to write their comments by 
answering a complete questionnaire 

Most of the students agreed that using this program 
continuously as part of complete language training 
would be very beneficial. Some students appreci-
ated most that it helped remember expressions and 
vocabulary they had learnt before, so it was good 
practice. Most of them acknowledged the acquisi-
tion of the specific language used in hotels and the 
expressions needed in situations that occur at the 
front desk.  

Regarding the scenario itself all students consid-
ered that what happens in a hotel and the daily 
functions that a receptionist must carry out are very 
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well represented. Some typical appreciations are 
the following: 

“It is a very creative way to reflect the different 
situations happening in a hotel” 

“Doing different things at the same time is very 
common at hotels and getting to learn English by 

having the same experience is crucial” 

“It is good that we get to see the nice things that 
normally happen but also the not so nice ones, like 

dealing with upset customers” 

Basically, the main advantages of THETIS appear 
to be how realistic the situations are, the entertain-
ing and fun part of learning and the interaction 
with the teacher and the other students.  

As for the weaknesses, these appear to be related to 
the fact that Thetis is still a pilot product and some 
technical and content details have yet to be final-
ized.  

Regarding the elements the testers found most use-
ful during the learning process, we found a broad 
range of answers and every tool was named. Re-
garding the linguistic technologies students men-
tioned the contextual dictionary look-up as the one 
they made the most use of. However, the elements 
that received a higher appreciation were the inter-
action with robots (virtual reality) and with the 
teacher (chat), because of the entertaining aspect 
they both bring, the realistic feature they portray as 
well as their practical application.  

In order to have a complete and enriched informa-
tion report, we asked for the teachers’ opinion as 
well.  

It was perceived that through this program students 
are given different ways to consolidate what they 
learn which makes it quite efficient. It is also im-
portant to say that there is a clear need to have 
teacher-student interactions to make it more suc-
cessful pedagogically, since this element gives the 
students the opportunity to use free and authentic 
language and to be corrected in real time. 

Since interactions between the teacher and the stu-
dents are allowed through chat - which is some-
thing the students enjoyed a lot - it was remarked 
that the teacher needs to have the possibility to cor-

rect mistakes. So for this tool to be more useful 
and not damaging the role-playing situation, there 
is a need to find a way to send the students that 
feedback, for example, by making it appear in an-
other color. 

It is also important to prepare different possible 
scenarios/exercises for the teachers to develop 
through the chat. Therefore, it appears important to 
prepare a teacher’s guide. 

6 Conclusion: lessons learned  

In general, we found that the creation of content 
for a Thetis like type of concept was not a trivial 
and easy task. Indeed Thetis provides a solution 
that is strongly web oriented in the sense that it 
insists on interaction on the web, personalization 
and information access. As a consequence the type 
of content that fits these requirements is radically 
different from ones that already exist for other sup-
ports such as, for instance, CD-ROMs. We did not 
expect this adaptation to be so time consuming. It 
turns out that while a “traditional” type of CD-
ROM content can be integrated in the form of ex-
ercises within the Thetis solution, it is necessary to 
build new types of content in the form of scenarios. 
Indeed the notion of a scenario, which is central to 
Thetis as well as its strong point, means one that 
covers both learning a language and learning a 
work practice. This scenario should also be attrac-
tive and evolving enough so that it retains students’ 
interest and motivation. The borderline is some-
times difficult: we need to be careful not only to 
propose games where students learn how to do 
their work but not so much how to speak a lan-
guage. Moreover, the scenarios, since they take 
place on the web and in a virtual world, cannot be 
like the ones that are proposed in a face to face 
course. Interaction is different. Robots plays a cen-
tral role in pushing people to interact with each 
other, and so does the tutor. How to make the best 
pedagogical use of these two aspects? What is the 
type of dialogues that work better in terms of 
pedagogical purposes?  

During the testing we had had various comments 
on the specific features offered by the system as 
well as suggestions for improving it; all of them 
would need to be further tested. These suggestions 
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come from different perspectives: from the tutors 
and from the students. 

As far as the tutors are concerned, while they find 
the idea really interesting pedagogically, they also 
generally consider it difficult to interact with sev-
eral students at the same time. For instance correct-
ing several students in the chat is almost 
impossible. Therefore they ask for tools to help 
them in this process. These tools would be like the 
ones that already exist in current management sys-
tems courses, and they would have to be enriched 
with some specific functions to deal with on-line 
interaction. Teachers usually liked a lot the lan-
guage guesser module as it forces students to inter-
act in the language they learn and relieve them 
from checking that students do not interact in their 
own language. 

On the opposite side, the students liked and used a 
lot the contextual on-line dictionary because they 
really want to play and interact and are forced to 
do so in the foreign language. The students defini-
tively liked the virtual reality and the game aspect. 
The strongest point of Thetis is undoubtedly the 
interactions based on a virtual reality scenario as 
compared to e-mail interactions, chats or forums. 
Probably owing to the virtual world shy people 
tend to participate much more than usual. This is 
also the feedback that we got from tutors concern-
ing their students.  

While students enjoyed the game very much, this 
would need to be tested on the long run as Thetis 
certainly benefits from the “novelty effect”. 

Both teachers and students would like to be able to 
speak rather than just to write. However, it is not 
clear how this type of interaction would be possi-
ble in virtual reality with 15 people not being able 
to see each other. During the project, we identified 
strong points as well as difficulties and gaps. The 
main difficulty is in the type of content that fits 
Thetis’ philosophy. Indeed, building such content 
requires more time than we first expected. While 
part of the content can be just repurposed and lo-
calized from already existing materials, a com-
pletely new type of content needs also to be 
created from scratch. Users made interesting sug-
gestions regarding the integration of new technolo-
gies such as speech processing or tools for the 
tutors. These would require further testing.  
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