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Abgract

It is down that basic language processes sich
as the production d freeword associations and
the gengration d synonyms can be smulated
using statistical modd's that analyze the distri-
bution d words in large text corpora. Accord-
ing to the law of association by cortiguity, the
acquistion d word assciations can be e-
plained by Hebbian learning The freeword as-
sociations as produced by subjects on presenta-
tion d sinde stimulus words can thus be pre-
dicted by applying first-order statistics to the
frequencies of word co-ocaurrences as observed
in texts. The generation d synonyms can aso
be conducted on co-ocaurrence data but re-
quires scond-order statistics. Thereasonis that
synonyms rardy ocaur together but appear in
smilar lexical neighborhoods. Both approaches
are systematically compared and are validated
on empirical data. It turns out that for both
tasks the performance of the statistical systemis
comparable to the performance of human sub-
jects.

1 Introduction

Acoording to Ferdinand e Sausaure (1919, there
are two fundamental types of rdations between
words that he bdieves correspond to basic opera-
tions of our brain: syntagmatic and paradigmatic
assciations. There is a syntagmatic rdation be-
tween two words if they co-ocaur in spoken a
written language more frequently than expected
from chance and if they have different grammetical
roles in the sentences in which they ocaur. Typical
examples are the word pairs coffee— drink, sun —
hat, or teacher — schod. The rdation between two
words is paradigmatic if the two words can sub-
dtitute for one anather in a sentence without aff ect-

ing the grammeticality or acoeptability of the sen-
tence Typica examples are synonyms or antonyms
like quick — fadt, or eat — drink. Normally, words
with a paradigmatic relation are the same part of
Speech, whereas words with a syntagmeatic relation
can but neal nd be the same part of speech.

In this paper we want to show that the two types
of rdatiors as defined by de Sausaure are reflected
in the datistical distribution d words in large cor-
pora. We present algarithms that automatically
retrieve words with dther the syntagmatic or the
paradigmatic type of rdationship from corpora axd
perform a quantitative evaluation d our results.

2  Paradigmatic Associations

Paradigmatic associations are words with high se-
mantic similarity. Acoording to Ruge (1992, the
semantic similarity of two words can be computed
by deermining the agreement of ther lexica
neighborhoods. For example, the semantic smil arity
of the words red and blue can be derived from the
fact that they both frequently co-ocaur with words
like color, flower, dress car, dark, bright, beauti-
ful, and so forth. If for each word in a corpus a co-
ocaurrence vector is determined whose entries are
the co-ocaurrences with all other words in the cor-
pus, then the semantic smilarities between words
can be computed by condicting smple vector
comparisors. To dtermine the words most similar
to a given word, its co-ocaurrence vector is com-
pared to the co-ocaurrence vectors of all other
words using ore of the standard simil arity measures,
for example, the cosine codfficient. Those words
that obtain the best values are considered to be most
gmilar. Practical implementations of agarithms
based onthis principle have led to excdlent results
as documented in papers by Ruge (1992, Grefen-
Sette (1994, Agarwal (1995, Landeuer & Dumais
(1997, Schittze (1997, andLin (1998.



2.1 Human Data

In this sction we rdate the results of our version d
such an agarithm to similarity estimates obtained
by human subjects. Fortunatdy, we did nd need to
conduct our own experiment to dotain the human's
similarity estimates. Instead, such data was kindy
provided by Thomas K. Landauer, who hed taken it
from the synonym portion d the Test of Endlish as
a Foreign Language (TOEFL). Originadlly, the data
came, along with namative data, from the Educa-
tional Testing Service (Landauer & Dumais 1997).
The TOEFL is an ddligatory test for foreign stu-
dents who would like to study at an American a
Endish university.

The data comprises 80 test items. Each item
corsists of a problem word in testing parlance and
four dternative words, from which the test taker is
asked to chocse that with the most similar meaning
to the problem word. For example given the test
sentence “ Both bods and trains are used for
transporting the materials’ and the four aternative
words planes, ships, canoes, and railroads, the
subject would be expected to choose the word ships,
which isthe onre most smilar to boats.

2.2 Corpus

As mentioned above, our method d simulating this
kind d behavior is based onregularities in the sta
tigical distribution d words in a corpus. We chose
to use the British National Corpus (BNC), a 100
milli onrword corpus of written and spoken language
that was compiled with the intention d providing a
representative sample of British Endlish.

Since this corpus is rather large, to save disk
space and processng time we decided to remove all
function words from the text. This was dore on the
basis of alist of approximatdy 200 Endish function
words. We also decided to lemmetize the corpus as
wdl as the test data. This na only reduces the
sparse-data problem but aso sigrificantly reduces
the size of the co-ocaurrence matrix to be computed.
More ddails on these two steps of corpus pre-
processng can befoundin Rapp (1999.

2.3 Co-occurrence Counting

For counting word co-ocaurrences, as in most other
studies a fixed window size is chosen and it is de-
teemined howv often each pair of words ocaurs
within a text window of this $ze. Choing a win-

dowv size usualy means a trade-off between two
parameters. specificity versus the sparse-data prob-
lem. The smdller the windaw, the stronger the aso-
ciative reation between the words insde the win-
dow, but the more severe the sparse data problem
(seefigure 1 in section 3.2). In aur case, with +1
word, the window size looks rather small. However,
this can be judtified since we have reduced the d-
fects of the sparse-data problem by using a large
corpus and by lemmetizing the corpus. It also
shauld be nated that a windav size of +1 applied
after dimination d the function words is compa-
rable to awindav size of +2 without dimination d
the function words (asauming that roughy every
secondword is a functionword).

Basad onthe window size of £1, we computed a
co-ocaurrence matrix of about a million words in
the lemmetized BNC. Althaugh the resulting matrix
is extremdy large, this was feasible since we used a
sparse format that does nat store zero entries.

24  Computation of Word Similarities

To ddermine the words most similar to a given
word, the co-ocaurrence vector of this word is com-
pared to al other vectors in the matrix and the
words are ranked according to the similarity values
obtained. It is expected that the most similar words
areranked first in the sorted li <.

For vector comparison differet similarity
measures can be consdered. Saton & McGill
(1983 proposed a number of measures, such asthe
cosine coefficient, the Jaccard cofficient, and the
Dice codficient. For the computation d rdated
terms and synonyms, Ruge (1995 and Landauer &
Dumais (1997 used the cosine measure, whereas
Grefengtette (1994 p. 48) used a weighted Jaccard
measure. We propose here the city-block metric,
which computes the similarity betweean two vectors
X and Y as the sum of the absolute differences of
correspondng \ector positiors:

s=) | X, Y,
Z X —Yi|
In a number of experiments we compared it to aher
similarity measures, such as the cosine measure, the
Jaccard measure (standard and binary), the Euclid-
ean dstance, and the scalar product, and found that
the city-block metric yidded goodresults (seeRapp,
1999.



25 Reallts

Table 1 shows the top five paradigmatic asocia
tions to six stimulus words. As can be seen from the
table, nearly all words listed are of the same part of
speech as the stimulus word. Of course, our defini-
tion d the term paradigmatic association as given
in the introduction implies this. However, the smu-
lation system never obtained any information on
part of speech, and 0 it is neverthdess sirprising
that — besides computing term similarities — it im-
plicitly seams to be able to cluster parts of speeh.
This observation is consistent with aher studies

(eg., Ruge, 1995.

blue | cold fruit green | tobacoo| whiskey
red | hot foad red |cigarette] whisky
grean|warm| flower | blue | acohd | brandy
grey | dry fish white| coa |champagne
yelow|drink| meat |ydlow| import | lemonade
white| cod | vegetable | grey | textile | vodka

Table 1: Computed paradigmatic associations.

A qualitative inspection d the word lists generated
by the system shows that the results are quite
satisfactory. Paradigmatic associations like blue >
red, cold = hot, and tobacco = cigarette are
intuitivdy plausible However, a quantitative
evauation would be preferable, of course, and for
this reason we did a comparison with the results of
the human subjects in the TOEFL test. Remember
that the human subjects had to chocse the word
most similar to a given stimulus word from aligt of
four aternatives.

In the smulation, we assumed that the system
had chosen the correct dternativeif the correct word
was ranked hghest among the four aternatives.
This was the case for 55 of the 80 test items, which
gives us an acauracy of 6%%. This acauracy may
seam low, but it should be taken into acoount that
the TOEFL tests the language abilities of prospec-
tive university students and therefore is rather diffi-
cult. Actually, the performance of the average hu-
man test taker was worse than the performance of
the system. The human subjects were only able to
solve 51.6 of thetest items correctly, which gves an
acauracy of 64.5%. Please nate that in the TOEFL,
average peaformance (over severa types of tedts,
with the synonym test being just ore of them) ad-
mits gudents to most universities. On the other

hand, by definition, the tet takers did nd have a
native command d Endish, so the performance of
native speakers would be epected to be sgrifi-
cantly better. Anather corsideration is the fact that
our smulation program was nat designed to make
use of the context of the test word, so it neglected
some information that may have been useful for the
human subjects.

Nevethdess the results look encouraging
Given that our methodis rather smple, et us now
compare our results to the results obtained with
more sophigticated methods. One of the methods
reported in the literature is $ngular value decompo-
sition (SVD); anaher is dalow parsing SVD, as
described by Schiitze (1997 and Landauer & Du-
mais (1997, is a method similar to factor analysis
or multi-dimensioral scaling that allows a signifi-
cant reduction d the dimensiorality of a matrix with
minimum information loss Landauer & Dumais
(1997 daim that by optimizing the dimensiorality
of the target matrix the performance of their word
similarity predictionswas sgnificantly improved.

However, on the TOEFL task mentioned above,
after empirically determining the optimal dimen-
siorelity of thar matrix, they report an acauracy of
64.4%. This is s/mewhat worse than aur result of
6%, which was achieved withaut SVD and without
optimizing any parameters. It must be enphasized,
howvever, that the validity of this comparison is
questionable, as many parameters of the two modds
are different, making it unclear which ores are re-
sporsible for the difference. For example, Landauer
and Dumais used a smaller corpus (4.7 million
words), a larger window size (151 words on aver-
age), and a different similarity measure (cosine
measure). We neverthdess tend to interpret the
results of our comparison as evidence for the view
that SVD is just anather method for smoahing that
has its greatest bendfits for sparse data. However,
we do nd deny the techrical vaue of the method
The oretime dfort of the dimensionality reduction
may be wel spent in a practical system because all
subsequent vector comparisors will be speaded up
corsiderably with shorter vectors.

Let us now compare our results to those ob-
tained using shallow parsing, as previoudy dore by
Grfengtette (1993. The view here is that the win-
dow-based method may work to some extent, but
that many d the word co-ocaurrences in a windowv



are just incidental and add nase to the significant
word pairs. A simple methodto reduce this problem
could be to introduce a threshdd for the minimum
number of co-ocaurrences;, a more sophisticated
method is the use of a (shalow) parser. Ruge
(1992, who was the firgt to introduce this method
claims that only head-modfier rdations, as known
from dependency grammar, shauld be considered.
For example if we condder the sentence “Peter
drives the blue car”, then we should nd count the
co-ocaurrence of Peter and blue, because blue is
neither head na modfier of Peter. Ruge deveoped
a shdlow parser that is able to determine the head-
modfier rdations in unrestricted Endlish text with a
recall of 85% and a precison d 86% (Ruge, 1995.
Using this parser she atracted all head-modfier
rations from the 100 milli on words of the British
National Corpus. Thus, the resulting co-ocaurrence
meatrix only corntained the counts of the head-mod-
fier rdations. The word similarities were computed
from this matrix by using the cosine similarity
measure. Using this method Ruge achieved an
acauracy of about 69% in the TOEFL synonym
task, which is equivalent to aur results.

Again, we neal to emphasize that parameters
other than the basic methoddogy could have influ-
enced the result, so we neal to be cautious with an
interpretation. However, to us it seans that the view
that some of the co-ocaurrences in corpora should
be consdered as ndse is wrong or dse if there is
some nase it obvioudy cancds out over large cor-
pora. It would be interesting to knowv how a system
performed that used al co-ocaurrences except the
head-modfier rdatiors. We tend to assume that
such a system would perform worse, so the parser
sdected the good canddates. However, the experi-
ment has na been dore, so we cannd be sure.

Although the shallow parsing could nd improve
the results in this case, we neverthdess $iauld point
out itsvirtues: It improves efficiency sinceit leadsto
sparser matrices. It also seansto be ableto separate
the rdevant from the irrdevant co-ocaurrences.
Third, it may be useful for determining the type of
rdatiorship between words (eg., synonymy, an
tonymy, meronymy, hyponymy, etc., seeBerland &
Charniak, 1999. Althaugh this is na within the
scope of this paper, it is very rdevant for rdated
tasks, for example the automatic generation d
thesauri.

3  Syntagmatic Associations

Syntagmatic asociations are words that frequently
ocaur together. Therefore, an dovious approach to
extract them from corpora is to look for word pairs
whose co-ocaurrence is sgnificantly larger than
chance To test for dignificance, the standard chi-
sguare test can be used. However, Dunning (1993
pointed aut that for the purpose of corpus gatistics,
where the sparsenessof datais animportant issue, it
is better to use the log-likdihoodratio. It would then
be assumed that the strongest syntagmatic asocia
tionto a word would bethat other word that gets the
highest logrlikdlihoodscore.

Please nate that this method is computatiorally
far more dficient than the computation d paradig-
meatic asgociations. For the computation d the syn-
tagmatic associations to a stimulus word oy the
vector of this snge word hes to be cornsidered,
whereas for the computation d paradigmeatic asso-
ciations the vector of the stimulus word hes to be
compared to the vectors of al other words in the
vocabuary. The computation d syntagmeatic asso-
ciatiors is sid to be of first-order type, whereas the
computation d paradigmetic associations is of
secondorder type Algarithms for the computation
of first-order associations have been used in lexico-
graphy for the etraction d collocations (Smadja,
1993 and in cogritive psychdogy for the simula-
tion d associative learning (Wettler & Rapp, 1993.

3.1 Association Norms

As we did with the paradigmatic assciations, we
would like to compare the results of our simulation
to human performance However, it is difficult to
say what kind d experiment should be conducted to
obtain human data. As with the paradigmatic aso-
ciations, we decided nd to conduct our own ex-
periment but to use the Edinburgh Associative The-
saurus (EAT), a large cdllection d assciation
narms, as compiled by Kisset al. (1973. Kisspre-
sented lists of stimulus words to human subjects and
asked them to write after each word the first word
that the stimulus word made them think d. Table 2
gives me examples of the asociatiors the subjects
cameup with.

As can be seen from the table, nat al of the
associations given by the subjects seam to be of syn-
tagmatic type. For example, the word pairs blue —



black or cold — hot are clearly of paradigmeatic type.
This observation is of importance and will be dis-
cussd later.

blue | cod | fruit | green | tobacco | whiskey

sy | hot | apple | grass | smoke | drink
black| ice | juice | blue [cigarette| gin

green|warm| orange | red pipe bottle
red |water | salad |ydlow| poach | soda
white| freeze| machine| field | road | Scotch

Table 2: Some sample associations from the EAT.
3.2 Computation

For the computation of the syntagmatic associations
we used the same corpus as before, namdy the
British National Corpus. In a prdiminary experi-
ment we tested if there is a corrdation between the
occurrence of a stimulus word in the corpus and the
occurrence of the most frequent associative response
as given by the subjects. For this purpose we se-
lected 100 stimulus/response pairs and plotted a bar
chart from the co-occurrence data (see figure 1). In
the bar chart, the x-axis corresponds to the distance
of the response word from the stimulus word (meas-
ured as the number of words separating them), and
the y-axis corresponds to the occurrence frequency
of the response word in a particular distance from
the stimulus word. Please note that for the purpose
of plotting this bar chart, function words have been
taken into account.

Figure 1: Ocaurrencefrequency H of aresponseword in
aparticular distance A from the rresponding stimulus
word (averaged over 100stimulus/response pairs).

As can be seen from the figure, the closer we get to
the stimulus word, the more likdy it is that we find
an ccaurrence of its grongest associative response.
Exceptiors are the positiors directly neighboringthe

stimulus word. Here it is rather unlikdy to find the
response word. This observation can be eplained
by the fact that content words are most often sepa-
rated by function words, so that the neighboring
positions are ocaupied by functionwords.

Now thet it has been shown that there is ome
rdatiorship betwean human word associations and
word co-ocaurrences, let us briefly introduce our
algarithm for extracting word associations from
texts. Based on a window size of +20 words, we
first compute the co-ocaurrence vector for a given
stimulus word, thereby diminating all words with a
corpus frequency of lessthan 101 We then apply
the loglikdihood test to this vector. According to
Lawson & Bedicat the loglikdihood ratio can be
computed as follows: Given the word W, for each
co-ocaurring word S its windaw frequency A, its
resdua frequency C in the reference corpus, the
residual window size B and the residual corpus sze
D aregtoredina 2 by 2 contingency table.

S =S Totd

W A B A+B

W C D C+D
Total A+C B+D N

Then the logHi kdihooddtatistics are calcul ated:
G =2(Alog A+ BlogB+ClogC + DlogD
+ NlogN - (A+B)log(A+ B)
-(A+C)log(A+C)-(B+D)
log(B + D) —(C + D)log(C + D))

Finally, the vocabuary is ranked acoording to de-
scending walues of G as computed for each word.
The word with the highest value is corsidered to be
the primary asociative response.

3.3 Reallts

In table 3 a few sample association lists as predicted
by our system are listed. They can be compared to
the human associative resporses givenin table 2.
The valuation d the predictions has to take into
account that association nams are condomerates of
the answers of different subjects that differ corsid-
erably from each aher. A satisfactory prediction
would be proven if the diff erence between the pre-

1 Handou at GLDV Meding, Frankfurt/Main 1999



dicted and the observed responses were about equal
to the difference between an average subject and the
rest of the subjects. Thisis actually the case. For 27
out of the 100 gimulus words the predicted re-
sponse is equa to the observed primary response
This compares to an average of 28 primary re-
sponses given by a subject in the EAT. Other
evauation measures lead to similar good results
(Wettler & Rapp, 1993; Rapp, 1996).

blue | cold fruit |green| tobacco |whiskey
red | hot |vegetablel red | advertisng| drink
eyes | water | juice | blue | smoke Jese
sy | wam | fresh |ydlow ban bottle
white|wesather| tree |[leaves| cigareite | Irish
green| winter [ sdlad |colour| alcohol pour

Table 3: Results with the co-occurrence-based approach.

We conclude from this that our method seems to be
wdl suited to predict the free word associations as
produced by humans. And as human associations
arenot only of syntagmatic but also of paradigmatic
type so does the co-occurrence-based method pre-
dict both types of associations rather wdl. In the
ranked lists produced by the system we find a mix-
ture of both types of associations. However, for a
given association there is no indication whether it is
of syntagmatic or paradigmeatic type.

We suggest a simple method to distinguish the
paradigmatic from the syntagmatic associations.
Remember that the 2nd-order approach described in
the previous section produced paradigmatic asso-
ciations only. So if we simply remove the words
produced by the 2nd-order approach from the word
lists obtained by the 1st-order approach, then this
should give us soldy syntagmatic associations.

4  Comparison between Syntagmatic
and Paradigmatic Associations

Table 4 compares the top five associations to a few
stimulus words as produced by the 1st-order and the
2nd-order approach. In the list, we have printed in
bold those 1¢t-order associations that are not among
the top five in the second-order lists. Further inspec-
tions of these words shows that they are all syntag-
meatic associations. So the method proposed seems
to work in principle. However, we have not yet con-
ducted a systematic quantitative evaluation. Con-
ducting a systematic evauation is not trivial, since

the definitions of the terms syntagmatic and para-
digmatic as given in the introduction may not be
precise enough. Also, for a high recall, the word
lists considered should be much longer than the top
five However, the further down we go in the ranked
lists, thelesstypical arethe associations. So it is not
clear where to automatically set athreshold. Wedid
not further daborate on this because for our
practical work this issue was of lesser importance.
Although both algorithms are based on word co-
occurrences, our impression is that their strengths
and weaknesses are rather different. So we see a
good chance of obtaining an improved generator for
associations by combining the two methods.

stimulus 1st-order | 2nd-order
blue red red
eyes green
sky >< orey
white ydlow
green white
cold hot —— hot
water warm
warm — dry
weather drink
winter cool
fruit vegetable food
juice flower
fresh fish
tree meat
salad vegetable
green red red
blue blue
yellow white
leaves T~ yellow
colour grey
tobacco advertising Cigarette
smoke alcohol
ban coal
cigarette import
alcohol textile
whiskey drink whisky
Jesse brandy
bottle champagne
Irish lemonade
pour vodka

Table 4: Comparison between 1gt-order and 2nd-order
associations.



5 Discusson and Concluson

We have described agarithms for the computation
of 1st-order and 2nd-order asociations. The results
obtained have been compared with the answers of
human subjects in the free association task and in
the TOEFL synonym test. It could be shown that
the performance of our system is comparable to the
performance of the subjects for both tasks.

We observed that there seams to be some rda
tionship between the type of computation performed
(1st-order versus 2nd-order) and the terms syntag-
matic and paradgmatic as coined by de Saussiure
Wheress the results of the 2nd-order computation
are of paradigmatic type eclusivdy, those of the
1st-order computation are a mixture of both syn-
tagmatic and paradigmatic associations. Removing
the 2nd-order associatiors from the 1st-order as-
sociations leads to soldy syntagmeatic associatiors.

We bdieve that the observed rdation between
our statistical modds and the intuitions of de Saus-
sure are nat incidental, and that the striking similar-
ity of the simulation results with the human asocia-
tions also hes a degoer reason Our explanation for
this is that human associative behavior is governed
by the law of assciation by cortiguity, which is
wdl known from psychdogy (Wetler, Rapp &
Ferber, 1993. In esence, thismeansthat in the pro-
cess of learning @ generating associations the hu-
man mind seans to conduct operations that are
equivalent to co-ocaurrence counting, to performing
significancetests, or to computing vector similarities
(see dso Landauer & Dumais, 1997). However,
further work is required to find ait to what extent
other language-rdated tasks can aso be explained
satistically.
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