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Message from the Organisers

The ability to generalise well is often mentioned as one of the primary desiderata for models of natural
language processing (NLP). Yet, there are still many open questions related to what it means for an NLP
model to generalise well, and how generalisation should be evaluated. LLMs, trained on gigantic trai-
ning corpora that are, at best, hard to analyse or might not be publicly available at all, bring a new set of
challenges to the topic. The second GenBench workshop on generalisation (benchmarking) in NLP aims
to serve as a cornerstone to catalyse research on generalisation in the NLP community. The workshop
has two concrete goals: to bring together different expert communities to discuss challenging questions
relating to generalisation in NLP and to establish a shared platform for state-of-the-art generalisation
testing in NLP through our Collaborative Benchmarking Task (CBT). We started the CBT last year; this
year’s CBT is solely LLM-focused.

The second edition of the workshop was held at EMNLP 2024 in Miami, Florida. For this edition, we
accepted 11 archival papers in our main track, 2 archival papers for our CBT, and 9 extended abstracts.
The workshop also provided a platform for the authors of EMNLP Findings papers related to the work-
shop’s topic to present their work as a poster at the workshop.

The workshop would not have been possible without the dedication of the programme committee, whom
we would like to thank for their contributions. We would also like to thank Amazon for their sponsorship
of 10,000 dollars, which we used to grant travel awards to allow participants who could otherwise not
have attended to participate in the workshop, and to grant two best paper awards. Lastly, we are grateful to
our invited speakers, Pascale Fung, Najoung Kim, and Sameer Singh, for contributing to our programme.
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Keynote Talk
Invited Talk 1

Pascale Fung
Hong Kong University of Science and Technology

2024-11-16 – Time: 09:15 – 10:00 –

Bio: Pascale Fung is a Chair Professor at the Department of Electronic & Computer Engineering at The
Hong Kong University of Science & Technology (HKUST), and a visiting professor at the Central Acade-
my of Fine Arts in Beijing. She is an elected Fellow of the Association for the Advancement of Artificial
Intelligence (AAAI) for her significant contributions to the field of conversational AI and to the develo-
pment of ethical AI principles and algorithms", an elected Fellow of the Association for Computational
Linguistics (ACL) for her “significant contributions towards statistical NLP, comparable corpora, and
building intelligent systems that can understand and empathize with humans”. She is an Fellow of the
Institute of Electrical and Electronic Engineers (IEEE) for her “contributions to human-machine interac-
tions” and an elected Fellow of the International Speech Communication Association for “fundamental
contributions to the interdisciplinary area of spoken language human-machine interactions”. She is the
Director of HKUST Centre for AI Research (CAiRE), an interdisciplinary research centre promoting
human-centric AI. She co-founded the Human Language Technology Center (HLTC). She is an affilia-
ted faculty with the Robotics Institute and the Big Data Institute at HKUST. She is the founding chair
of the Women Faculty Association at HKUST. She is an expert on the Global Future Council, a think
tank for the World Economic Forum. She represents HKUST on Partnership on AI to Benefit People
and Society. She is on the Board of Governors of the IEEE Signal Processing Society. She is a member
of the IEEE Working Group to develop an IEEE standard - Recommended Practice for Organizational
Governance of Artificial Intelligence. She was a Distinguished Consultant on Responsible AI at Meta in
2022, and a Visiting Faculty Researcher at Google in 2023. Her research team has won several best and
outstanding paper awards at ACL, ACL and NeurIPS workshops.
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Keynote Talk
Invited Talk 2

Najoung Kim
Boston University

2024-11-16 – Time: 11:00 – 11:45 –

Bio: Najoung Kim is an Assistant Professor at the Department of Linguistics and an affiliate faculty
in the Department of Computer Science at Boston University. She is also currently a visiting faculty
researcher at Google DeepMind. Before joining BU, she was a Faculty Fellow at the Center for Data
Science at New York University and received her PhD in Cognitive Science at Johns Hopkins University.
She is interested in studying meaning in both human and machine learners, especially ways in which
they generalize to novel inputs and ways in which they treat implicit meaning. Her research has been
supported by NSF and Google, and has received awards at venues such as ACL and *SEM.
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Keynote Talk
Invited Talk 3

Sameer Singh
University of California, Irvine

2024-11-16 – Time: 15:00 – 15:45 –

Bio: Dr. Sameer Singh is a Professor of Computer Science at UC Irvine. He is working primarily on
the robustness and interpretability of machine learning algorithms and models that reason with text and
structure for natural language processing. Sameer was a postdoctoral researcher at the University of Wa-
shington and received his Ph.D. from the University of Massachusetts, Amherst. He has been named the
Kavli Fellow by the National Academy of Sciences, received the NSF CAREER award, UCI Distingui-
shed Early Career Faculty award, the Hellman Faculty Fellowship, and was selected as a DARPA Riser.
His group has received funding from Allen Institute for AI, Amazon, NSF, DARPA, Adobe Research,
Hasso Plattner Institute, NEC, Base 11, and FICO. Sameer has published extensively at machine learning
and natural language processing venues and received conference paper awards at KDD 2016, ACL 2018,
EMNLP 2019, AKBC 2020, ACL 2020, and NAACL 2022.
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