ToxiCloakCN: Evaluating Robustness of Offensive Language Detection in
Chinese with Cloaking Perturbations

Yunze Xiao*!*, Yujia Hu*?, Kenny Tsu Wei Choo?, Roy Ka-wei Lee?

!Carnegie Mellon University Qatar

2Singapore University of Technology and Design

yunzex@andrew. cmu. edu
{yujia_hu, kenny_choo, roy_lee}@sutd.edu.sg

Abstract

Detecting hate speech and offensive language is
essential for maintaining a safe and respectful
digital environment. This study examines the
limitations of state-of-the-art large language
models (LLMs) in identifying offensive con-
tent within systematically perturbed data, with
a focus on Chinese, a language particularly sus-
ceptible to such perturbations. We introduce
ToxiCloakCN!, an enhanced dataset derived
from ToxiCN, augmented with homophonic
substitutions and emoji transformations, to test
the robustness of LLMs against these cloaking
perturbations. Our findings reveal that existing
models significantly underperform in detecting
offensive content when these perturbations are
applied. We provide an in-depth analysis of
how different types of offensive content are af-
fected by these perturbations and explore the
alignment between human and model expla-
nations of offensiveness. Our work highlights
the urgent need for more advanced techniques
in offensive language detection to combat the
evolving tactics used to evade detection mecha-
nisms.

Disclaimer: This paper describes violent and
discriminatory content that may be disturbing to

some readers.

1 Introduction

Offensive language, which includes hate speech,
cyberbullying, and adult-oriented content, poses
significant risks to user well-being and social har-
mony (Davidson et al., 2019). With the rapid ex-
pansion and widespread usage of social media plat-
forms, the proliferation of offensive language has
become a critical issue. Consequently, social media
platforms and researchers have explored develop-
ing robust machine learning and linguistic analy-

“Yunze Xiao and Yujia Hu contributed equally to this work.
!GitHub: https://github.com/Social-AI-Studio/
ToxiCloakCN

sis solutions to effectively identify and mitigate
the harmful effects of offensive content (Davidson
et al., 2017; Dhanya and Balakrishnan, 2021).

Recent advances in Natural Language Processing
(NLP), particularly with Large Language Mod-
els (LLMs), have significantly improved the abil-
ity to detect offensive language across multiple
languages (Pitsilis et al., 2018; Wei et al., 2021;
Fatemah and Ozlem, 2021; Battistelli et al., 2020;
Beyhan et al., 2022; Dhanya and Balakrishnan,
2021; Deng et al., 2022a; Zhou et al., 2023; Awal
et al., 2023). However, these models often strug-
gle with systematically perturbed data designed to
evade detection mechanisms. Common perturba-
tion techniques include homophonic substitutions,
emoji replacement, insertions, character splits, and
synonyms (Su et al., 2022; Kirk et al., 2022). These
techniques, referred to as cloaking”, exploit lin-
guistic nuances to mask offensive content, posing
a substantial challenge to both automated systems
and human moderators.

The Chinese language, in particular, is heavily im-
pacted by these techniques due to intensive lexicon-
based censorship, leading to a new linguistic phe-
nomenon (Wiener, 2011) where significant parts
of sentences are replaced by either homophones
or emojis to mask underlying offensive content or
to circumvent censorship rules. Figure 1 shows
two examples of offensive texts cloaked using ho-
mophone and emoji replacement techniques. In
these examples, the words and phrases highlighted
in yellow are replaced with homophones or emo-
jis. In the first example, homophones are used to
replace phrases that identify the target (e.g., “P 7
{= as the homophone for “JA[ 4 A" which means
people from the Henan region in China) and offen-
sive terms such as “XJE with “FK#E.” Similarly,
in the second example, the offensive term “Faji)”
(i.e., Simps) is replaced with Wé». Using such
techniques, users can fool automated offensive lan-
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Figure 1: Example of cloaked Chinese offensive lan-
guage using homophone and emoji replacement. By
using such techniques, users will be able to fool the au-
tomated offensive language detector into misclassifying
them as normal sentences.

Cloaked: [ UAHEEQ

Interpretation: Simps should die.

guage detectors into misclassifying these sentences
as non-offensive, even though avid Chinese social
media users will have no problem understanding
the offensive context of the text. Addressing this
problem is crucial to improve the effectiveness of
offensive language detection systems. As these
evasion techniques evolve, it becomes increasingly
important for these offensive langauge detection
systems to adapt and accurately identify cloaked
offensive content.

In this work, we introduce ToxiCloakCN, a novel
Chinese offensive content dataset that benchmark
content moderation models’ ability to detect of-
fensive texts cloaked using homophone and emoji
replacements. Specifically, we conduct extensive
experiments and evaluate state-of-the-art LLMs on
the ToxiCloakCN dataset. The experiments demon-
strated that both perturbation methods significantly
affect the models’ capabilities in detecting offen-
sive text. We also analyze the effect of prompts
on the experimental results by testing the models
using six different prompts. Additionally, we ana-
lyze the perturbation effects on different types of
offensive content: sexism, racism, regional bias,
and anti-LGBTQ+. This research underscores the
critical need for developing more robust models
to effectively moderate cloaked online offensive
content.

We summarize the main contributions of this paper
as follows:

* We introduce ToxiCloakCN, a novel dataset
specifically designed to evaluate the robust-
ness of LLMs against homophonic and emoji

perturbations, addressing a significant gap in
current offensive language detection research.

* We conduct a comprehensive evaluation of
state-of-the-art LLMs. Our experimental re-
sults reveal that leading LLMs struggle to de-
tect cloaked offensive content, highlighting
the limitations of current approaches and the
need for more advanced detection techniques.

* We analyze how different types of offensive
content are impacted by cloaking perturba-
tions, providing critical insights for improv-
ing model robustness and effectiveness in real-
world applications.

2 Related work

2.1 Chinese Offensive Content Dataset

Several datasets have been developed for Chinese
offensive language detection. The Chinese Offen-
sive Language Dataset (COLD) categorizes sen-
tences into groups like individual attacks and anti-
bias (Deng et al., 2022a). TOCP and TOCAB from
Taiwan’s PTT platform address profanity and abuse
(Chung and Lin, 2021). The Sina Weibo Sexism Re-
view (SWSR) focuses on sexism within Chinese so-
cial media (Jiang et al., 2021). The ToxiCN dataset
from platforms like Zhihu and Tieba includes a
multi-level labeling system for offensive language,
hate speech, and other categories (Lu et al., 2023).
In this work, we introduce ToxiCloakCN, a novel
dataset capturing cloaked offensive text using ho-
mophonic and emoji replacements, built on top of
the comprehensive ToxiCN dataset.

2.2 Chinese Offensive Content Detection

Offensive language and hate speech detection have
been explored in various languages, including En-
glish (Davidson et al., 2017; Pitsilis et al., 2018;
Wei et al., 2021; Cao et al., 2020; Awal et al.,
2021; Cao and Lee, 2020), Arabic (Fatemah and
Ozlem, 2021), French (Battistelli et al., 2020),
Turkish (Beyhan et al., 2022), and Asian languages
(Dhanya and Balakrishnan, 2021; Ng et al., 2024).
In Chinese, techniques include lexicon-based mod-
els (Zhang et al., 2010; Deng et al., 2022b), super-
vised and adversarial learning models (Jiang et al.,
2021; Liu et al., 2020b), knowledge-based models
(Liu et al., 2020a), and fine-tuned pretrained mod-
els (Deng et al., 2022a) like BERT (Devlin et al.,
2019). Cross-cultural transfer learning models also
adapt to cultural differences (Zhou et al., 2023).
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Nevertheless, existing models mainly focus on ex-
plicit offensive content. This work addresses the
gap by evaluating models’ ability to detect cloaked
offensive content.

2.3 Language Perturbation

Various perturbation techniques have been pro-
posed to investigate the vulnerabilities of NLP mod-
els in adversarial scenarios. These include insert-
ing emojis (Kirk et al., 2022), token replacements
and insertions (Garg and Ramakrishnan, 2020),
and probability-based greedy replacements (Ren
et al., 2019). While these methods primarily target
English, adapting them to Chinese is challenging
due to linguistic differences, though some attempts
have been made (Liu et al., 2023).

For Chinese, Su et al. have highlighted adversarial
attacks such as word perturbation, synonyms, and
typos (Su et al., 2022). Subsequent solutions have
focused on BERT-based models to address these at-
tacks (Zhang et al., 2022; Wang et al., 2023; Xiong
et al., 2024). However, previous work mainly eval-
uates BERT-based models and lacks robustness
research on LLMs and social media-based adver-
sarial datasets reflecting current trends. Our work
addresses this gap by providing a new dataset with
realistic perturbations for Chinese offensive lan-
guage detection.

3 Methodology

The ToxiCloakCN dataset builds upon the Tox-
iCN dataset (Lu et al., 2023) through a detailed
multi-step process. First, we sampled a balanced
dataset from the base ToxiCN dataset, known as
the ’base” dataset. Next, this balanced base dataset
was perturbed using homophone and emoji replace-
ments to produce the ToxiCloakCN dataset. For
such After constructing the ToxiCloakCN dataset,
we explored pinyin augmentation as a potential so-
lution to address the “cloaked” offensive content
perturbed using homophone replacements. Finally,
we defined six different instructions for evaluating
the performance of state-of-the-art large language
models on ToxiCloakCN.

3.1 Dataset Construction

3.1.1 Sampling Base Dataset

The ToxiCN dataset was chosen as the foundational
dataset due to its well-controlled annotation, with
Fleiss Kappas for different granularities exceed-
ing 0.6 (Lu et al., 2023). We first collated the

Topic All Non-Offensive  Offensive
Race 1,769 872 897
Gender 1,229 546 683
LGBTQ+ 913 407 506
Region 671 464 207

Table 1: Base dataset distribution breakdown by content
topics.

offensive lexicon (i.e., swearwords) identified in
ToxiCN. Next, we sampled sentences from ToxiCN
labeled as “offensive” or “hateful” that contained
the offensive lexicon, resulting in 2,293 offensive
sentences. To balance the dataset, we also sam-
pled non-offensive sentences from ToxiCN, giving
preference to sentences containing the offensive
lexicon but labeled as “non-offensive”. In total,
we sampled 2,289 non-offensive sentences. The
combined 4,582 sampled sentences form the base
dataset that we will use for perturbation.

Table 1 shows the base dataset distribution break-
down by content topics, mirroring the statistical
distribution of the base ToxiCN dataset. It is worth
noting that a substantial amount of offensive con-
tent in the base dataset pertains to racism, followed
by sexism and anti-LGBTQ content. We have rela-
tively lesser regional bias offensive content in the
base dataset.

3.1.2 Homophone Replacement

From the base dataset, we replaced all offensive
words in the sample set using the offensive lexicon
provided by ToxiCN. To account for typographical
errors common in real-world scenarios, we intro-
duced a random perturbation rate of 0.3, meaning
30% of the characters in each sentence were ran-
domly replaced with homophones. These replace-
ments were guided by a predefined dictionary?. A
higher perturbation rate rendered sentences unintel-
ligible, while a lower rate inadequately simulated
real-world conditions. Therefore, the 0.3 rate was
selected to balance visible perturbation with read-
ability. These homophone-replaced sentences were
added to our ToxiCloakCN dataset.

3.1.3 Emoji Replacement

For emoji replacement, we employed a strategy
similar to homophone substitution. We first used
the script from Zhang (2024) to check if any words
in the text appeared in ToxiCN'’s offensive lexicon.
When a match was found, the offensive word was

2https://github.com/dongrixinyu/JioNLP/
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Instruction Template Inputs

English_Text
offensive. {Text}

Chinese_Text

Please decide if the following text is offensive or not. ‘0’ means not offensive, ‘1’ means

HAMT MR T REREILH? 0 BKREARIL, TEREEIL. {Text)

English_Pinyin

Please determine if the following pinyin-expressed Chinese sentence is offensive. ‘0’

means not offensive, ‘1’ means offensive. {Pinyin}

Chinese_Pinyin
BJL. {Pinyin}

EAIN FAIPFE R AT LA TR TR E LY OBEREANEL, TEWE

English_Text+Pinyin

Please determine if the following text is offensive and make your judgment based on

pinyin. ‘0’ means not offensive, ‘1’ means offensive. {Text} {Pinyin}

Chinese_Text+Pinyin HEAPIEAW TR TR EILH? OBERENEL, ITEREEL.

{Text} {Pinyin}

Table 2: Instructions used in prompting LLMs to detect offensive content in ToxiCloakCN.

replaced with an emoji based on a predefined emoji
dictionary?. After replacing all offensive keywords,
30% of the remaining words were randomly re-
placed. If no direct lexical match was available in
the dictionary, a phonetic approximation based on
the word’s pinyin was applied. For instance, the
word #(Fu*k)’ is replaced with the emoji (v£) be-
cause #(Fu*k)’ and ‘% (grass)’ are homophones.
These emoji-replaced sentences were then added
to the ToxiCloakCN dataset.

3.2 Pinyin Augmentation

While we aim to benchmark the state-of-the-art
LLMs’ ability to detect cloaked offensive content
in our newly constructed ToxiCloakCN dataset,
we also explore potential solutions to aid LLMs’ in
the detection task. Specifically, we explore pinyin
augmentation method as a potential solution to de-
tect homophone-replaced offensive sentences in
ToxiCloakCN. Pinyin is the official romanization
system for Standard Mandarin Chinese in main-
land China and Taiwan, using the Latin alphabet
to represent Chinese characters phonetically. The
intuition for this method is that, given the nature
of homophones, the pinyin representation should
look alike, if not the same, thus potentially helping
the model identify the offensiveness. Both Tox-
iCN and ToxiCloakCN datasets theoretically share
the same phonetic data, despite their textual differ-
ences. Therefore, we used the pypinyin* package
to derive pinyin of the sentences in ToxiCloakCN.

3.3 Instruction Templates

To observe the effect of prompting on the task, we
propose six distinct instruction templates to verify
the efficacy of our ToxiCloakCN dataset. These
instructions are carefully designed to evaluate the

Shttps://github.com/THUzhangga/NMSL
4pypinyin

effects of prompt languages (i.e., English and Chi-
nese) on the offensive content detection task, as
well as the effect of pinyin augmentation. Table 2
shows the six instructions designed and applied in
our experiments.

4 Experiments

4.1 Baselines

Lexicon-based. We employed a lexicon-based
detection method to identify offensive language,
classifying text as offensive if it contained any
words from the ToxiCN offensive lexicon, other-
wise marking it as non-offensive (Xiao et al., 2024;
Lu et al., 2023).

COLDetector. We implemented COLDETEC-
TOR (Deng et al., 2022a), a BERT-based model
for offensive language detection. This approach
involves feeding the text into the BERT model, ex-
tracting the first hidden state from the final layer,
and connecting it to a linear layer for the final
prediction. The model is trained on the COLD
dataset (Deng et al., 2022a), a popular benchmark
for Chinese offensive language detection.

Large Language Models. We evaluate GPT-
40 and three open-source LLMs—LLaMA-
3-8B (Al@Meta, 2024), Qwenl.5-MoE-
A2.7B (Team, 2024), and Mistral-7B (Jiang
et al., 2023)—for the Chinese offensive language
detection task. The open-source models were
fine-tuned on the COLD training datasets using
the six proposed instructions. Utilizing the LORA
method (Hu et al., 2021), we introduced 4.1 million
additional parameters, which is only 0.06% of the
total parameters. Fine-tuning was conducted over
three epochs using the LLM-Adapters Toolkit (Hu
et al., 2023). GPt-40 and the fine-tuned models
were then evaluated on the base and ToxiCloakCN
datasets. All fine-tuning and inference phases are
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Model Training Set  Instruction Type Homophone Emoji Base
COLDetector ~ COLD - 0.566 (9.44%) 0.622*% (0.54%) 0.625
LLAMA-3-8B  COLD English_text 0.650 (3.99%) 0.664 (6.35%) 0.677
Chinese_text 0.599 (13.06%)  0.615 (5.81%) 0.689
English_pinyin 0.637* (0.00%) - 0.637
Chinese_pinyin 0.634* (0.00%) - 0.634
English_Text+Pinyin  0.618 (8.04%) - 0.672
Chinese_text+Pinyin ~ 0.611 (9.08%) - 0.672
Qwen COLD English_text 0.644 (7.07%) 0.637 (10.82%) 0.693
Chinese_text 0.650 (7.14%) 0.6314 (8.57%) 0.700
English_pinyin 0.633*% (-0.48%) - 0.630
Chinese_pinyin 0.634% (-3.43%) - 0.613
English_Text+Pinyin ~ 0.597 (13.98%) - 0.694
Chinese_text+Pinyin ~ 0.611 (12.71%) - 0.700
Mistral COLD English_text 0.631 (8.28%) 0.638 (8.28%) 0.688
Chinese_text 0.547 (20.84%)  0.636 (6.08%) 0.691
English_pinyin 0.622* (0.00%) - 0.622
Chinese_pinyin 0.613* (0.00%) - 0.613
English_Text+Pinyin ~ 0.638 (7.00%) - 0.686
Chinese_text+Pinyin  0.643 (6.81%) - 0.690
GPT-40 N/A English_text 0.677 (11.39%)  0.610 (18.72%) 0.764
Chinese_text 0.638 (19.85%)  0.660 (5.28%) 0.796
English_pinyin 0.685* (-1.03%) - 0.678
Chinese_pinyin 0.665 (10.26%) - 0.741
English_Text+Pinyin ~ 0.689 (9.46%) - 0.761
Chinese_Text+Pinyin  0.630 (17.43%) - 0.763

Table 3: Macro F1 scores of benchmark models. Note that Homophone and Emoji denote the homophone-replaced
and emoji-replaced sentences in the ToxiCloakCN dataset, respectively. Best performances are bolded. Values in ()
represent the difference between the Macro F1 score on the base dataset and the Homophone/Emoji datasets (i.e.,
performance decline). All results without asterisk are statistically significant based on a paired t-test.

performed on two NVIDIA A6000 GPUs. To
evaluate the impact of different learning paradigms
on offensive language detection, we conducted
fine-tuning experiments using the LLaMA-3-8B,
Qwen-1.5-MoE-A2.7B, Mistral-7B, and GPT-40
models. Fine-tuning was performed on the COLD
training dataset using the six proposed instruction
templates.

4.2 Evaluation Metric

To confirm with established research norms (Deng
et al., 2022a; Lu et al., 2023), we utilize Macro
F1 score as the evaluation metrics for the offensive
language detection task. The metric assess the
models’ performance in classifying the offensive
languages in the datasets.

4.3 Experimental Results

Table 3 presents the offensive detection outcomes
for all models, showing that GPT-40 achieves the
highest performance with Chinese-only text instruc-
tions. However, all models exhibit a notable per-
formance decline on the homophone and emoji
replaced sentences in ToxiCloakCN dataset com-
pared to the base dataset. This indicates a signif-
icant reduction in their ability to detect offensive
content when the text is perturbed. The drop in

performance is primarily due to the probabilistic
nature of LLMs, which rely on next-word predic-
tion based on statistical probabilities. Perturbations
like homophone and emoji replacements disrupt
this probability chain, compromising the models’
ability to generate coherent and contextually accu-
rate responses.

4.3.1 Effects of Pinyin Augmentation

When pinyin was added to the text, we observed
a performance reduction across all models on the
homophone-replaced sentences in ToxiCloakCN
dataset compared to text-only inputs. Instead of
enhancing model capabilities, pinyin disrupted
performance, leading to lower classification accu-
racy. Pinyin-only input experiments consistently
showed lower performance compared to text in-
puts, highlighting the models’ limitations in pro-
cessing pinyin. This aligns with Li et al.’s find-
ing that LLMs recognize pinyin but struggle with
pronunciation, making it difficult to correct phono-
logical errors. This limitation affects the models’
ability to detect offensive language significantly
perturbed through homophone replacements. The
performance drop with pinyin augmentation is par-
tially due to pinyin not being directly associated
with the original phrase, causing confusion for the
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Figure 2: The models’ error rates comparison between the sentences in the base dataset and the homophone or
emoji-replaced sentences using prompt type Chinese_text , broken down by offensive content type. Note that smaller

error rates represent better performance.

model.

4.3.2 Effect of Instruction Templates

Across all models, Chinese instructions consis-
tently outperformed English instructions for tasks
involving Chinese text. Conversely, for pinyin-only
tasks, English instructions yielded better results
than Chinese instructions. This is likely due to
the task characteristics: using Chinese instructions
for Chinese text maintains linguistic consistency,
enhancing the model’s understanding. For pinyin-
only tasks, English instructions, which align better
with the letter-based nature of pinyin, improved
coherence and model performance.

4.4 Case Studies

The decline in Macro F1 scores across all models
on ToxiCloakCN datasets highlights the challenges
these models face in offensive detection tasks. In
this section, we aim to empirically explore why
LLMs struggle with offensive content with homo-
phone or emoji replacements. Through case studies,
we analyzed the effects of the perturbations on var-
ious types of offensive content. Additionally, we
analyze specific cases to compare the differences
between LLMs and human’s understanding of the
cloaked offensive content.

1. Text: BEF THRATLLTHE, HENRBGHIE MG LA
GPT-40: Yes, that’s offensive, keywords: ‘fu*k pig(‘T4&)’, < will fu*k(% )’
‘black(Z2 A\)’, ‘woman(Zz \)

Human Annotator: The phrase is offensive. The speaker is saying that he
would rather fu*k pig (F4#%) than having sex (8/2) with women that have a
black boyfriend (JHZS 2 AJME) - which is both sexist and racist.

2. Text: T OEZRGFKIRIGX B R

GPT-4o: “ZZ##” - Whilst it is correct to describe a situation of domestic
violence, the direct use of such an acronym may not appear serious and
respectful.“BE¥4 5% - - This is an insulting term that is a personal attack on
another person and is clearly derogatory and abusive in nature. thus, the
phrase is offensive.

Human Annotator: The phrase is offensive. The speaker is saying that he has
reported (Z5#R) and (5%) roasted (F&1) the bit*h (FH5/5R).

3. Text: FEBEIDERAIRE AT

GPT-4o: Your reference to ‘& @ H LSRRI L IR sounds like a
humorous description of something or a situation. If this is a reference to a
Chick-fil-A toy (the common chocolate egg with small toys), it could be
describing the fun of such toys, especially when they are rolled around.
Human Annotator: The phrase is offensive. The speaker is saying that
overweight women (ZF#B%5) is better off (FL3X) rolling around (VA&
). Note that Z1#3#is not a homophone but a slur.

Table 4: Examples of offensive sentences with homo-
phone replacements. The offensive text are shown in
black. GPT-40 interpretation of the text are in red, and
the human annotator’s explanations are in blue.

4.4.1 Effects of Perturbation on Offensive
Content Types

We examined the effects of homophone and emoji
replacements on different offensive content types,
namely racism, sexism, anti-LGBTQ+, and re-
gional bias. Figure 2 depicts the models’ error
rates on the base and ToxiCloakCN datasets across
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1. Text: & i ltbdoor, @ KR A SRIT AR, B XKK, 2EMAK,
S ERP R ATR, A1 BAROCEY ., &, 1R

GPT-40: Yes, the phrase is harmful because it contains sexual innuendo and
inappropriate metaphors that could be perceived as disrespectful and sexually
harassing. In addition, it incorrectly characterizes health conditions, which
can lead to misunderstanding and discrimination against specific diseases.
Human Annotator: This phrase is offensive. The speaker is saying that his
cowshed’s cow (@ K &= [)/A%F) is horny(% %), and can give them for free

to have sex(GEZA 1t BIRIRE Y @)

2. Text FHRGUR, AT EOMERELE= O, &% XRKE
WNEEL -

GPT-40: Yes, this statement could be seen as offensive because it imposes
gender roles and expectations, suggesting that women can only be happy if
they are dependent on men, a view that could be considered sexist.

Human Annotator: Yes, this statement is offensive because it is sarcastically
stating that all the women(&14) will be unfortunate (%3 /%) if they get
closer to normal men (% = @). Note that H(E5H (% = @) is a abbreviation
that is derogatory towards men.

3. Text:We» v @ house

GPT-40: The language consists of various emoticons and the English word
‘house” and lacks clear context. In the absence of obvious harmful content,
the passage itself is not directly harmful.

Human Annotator: The phrase is offensive. The speaker is saying that
simps(W«) does not deserve a good death( *+ @ house). Note that in this
example, both homophones and emojis has been used.

Table 5: Examples of offensive sentences with emoji
replacements. The offensive text are shown in black.
GPT-4o interpretation of the text are in red, and the
human annotator’s explanations are in blue.

these content types. Note that the performance
is based on the Chinese_Text instruction, and a
smaller error rate indicates better performance in
the offensive language detection task.

Generally, we observe that all models have lower
error rates on the base dataset across all offen-
sive content types, supporting our initial findings
that LLMs struggle to detect cloaked offensive lan-
guage, regardless of content type. Interestingly, for
the open-source LL.Ms, we notice a smaller differ-
ence between the error rates for regional bias offen-
sive content in the base and ToxiCloakCN datasets.
This could be due to a generalization issue; the
open-source LLMs are fine-tuned on COLD, which
may not contain much content related to regional
bias, resulting in poorer performance in detecting
this type of offensive content, regardless of per-
turbation. However, for the closed-source model,
GPT-40, we observe performance gaps for regional
bias offensive content when the sentences are per-
turbed using homophone and emoji replacements.

4.4.2 Comparison Between LLMs and
Human Understanding of Cloaked
Offensive Content

To better understand the reasons behind the models’
poor performance on the ToxiCloakCN dataset,
we conducted a detailed analysis with the top-
performing GPT-40 model, comparing its interpre-

tations with those of human annotators. Specif-
ically, we randomly selected offensive sentences
from the ToxiCloakCN dataset to examine how
GPT-40 processes these cloaked sentences. This
analysis revealed a notable discrepancy between
the interpretations made by the model and human
annotators. We focused on capturing a diverse
range of examples to illustrate this divergence,
highlighting potential weaknesses in GPT-40’s abil-
ity to accurately detect and interpret subtly altered
offensive content. The sample was designed to
ensure coverage of various cloaking techniques, in-
cluding homophone substitutions and emoji trans-
formations. For this study, we recruited two pro-
ficient Chinese speakers—an undergraduate and a
postgraduate student, both active on Chinese so-
cial media—to assess the offensiveness of these
sentences. They provided detailed explanations for
their judgments, allowing us to directly compare
human and model interpretations. This side-by-
side evaluation helped us empirically identify gaps
in GPT-40’s comprehension, offering valuable in-
sights into areas where the model’s understanding
of cloaked offensive content may fall short.

Homophones. Table 4 presents three homophone-
replaced offensive sentences from the Toxi-
CloakCN dataset. In the first example, GPT-40
correctly identifies the offensive content by rec-
ognizing keywords like * T4 (fu*k pig’). This
suggests that GPT-40 has some understanding of
homophones, enabling it to detect cloaked offen-
sive language. In the second example, while the
model correctly classifies the sentence as offensive,
its explanation does not match the original meaning
of the offensive sentence. For instance, it identi-
fies *BF¥ /K as offensive but cannot explain why.
The human annotator, however, can reconstruct the
sentence and provide an accurate judgment and ex-
planation. In the third example, GPT-40 misjudges
and misinterprets the phrase due to its inability to
understand the cultural background. This exam-
ple demonstrates the model’s limitation in recog-
nizing implicit offensive language across different
cultures, whereas human annotators, with their cul-
tural understanding, can make accurate judgments.

Emoji. Table 5 presents three emoji-replaced of-
fensive sentences from the ToxiCloakCN dataset.
In the first example, both GPT-40 and the human
annotator accurately identify the offensive content.
This case is relatively simple because offensive
keywords such as ‘ffi” (a homophone for ‘di*k’)
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and ‘3 ¥R’ (AIDS) remain unchanged. In the
second example, although the model classifies the
sentence as offensive, its explanation differs from
that of the human annotator, indicating a misinter-
pretation. This may be due to the model’s failure to
grasp emoji meanings, such as ‘'’ (which means
‘not’ in this context). The third example involves
complex emoji and homophone replacement, with
‘simp’ translated to ‘%31’ in Chinese, represented
by emojis for ‘#% (lick) and “J° (dog). %
(not deserve) was replaced by an emoji (@) and
the last two characters(¥f4t) are phonetically con-
verted to ‘house’ in English. GPT-40 misclassifies
and misinterprets this complex content, whereas
the human annotators are able identify it, highlight-
ing the need for developing more robust solutions
capable of handling such cloaked offensive lan-
guages.

4.5 Robustness Disparities between Strong
and Weak Classifiers

Through extensive experimentation, we observed
that a lack of robustness in strong base classifiers is
more concerning than in weaker ones. Strong clas-
sifiers typically start with higher performance and
are expected to handle perturbations more effec-
tively. Therefore, a significant performance drop
under perturbation suggests a critical vulnerability,
indicating that even high-performing models can be
easily misled. In contrast, the lack of robustness in
weaker classifiers is somewhat expected, as these
models generally struggle with accuracy even un-
der normal conditions. While improving robustness
across all classifiers is important, the degradation
of strong models poses a greater risk, especially
when relied upon in high-stakes decision-making.

In our experiments, GPT-40, the strongest classifier,
experienced significant performance declines under
homophone and emoji perturbations, as shown in
Table 2. These perturbations caused a notable drop
in Macro F1 scores, revealing a vulnerability even
in robust models. Although other classifiers also
saw declines, the impact was less severe due to
their relatively lower baseline performance.

The distinction between the robustness of strong
and weak classifiers is critical. A major perfor-
mance drop in strong models like GPT-40 is more
concerning since these models are expected to bet-
ter manage perturbations. This vulnerability under-
scores the need for improved robustness, as even
top-performing models can be susceptible to adver-

sarial techniques. In contrast, weaker classifiers,
already limited in performance, experience less se-
vere impacts from perturbations.

5 Conclusion and Future Works

This study investigated the robustness of Chi-
nese offensive language detection models against
cloaking perturbations, specifically homophone
and emoji replacements. We developed the Tox-
iCloakCN dataset by augmenting the ToxiCN
dataset with these perturbations to simulate real-
world evasion tactics. Our experiments showed that
state-of-the-art models, including GPT-40, experi-
enced significant performance drops when encoun-
tering cloaked offensive content. While our pro-
posed pinyin augmentation method showed some
promise, its effectiveness varied across models, un-
derscoring the complexity of phonetic alignment in
offensive language detection.

Case studies further revealed gaps in model com-
prehension of cloaked offensive content compared
to human annotators. GPT-40 frequently missed
or misinterpreted offensive words disguised with
homophones or emojis, whereas human evaluators,
aided by cultural and contextual knowledge, identi-
fied the offensive nature of the texts accurately.
This highlights the need for models that better
mimic human understanding of nuanced, context-
rich language and emphasizes the urgency of devel-
oping more advanced techniques to address evolv-
ing evasion strategies.

Future research should explore cloaking tech-
niques beyond homophones and emojis, incorpo-
rate broader linguistic variations from real-world
internet sources, and develop more sophisticated
phonetic alignment methods to enhance model ro-
bustness. Additionally, integrating deeper seman-
tic understanding and context-awareness into al-
gorithms will be critical for effectively managing
cloaked offensive language. Given the broader rel-
evance of this phenomenon, future work should
extend these methods to a multilingual setting. Ad-
dressing these areas can significantly advance of-
fensive language detection, contributing to safer
digital environments.
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Limitation

This study has several limitations. Firstly, while
our dataset includes comprehensive homophone
and emoji perturbations, it may not encompass the
entire range of adversarial techniques employed in
real-world scenarios. This limitation could affect
the generalizability of our findings to other pertur-
bation forms not examined in this study. Addition-
ally, our reliance on the ToxiCN dataset, despite its
robustness, might not fully capture the diversity of
offensive language across various Chinese dialects
and regional linguistic nuances. This limitation
could impact the broader applicability of our find-
ings. Future research should consider subsampling
perturbed data from real-life internet sources such
as Tieba® and NGAS to gain a more accurate and
timely understanding of these perturbed languages
in real life. Lastly, our work does not provide a
definitive solution for addressing all challenges re-
lated to cloaked offensive language detection. Fu-
ture work should undertake more thorough and
advanced analyses to develop effective solutions
for these challenges

Ethical Statement

This research focuses on the detection of offen-
sive language, particularly in the context of ho-
mophonic and emoji perturbations used to bypass
detection mechanisms. Our primary goal is to high-
light the vulnerabilities of current language models
and enhance their robustness against these cloaking
techniques, thereby contributing to safer and more
respectful online environments.

The study involves using systematically perturbed
data to test the limits of existing models. While
this approach is crucial for understanding and im-
proving detection capabilities, there are inherent
risks associated with the potential misuse of these
findings. Specifically, the techniques developed
to detect cloaked offensive language might also
be studied to refine evasion tactics further. How-
ever, it is important to emphasize that our work is
solely aimed at detecting and mitigating offensive

5https://tieba.baidu.com
6https://nga.cn

language, not to facilitate censorship or suppress
free speech.

Our dataset and perturbations are derived from ex-
isting resources; no new data was collected for this
study. The use of ToxiCloakCN aligns with the
ToxiCN dataset’s intention, which states, "All re-
sources are for scientific research only." We have
also carefully adhered to the Apache-2.0 license
used by JioNLP and the MIT license for pypinyin.

Our research is conducted with the explicit aim of
improving the detection of offensive language. Our
efforts are directed towards contributing positively
to the broader field of content moderation, ensur-
ing that online platforms can effectively manage
offensive language while respecting the principles
of free and open communication.
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A Predefined Emoji Lexicon Dictionary

The predefined emoji lexicon dictionary used for
emoji replacement is shown in Table 3.

B Examples of Real-World Posts

In this study, we employed two primary cloaking
strategies: homophone replacement and emoji re-
placement. These methods have been widely ob-
served as common techniques used to evade of-
fensive language detection, especially on Chinese
social media platforms.

Table 6 presents examples manually collected from
the Chinese social media platform Tieba. For in-
stance, in the first example, a user replaced the
phrase “Jt. A\ (someone dead) with “FA N (pri-
vate). As the term “FA A (private) is harmless in
context, the post successfully evaded detection. In
the fourth example, a user substituted the character
"#4" (mother) with a homophone emoji "=" and
replaced "St" (death) with an emoji for "PH" (four),
which shares the same pronunciation. This more
complex replacement also enabled the offensive
content to avoid detection.

From our analysis of manually collected data, we
confirmed that homophone replacement and emoji
replacement are the most common strategies used
by Chinese social media users to circumvent detec-
tion systems.

C Comparison between Offensive
Keyword Replacement and Full
Perturbation

We conducted a comparison between the dataset
where only offensive keywords were replaced and
another where full replacement was applied, in-
volving both keyword replacement and a 30% ran-
dom perturbation of the text. Examples from both
datasets are listed in Table 8. When comparing
these examples with real-world data from Table 6,
it became clear that the dataset subjected to full
replacement aligns more closely with actual online
speech patterns. As a result, we chose full replace-
ment as the preferred approach when creating the
dataset.
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Figure 3: A list of lexicon we used for emoji substitution
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Cloaked Post

Direct Translation

Actual Meaning

BRI SEWIA IR 4 Z W Cry, cry, rumor mongering also with
BEERE., xxnMERZT2E mushy hemp, so many dinner/soybean

FAANTI, X AEWER?

cry expressions, Xxxn curry private ah so
like to cry?

Crying, crying, crying, spreading ru-
mors and using so many idiotic emojis.
Is this stupid woman’s family dead or
something? She likes crying so much.

BRL T INCORES T IE
5 F AR AR S /AR [B] A 19
R EHHR 2 R

Addicted to gambling, you lost QQ
Happy Beans and had to trade away
your future generations’ irreplaceable
complexion for a bit of vanity.

If you are horny, just play with yourself.
You just had to trade away your future
generations’ irreplaceable complexion
for a bit of vanity.

DU AL Playing the blessings of the Monkey Fat F**k playing Genshin Impact
God
RHDT Your horse foured Your mother is dead.

DM, 8T N, H8 @ @

Chicken 8 holy, also 8 luo horse, more
8 drop pot

Not holy, Not Roman, and Not Empire’

Table 6: Examples of Real-world Cloaked Posts

Only Replacing Keyword

Full Perturbation

W AEE AR AT A AL T, —
MEIR o #RH

AHBEAR T DA THIBEALER T, 11D
HUR 0 HRX

BENBEER FEMNEEEECR! K
ey, FHY FTT! ZFTEE

ONELAE, ONEOHC | NEwe,
YT | B EE !

N 2B EDhY 5 KE? e .
K~ et T

A ZEE W) B O i K dnes
Kiiw~ o1 Tl

XK, EXRHER, 2— 1k, E
RN

XA, EXRHAERE, 21k B
RN

XA ER T

X MAEZEAMETE T

BUGN BRI, wdf WL —h
JURZRPE, X FERIS SR IESEAE

BUGN BRI, w5 W HE—h
JUHIZRPY, IXAE R 5 CRAE TR

Table 7: Examples of Offensive Keyword Replacement and Full Perturbation
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