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Abstract

Causal reasoning is fundamental to human in-
telligence and crucial for effective decision-
making in real-world environments. Despite
recent advancements in large vision-language
models (LVLMs), their ability to comprehend
causality remains unclear. Previous work typ-
ically focuses on commonsense causality be-
tween events and/or actions, which is insuf-
ficient for applications like embodied agents
and lacks the explicitly defined causal graphs
required for formal causal reasoning. To over-
come these limitations, we introduce a fine-
grained and unified definition of causality in-
volving interactions between humans and/or
objects. Building on the definition, we con-
struct a novel dataset, CELLO, consisting of
14,094 causal questions across all four levels
of causality: discovery, association, interven-
tion, and counterfactual. This dataset surpasses
traditional commonsense causality by includ-
ing explicit causal graphs that detail the inter-
actions between humans and objects. Exten-
sive experiments on CELLO reveal that cur-
rent LVLMs still struggle with causal reason-
ing tasks, but they can benefit significantly
from our proposed CELLO-CoT, a causally
inspired chain-of-thought prompting strategy.
Both quantitative and qualitative analyses from
this study provide valuable insights for fu-
ture research. Our project page is at https:
//github.com/OpenCausalab/CELLO.

1 Introduction

Causal reasoning is recognized as a fundamen-
tal component of human intelligence (Penn and
Povinelli, 2007; Harari, 2014). Recent advances
in large language models (LLMs) have promoted
a surge of research successfully adapting LLMs to
vision-language tasks, resulting in powerful large
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Question: A child needs
to reach something high.
Can you move this chair
for her to use?

supports

Causal Relations

1
No, an old man is on the chair,
let’s find other tools to help.

P

Yes, | can help.x

Figure 1: An example of causal reasoning in the vision-
language context. LVLMs (e.g., GPT-40) might gener-
ate inappropriate responses due to a limited understand-
ing of causal relationships.

vision-language models (LVLMs) (OpenAl, 2023;
Liu et al., 2023a). Despite these advancements, a
critical question arises: Do LVLMs really under-
stand causality?

Previous work has primarily focused on com-
monsense causality between events and/or actions
in a vision-language context (Zellers et al., 2019;
Park et al., 2020; Kim et al., 2022), but often ne-
glects the fine-grained causal relationships between
humans and objects, between humans, and between
objects. This limits the effectiveness of decision-
making in real-world environments, such as embod-
ied intelligent agents (Cheong et al., 2024; Gupta
et al., 2024) and autonomous driving systems (Ra-
manishka et al., 2018). For instance, as illustrated
in Figure 1, a model might respond “yes” to the re-
quest, “A child needs to reach something high. Can
you move this chair for her to use?” This response
overlooks the critical human-object causal relation-
ship that “the chair supports an old man™"', which
would lead to a more reasonable decision. More-
over, these studies typically do not explicitly define
the underlying causal graphs for key entities, ren-
dering it challenging to systematically investigate
the formal causal reasoning ability of LVLMs.

!The human-object causal relationship will be detailed in
Section 3.
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Question Types

Fine-grained

Datasets Disc. Assoc. Interv. CF. | Causality Answer Type | Rationale | # Size
Visual7W (Zhu et al., 2016) X X X X Open-ended X 8,884!
VQA (v2) (Goyal et al., 2017) X X X X Open-ended X 1,952!
FVQA (Wang et al., 2017) X X X X Open-ended 17!
OKVQA (Marino et al., 2019) X X X X Open-ended X 115
VCR (Zellers et al., 2019) X X X X Multi-choice 9390!
Visual COMET (Park et al., 2020) X X X X Open-ended 13,768!
BD2BB (Pezzelle et al., 2020) X X X X Multi-choice X 10,000
COSIM (Kim et al., 2022) X X X X Multi-choice X 3,500
NORMLENS (Han et al., 2023) X X X X Multi-choice X 10,000
CELLO (Ours) | | | Multi-choice | | 14,094

Table 1: Comparison of CELLO with existing causality-related vision-language datasets. Under the “Question
Types” column, the abbreviations “Disc.”, “Assoc.”, “Interv.”, and “CFE.” represent the four causal levels: Discovery,

Association, Intervention, and Counterfactual, respectively. “X” denotes the absence of causality,

3

” denotes

commonsense causality, and “¢””” denotes both commonsense and formal causality (with causal graph).

To address this, we first introduce a fine-grained
and unified definition of causality in the vision-
language context, drawing inspiration from the con-
cept of causal dispositions (Mumford and Anjum,
2011; Lopez-Paz et al., 2017). We define a causal
relationship as existing when one entity inherently
possesses the ability to influence the state of an-
other entity. This relationship can be further clari-
fied through counterfactual reasoning (Pearl, 2009;
Peters et al., 2017): if the “cause” entity were ab-
sent, the “effect” entity would not sustain its current
state. This includes interactions such as “support”
and “hold”, as well as spatial positioning between
humans and humans, humans and objects, and ob-
jects and objects. Using this foundational defini-
tion, we extract corresponding causal graphs from
scene graphs in existing vision-language datasets
and formulate questions based on these graph types.
This results in CELLO, a novel dataset consisting of
14,094 causal questions across all four causal rungs
of the Ladder of Causation* (Pearl and Mackenzie,
2018; Bareinboim et al., 2022; Chen et al., 2024c¢):
discovery, association, intervention, and counter-
factual. As summarized in Table 1, these questions
cover various scenarios requiring different levels of
causal reasoning abilities, allowing CELLO to offer
a more comprehensive assessment of formal causal
reasoning in LVLMs compared to other datasets.

To elicit causal reasoning in LVLMs, we propose
CELLO-CoT, a causally inspired chain-of-thought
prompting strategy (Wei et al., 2022; Jin et al.,

'In these work, not all questions are related to causality.
We selectively extract those questions that are causality-related
by filtering based on question type, and then tally the counts
of these filtered instances.

Following the extension by Chen et al. (2024c), we in-
clude (causal) discovery into the ladder of causation. Please
also refer to Section 2.

2023a; Chen et al., 2024a). CELLO-CoT prompts
LVLMs to systematically extract key entities, iden-
tify corresponding causal graphs, determine task
types, and compile relevant causal knowledge to
generate informed responses, enabling them to
tackle challenging causal tasks in CELLO.

Through extensive experiments on CELLO with
several leading LVLMs, we have observed sev-
eral key findings: 1) Existing LVLMs perform
poorly on causal reasoning tasks, with some mod-
els (e.g., BLIP-2 (Li et al., 2023a) and Claude-
3-sonnet (Anthropic, 2024)) even underperform-
ing random guessing, indicating substantial room
for improvement. 2) There is notable variability
in how different models perform across various
types of causal reasoning tasks, reflecting distinct
strengths and weaknesses of each model. 3) The
CELLO-CoT strategy significantly enhances the
performance of LVLMs on causal tasks, exempli-
fied by an 11% accuracy increase in GPT-40. 4)
Robustness testing indicates that LVLMs’ under-
standing of causal relationships is vulnerable, e.g.,
the performance of Qwen-VL (Bai et al., 2023b)
significantly drops from 49% to 4%.

Overall, our main contributions are as follows:

* We introduce a fine-grained and unified defini-
tion of causality in the vision-language context,
extending beyond the traditional focus on com-
monsense causality.

* We construct CELLO, a novel dataset designed to
rigorously evaluate the causal reasoning abilities
of LVLMs. This dataset consists of 14,094 causal
questions spanning all four causal levels, offering
a comprehensive benchmark for assessment.

* We propose CELLO-CoT, a causally inspired
chain-of-thought prompting strategy, to effec-
tively elicit the causal reasoning in LVLMs.
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* We conduct extensive experiments on ten leading
LVLMs to assess their performance on causal
reasoning tasks. Our analysis identifies their spe-
cific limitations and provides valuable insights
for future research.

2 Preliminaries

2.1 The Ladder of Causation

Causation refers to the cause-and-effect relation-
ship where a change in one variable (the cause)
leads to a change in another (the effect). The Lad-
der of Causation, proposed by Pearl and Mackenzie
(2018), builds a structured framework to illustrate
the hierarchy of causal reasoning tasks, including
Association (Rung 1), Intervention (Rung 2), and
Counterfactual (Rung 3). Following the extension
by Chen et al. (2024c), we incorporate (Causal)
Discovery (Rung 0) into this framework, establish-
ing a more comprehensive four-rung ladder.

Rung 0: Discovery. Causal discovery involves
identifying cause-effect pairs from observational
data, without prior knowledge of the underlying
causal relationships. This fundamental step is
crucial for establishing the initial causal structure
within a given context (Spirtes et al., 2001; Peters
et al., 2017; Glymour et al., 2019; Zanga et al.,
2022). For example, “Is there a causal relationship
between talent and famous?”

Rung 1: Association. This rung focuses on
identifying potential dependencies between vari-
ables, such as conditional relationships. These de-
pendencies can be effectively modeled by using
Bayesian Networks (Pearl, 1988; Goertzel et al.,
2008), which represent a set of variables via a di-
rected acyclic graph (DAG). For instance, “How
often do I become famous when I have talent?”

Rung 2: Intervention. This level goes beyond
mere observation to explore the effects of manip-
ulating certain variables. For instance, “What if I
have talent, will I become famous?" By using the
do-operator (Pearl, 1995), we can model the ef-
fects of specific actions and determine their causal
influence on other variables.

Rung 3: Counterfactual. Counterfactual con-
siders hypothetical scenarios to understand what
could have happened under different conditions.
For instance, one might ask, “If I have not gotten
any talent, would I be famous?”.

Causal Relations

Object-Object
the stick holding the balloon

Human-Object -
the woman and child holding the sticl ]

Human-Human
the woman holding the child

oy — ()
e

Causal Graphs

balloon

Figure 2: Three different causal relationships considered
in the vision-language context: object-object, human-
object, and human-human causal relationships.

2.2 Causal Graphical Models

Causal graphical models (or causal models), utilize
DAGs, referred to as causal graphs, to depict and
analyze causal relationships between variables. In
these models, nodes represent variables, and edges
indicate direct causal influences (Pearl, 2009; Pe-
ters et al., 2017). These models are fundamen-
tal in understanding causal dynamics, predicting
the effects of interventions, and addressing con-
founding across various disciplines such as epi-
demiology, economics, and psychology (Imbens
and Rubin, 2015; Waldmann, 2017). Therefore,
causal graphical models are crucial for elucidat-
ing complex causal relationships and facilitating
decision-making processes in complex systems.

3 Causality in Vision-Language Context

We introduce a fine-grained and unified definition
of causality in the vision-language context, inspired
by the concept of causal dispositions (Mumford
and Anjum, 2011; Lopez-Paz et al., 2017). We pro-
pose that a causal relation between entities exists
when one entity influences the state of another. To
be specific, a causal effect is present if one entity
causes another to sustain its current state. This can
be further explicated through counterfactual reason-
ing: if the “cause” entity were absent, the “effect”
entity would not continue in its current state. As
shown in Figure 2, we identify three distinct cate-
gories of causal relations in a scene: object-object,
human-object, and human-human causal relations.

Object-Object Causal Relation. This represents
interactions between objects, such as “the stick
holding the balloon.” Without the stick, the bal-
loon would not be in its current position (attached
to the stick). Hence, the stick causes the balloon
to maintain its current state. Identifying these rela-
tionships is crucial for understanding the physical

22355



I B Scene Graph:
L

Regions &

Relations

Isomorphic subgraph matchl

Causal Graph Extraction Causal Task Selection
Task Selection

Rung o: Discovery

Descriptions:

the wall is grey

books are on the shelf

bookshelf fixed to the wall

Square window with light shining through
books on the wall

books are well arranged

Direct @—»@ + Causality Identification (Cal)
* Causal Attribution (CA)

* Abstract Reasoning (AR)

Confounding wall Rung 1: Association

* Collider Bias (CB)

shelf books Rung 2: Intervention

« Confounder Identification (Col)

Natural Direct Effect (NDE)

Chain * Natural Indirect Effect (NIE)
« Sufficient Cause (SC)

Necessary Cause (NC)

Collision » Backdoor Adjustment Set (BAS)
* Controlled Direct Effect (CDE)
Rung 3: Counterfactual
Counterfactual Reasoning (CR)

lRelevant descriptions

- Causal Question Construction
Template Selection

Question:
Why are the books placed steadily?

Option 1 (/mage Distractor):
Because the sunlight coming through
the window encourages the use of books.

Option 2 (Graph Distractor):
Because the shelf is designed with
dividers.

Option 3 (Text Distractor):
Because there are magnetic bookends
for fixation.

Option 4 (Ground Truth):
Because the shelf attached to the wall
keeps the books organized and upright

Figure 3: Dataset construction pipeline of CELLO (using confounder identification task as an example). First, we
extract causal graphs from scene graphs that include relationships and regions within an image. Then, we select
corresponding causal tasks based on the ladder of causation. Finally, causal questions are constructed by employing
templates with an LLM. We consider four types of causal graphs and twelve different causal tasks in total.

interactions and dependencies within a scene.

Human-Object Causal Relation. This involves
interactions between humans and objects, such as
“the woman and child holding the stick.” Without
the woman and child, the stick would fall. Thus,
both the woman and child cause the stick to sus-
tain its current state. Recognizing these relations
helps in comprehending human actions and their
interactions with the surrounding environment.

Human-Human Causal Relation. This denotes
interactions between humans, such as “the woman
holding the child.” Without the woman, the child
would not be held. Therefore, the woman causes
the child to remain held. Understanding these rela-
tionships is essential for interpreting social interac-
tions and human behaviors in a scene.

The causal graph depicted in Figure 2 shows how
entities in the scene are interconnected via causal
relationships. Understanding these causal relations
facilitates more precise and significant interpreta-
tions of complex scenes. For example, in embod-
ied artificial intelligence (Gupta et al., 2024) and
autonomous driving systems (Ramanishka et al.,
2018), robots or vehicles should make decisions
based on the causal relationships between entities

within their environments.

4 The CELLO Dataset

In this section, we elaborate on the dataset construc-
tion process based on the definition of causality as
discussed in Section 3. As shown in Figure 3, this
process consists of three main steps: causal graph
extraction, causal task selection, and causal ques-
tion construction.

4.1 Causal Graph Extraction

The dataset construction begins with preprocessing
the Visual Genome dataset (Krishna et al., 2017),
utilizing its comprehensive suite of images along
with corresponding scene graphs and descriptions.
From these resources, we construct causal graphs
based on the relationships described between enti-
ties. Specifically, we first catalog and analyze every
relationship type present in Visual Genome, with a
focus on those signifying arrangement, positioning,
and other significant interactions, such as those la-
beled “support”, “fixed to”, and “hold”. Then, we
compile a set of graph templates drawn from multi-
ple sources in the literature (Pearl and Mackenzie,
2018; Bareinboim et al., 2022; Jin et al., 2023a;
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Chen et al., 2024c¢), including direct, confounding,
collision, and chain, as shown in Figure 3. These
templates illustrate various toy problems in causal
reasoning using well-defined graph structures. Fi-
nally, we perform isomorphic subgraph matching
against these predefined templates to determine the
type of causal graph extracted. For example, in
Figure 3, the relationships extracted from the scene
graph between “wall”, “shelf”, and “books” are
matched to the “confounding” type of graph.

4.2 Causal Task Selection

To ensure comprehensive coverage, we select rep-
resentative causal tasks of the ladder of causa-
tion from previous literature (Pearl and Mackenzie,
2018; Bareinboim et al., 2022; Jin et al., 2023a;
Chen et al., 2024c). For example in Figure 3, for
the causal graph type of confounding, we could se-
lect the confounder identification task. In total, we
consider twelve distinct causal tasks as follows, and
the mapping between causal graph types and causal
tasks is presented in Table 4 in the Appendix.

Discovery (Rung 0). We include causal tasks
such as causality identification (Cal, e.g., “Which
of the following elements is crucial for the girl’s
safety?”), causal attribution (CA, e.g., “What in-
directly causes the balloon’s stability?”’), and ab-
stract reasoning (AR, e.g., “What is indirectly
influenced by the wave’s force?”).

Association (Rung 1). We consider collider bias
(CB, e.g., “Why don’t the balloons fly away?”).

Intervention (Rung 2). We inquire about con-
founder identification (Col, e.g., “Why are the
books placed steadily?”), backdoor adjustment
set (BAS, e.g., “To assess the relationship between
the solidity of shelves and the stability of books,
which of the following variables should we control
for? ), and controlled direct effect (CDE, e.g., “If
the state of the wall is not changed and the shelves
become unstable, will the books drop?”).

Counterfactual (Rung 3). We explore counter-
factual scenarios such as counterfactual reason-
ing (CR, e.g., “If the shelf has fallen down, would
the books still be placed steadily?”), natural di-
rect effect (NDE, e.g., “If the retainer of the shelf
has been removed, would the books drop?’’), nat-
ural indirect effect (NIE, e.g., “If the shelf has
been fixed to a unstable wall, would the books stay
steady?”), sufficient cause (SC, e.g., “If the wall

has fallen down, would the books drop?”), and nec-
essary cause (NC, e.g., “If the balloons has flown
away, would the woman let go?”).

4.3 Causal Question Construction

For question construction, we design templates for
each task type in advance, with examples avail-
able in Appendix G.1. Each template includes a
detailed task instruction along with several easily
comprehensible demonstrations. The demonstra-
tion provides: 1) Relevant descriptions, which are
extracted from the dataset descriptions that are as-
sociated with the core entities. For instance, “books
are on the shelf”, as shown in Figure 3. 2) Causal
graph, which is constructed through the process of
Section 4.1. Each edge of the graph is expressed
in textual form, such as “shelf supports books”.
3) Constraints, which ensure the validity of the
question and prevent information leakage, such as
“do not include ‘shelf’ or ‘wall’ in your generated
question”. Using the template, an LLM (e.g., Chat-
GPT) is prompted to generate causal questions by
applying in-context learning (Brown et al., 2020).

As for answer construction, we employ two set-
tings. The first is a multiple-choice format, con-
sisting of the correct answer and three distractors.
The correct answer is derived by applying causal
reasoning rules. For instance, in Figure 3, the
“wall” is a confounder because it affects both the
stability of the “shelf” and the placement of the
“books”. Hence, the correct answer should include
both “shelf” and “wall”. The three distractors are
constructed using the entities based on the follow-
ing constraints: 1) Irrelevant entities (Image Dis-
tractor): These entities are present in the image
but absent from the causal graph, such as “win-
dow”. 2) Partially correct entities (Graph Dis-
tractor): These entities are present in the causal
graph but only represent part of the correct answer,
such as “shelf”. 3) Induced entities (Text Distrac-
tor): These entities are neither in the image nor
in the causal graph but introduced solely from the
question text, such as “bookends”. This distractor
can also be seen as a object hallucination (Lovenia
et al., 2023) or language bias (Abbasnejad et al.,
2020; Chen et al., 2024a). The correct answers and
distractors can be further refined by an LLM to en-
sure natural and diverse expression. Additionally,
for certain tasks, we also provide binary questions,
where responses are limited to “yes” or “no”, main-
taining a nearly equal distribution between the two.
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Figure 4: Question quality of CELLO compared to other
vision-language datasets in terms of lexical diversity
and fluency.

Why are the books placed steadily?

Step 1. Extract the core entity

Step 2. Identify the causal graph

Step 3. Determine the task type Confounder Identification (Col)

In this causal graph, the wall is a
confounder as it affects both the
stability of the shelf and the placement
of the books.

Step 4. Compile knowledge of
causal inference

Final Answer:
Because the shelf attached to the wall

Final: Output the answer keeps the books organized and upright

Figure 5: Tllustration of our CELLO-CoT strategy.

4.4 Dataset Statistics and Quality Analysis

Statistics of Four Rungs. Following the dataset
construction process above, we randomly select ap-
propriate images from the Visual Genome dataset
to extract the corresponding causal graphs and then
to generate causal questions. The statistical data
for the 12 causal tasks across four causal rungs is
detailed in Appendix A.

Question Quality. We analyze the lexical diver-
sity and fluency of the generated questions, with
baselines and metrics detailed in Appendix B.1.
From Figure 8 (a), CELLO shows superiority in
lexical diversity and fluency.

Human Evaluation. We also conduct a human
evaluation to validate the quality of the generated
questions. Results in Appendix B.2 show that
91.7% of questions are deemed valid by annotators,
further demonstrating the quality of our datasets.

5 The CELLO-CoT Strategy

To enhance the capability of LVLMs in accurately
responding to the questions in CELLO, we propose
CELLO-CoT, a causally inspired chain-of-thought
prompting strategy. It decomposes each causal

question into multiple clear and manageable steps,
enabling a sequentially structured analysis that sup-
ports effective problem-solving.

Given a causal question ¢ with a correspond-
ing image ¢, we provide LVLMs with a series of
instructions ¢ := (si,...,s4), including detailed
descriptions of the four steps sy, ..., s4 depicted
in Figure 5. This structured approach includes 1)
extracting core entities from the question text; 2)
identifying the causal graph structure represented
in the image; 3) determining the type of causal
task, and 4) compiling knowledge of causal infer-
ence relevant to the current task (e.g., the core con-
cepts about “confounder” in Figure 5). The model
fivims © S8; — 7; then autoregressively gener-
ates responses 71, ..., 74 corresponding to these
steps. The final answer output will consider all
these reasoning processes. Compared to the stan-
dard strategy of directly posing questions to models,
CELLO-CoT imposes an inductive bias (Jin et al.,
2023a) on LVLMs, providing an effective solution
to tackle causal reasoning problems.

6 Experiments

6.1 Experimental Setup

Datasets. We compose a test set consisting of
1,200 samples, distributed equally across 12 causal
tasks in CELLO, with each task featuring 100 ran-
domly selected samples.

Baselines. We evaluate ten leading LVLMs in a
zero-shot fashion, including four limited-access
LVLMs: Claude-3-sonnet, Claude-3-opus (An-
thropic, 2024), Gemini-1.5-Pro (Team et al., 2023),
and GPT-40 (OpenAl, 2023), and six open-source
LVLMs: BLIP-2 (6.7B) (Li et al., 2023a), LLaVA-
Mistral (7B), BaklLlava (7B), LLaVA-Vicuna
(13B) (Liu et al., 2023a), MiniCPM-Llama3-V-2.5
(8B) (Hu et al., 2023), and Qwen-VL(7B) (Bai
et al., 2023b). Details on these models are pro-
vided in Appendix C. For consistent evaluation,
we use standard accuracy metrics for all the mod-
els and tasks. Performance is also benchmarked
against a random baseline (i.e., 0.5 for binary and
0.25 for multiple-choice questions).

6.2 Main Results

The evaluation results of LVLMs on CELLO are
presented in Table 2 and further illustrated with
case studies in Appendix H.
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| Discovery

| Assoc. |

Intervention

Counterfactual

lBIN. IMCQ

. | ALL.

Model
\CaI CA AR Avg.\ CB \CoI BAS CDE Avg.\ CR NDE NIE SC NC Avg.\ \ \

Random \0.25 0.25 0.25 0.25\ 0.25 \0.25 0.25 0.50 0.33 \0.50 0.50 0.50 0.50 0.50 0.50\ 0.50 \ 0.25 \ 0.38
BLIP-2 0.32 0.26 0.31 0.30| 0.25 [0.30 0.16 0.51 0.32]0.57 0.53 0.45 0.41 0.44 048] 049 | 0.27 | 0.38
LLaVA-M 0.56 0.54 0.28 0.46| 0.45 [0.37 0.60 0.38 0.45]0.58 0.64 0.76 0.82 0.77 0.71] 0.66 | 0.47 | 0.56
LLaVA-V 0.52 0.51 0.35 0.46| 0.54 [0.51 0.58 0.33 0.47]0.58 0.67 0.71 0.85 0.35 0.63| 0.58 | 0.50 | 0.54
BakLlava 0.49 0.52 0.32 0.44| 0.43 [0.38 0.63 0.37 0.46|0.52 0.63 0.74 0.89 0.87 0.73| 0.67 | 0.46 | 0.57
MiniCPM 0.49 0.45 0.23 0.39| 0.61 [0.50 0.48 0.59 0.52]0.63 0.69 0.59 0.87 0.53 0.66| 0.65 | 0.46 | 0.56
Qwen-VL 0.42 0.51 0.33 0.42| 0.55 [0.55 0.54 0.55 0.55]0.54 0.59 0.58 0.42 0.35 0.50| 0.51 | 0.48 | 0.49
Claude-3-sonnet |0.33 0.34 0.19 0.29| 0.38 |{0.32 0.27 0.35 0.31|0.56 0.52 0.51 0.77 0.28 0.53| 0.49 | 0.30 | 0.40
Claude-3-opus |0.54 0.50 0.35 0.46| 0.44 |0.39 0.42 0.51 0.44|0.55 0.63 0.63 0.95 0.30 0.61| 0.59 | 0.44 | 0.52
Gemini-1.5-Pro [0.56 0.56 0.34 0.49| 0.32 |0.28 0.43 0.70 0.47|0.67 0.70 0.70 0.80 0.38 0.65| 0.66 | 0.41 | 0.54
+ CELLO-CoT [0.76 0.68 0.54 0.66| 0.43 |0.32 0.62 0.71 0.55|0.74 0.75 0.73 0.87 0.46 0.71| 0.71 | 0.56 | 0.64
GPT-4o0 0.63 0.57 0.32 0.51| 0.43 [0.29 0.49 0.71 0.50(0.66 0.77 0.77 0.83 0.61 0.73| 0.73 | 0.45 | 0.59
+ CELLO-CoT [0.83 0.70 0.52 0.68| 0.50 |{0.35 0.75 0.81 0.64|0.72 0.79 0.77 0.90 0.61 0.76| 0.76 | 0.59 | 0.70

Table 2: LVLMSs’ results on CELLO. We report the standard accuracy for each causal task. “Assoc.” denotes
Association, “BIN.” denotes binary questions, “MCQ.” denotes multiple-choice questions, and “ALL.” denotes all

questions. The best and second-best results, as well as the mentioned results in the main text are highlighted.

Overall Performance. 1) Among all the LVLMs
(without CELLO-CoT), GPT-40 achieves the high-
est overall accuracy (0.59), demonstrating superior
performance across all task categories. 2) BLIP-
2 and Claude-3-sonnet perform relatively poorly
across all tasks. Notably, their scores on binary
questions (0.49) fail to surpass the random baseline
of 0.5, indicating significant deficiencies in their
causal reasoning abilities. 3) All models exceed the
random baseline (0.25) on multiple-choice ques-
tions. However, no models (without CELLO-CoT)
achieve a performance higher than 0.5, highlight-
ing their inherent limitations. 4) Implementing
our proposed CELLO-CoT strategy significantly
enhances the performance of GPT-40 and Gemini-
1.5-Pro across various causal reasoning tasks, thus
confirming the effectiveness of our approach.

Ladder-Specific Results. 1) Discovery Tasks:
GPT-40 (with CELLO-CoT) achieves the high-
est accuracy for discovery tasks (0.68), notably in
causality identification (0.83) and causal attribution
(0.70). 2) Association Tasks: MiniCPM-Llama3-
V-2.5 (8B) leads for association tasks (0.61), sur-
passing even higher-parameter models like LLaVA-
Vicuna (13B, 0.54). This indicates its superior
handling of collider bias. 3) Intervention Tasks:
GPT-40 (with CELLO-CoT) excels in the con-
trolled direct effect task (0.81), but underperforms
in the confounder identification task (0.35). Con-
versely, LLaVA-Vicuna performs poorly in the
controlled direct effect task (0.33) but well in the
confounder identification task (0.51). These find-
ings demonstrate variability in task-specific perfor-

2 3 2

GPT-40
+ Step 1
+ Step 2
+ Step 3
+ Step 4

Accuracy (%)
[ (] 7] F S
= = =} =l

Gemini-1.5-Pro
Disc. Assoc.  Interwv. CF. All.
The Ladder of Causation

Figure 6: Ablation study on our proposed CELLO-CoT,
where “Disc” denotes discovery, “Assoc” denotes as-
sociation, “Interv”’ denotes intervention, “CF” denotes
counterfactual reasoning.

mance among different models. 4) Counterfactual
Tasks: GPT-40 (with CELLO—-CoT) achieves high
accuracy across all counterfactual tasks, particu-
larly excelling in natural direct effect (0.79) and
natural indirect effect (0.77). This highlights its
capacity for sophisticated counterfactual reasoning
about hypothetical alternatives to actual conditions.
Further details and illustrations of performance are
available in Appendix D.

6.3 Ablation Study

We conduct ablation studies to evaluate the effect
of each component in our CELLO-CoT prompt-
ing strategy, as shown in Figure 6 (a): 1) Each
step in the CELLO-CoT strategy contributes to per-
formance gains at different rungs of the ladder of
causation, demonstrating the effectiveness of our
approach. 2) Notably, CELLO-CoT yields more
pronounced improvements in lower-level causal
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Figure 7: Robustness testing across various LVLMs. It
can be observed significant performance decline (e.g.,
BakLlava, from 0.57 to 0.03).

tasks (e.g., discovery), whereas its influence on
higher-level causal tasks remains modest. This dis-
parity suggests that more sophisticated strategies
are necessary to address complex causal reasoning
challenges. 3) For lower-level tasks like discovery,
the primary factor is the extraction of core enti-
ties (Step 1). Conversely, for higher-level tasks, a
deeper understanding of causal graphs and causal
inference (Steps 2 to 4) becomes essential.

6.4 Robustness Testing

We further conduct robustness tests on selected rep-
resentative LVLMs. This involves reformulating
the questions in the test set by incorporating addi-
tional premises and posing a plausible but contex-
tually inappropriate request. The response options
are limited to “Yes” and “No”, with the correct
answer consistently being “No”. For example in
the case of Figure 3, the rephrased question could
be, “Bob needs support for his toys. Can you bring
this shelf over?" We implement this reformulation
by using prompts with ChatGPT, detailed in the
template provided in Appendix G.2.

From Figure 6 (b), we observe that: 1) Faced
with reformulated questions, LVLMs tend to re-
spond affirmatively, focusing on the request’s tone
rather than the actual causal relationships depicted
in the scene. For instance, in Figure 3, despite the
shelf being occupied with the books, the models
erroneously suggest bringing it over. This misalign-
ment significantly diminishes the performance of
these models, with notable declines seen in Bak-
Llava and Qwen-VL, whose accuracies plummet
from 0.57 and 0.49 to 0.03 and 0.04, respectively.
2) GPT-40, however, exhibits relatively stable per-
formance. A closer examination of its responses
reveals that it does not directly address the unrea-

0.869% Mischosen Answer

b
'
Yo
=

%16V

Unformatted Answer
Uncertain Answer
= OOD Answer

89.8%

Figure 8: Error Analysis of LVLMs.

sonableness of the requests. Instead, it typically re-
sponds with, “No, I am a language model and can-
not interact with the physical world.” This response
pattern likely results from its training, which in-
cluded similar instructions during its development
phase (Ouyang et al., 2022). Further details of
these findings are provided in Appendix E.

6.5 Error Analysis

To understand why LVLMs struggle with CELLO
deeply, we conduct a thorough error analysis. Fig-
ure 8 (b) categorizes errors made by all models
across 1200 test instances into four distinct types:
1) Mischosen Answer: when models select an in-
correct option, probably influenced by irrelevant
visual or textual cues in the test instance. 2) Out-
Of-Distribution (OOD) Answer: when models pro-
vide an answer that is not among the given options,
indicating a phenomenon often referred to as hallu-
cination (Li et al., 2023b). 3) Unformatted Answer:
where responses are incorrectly formatted and diffi-
cult to extract valid choices. 4) Uncertain Answer:
when models either explicitly state “I don’t know”
or demonstrate an inability to determine a defini-
tive answer. Detailed analyses focusing on models,
tasks, ladder levels, and causal graph types can be
found in Appendix F. Specific examples illustrating
these error types are also provided in Appendix H.

7 Related Work

Causal Evaluation on Language Models. Sev-
eral works have evaluated causality-related skills
for NLP tasks. For example, Sap et al. (2019) in-
vestigate commonsense causality through "if-then"
statements, while Zhang et al. (2020) introduce rea-
soning tasks that consist of a series of steps towards
a high-level goal. Chen et al. (2022) and Chen et al.
(2023) focus on identifying cause-effect pairs to ex-
tract causal relations from document-level context.
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With the increasing focus on LLMs and causal-
ity, numerous studies have aimed to evaluate the
causal reasoning abilities of large language models
(LLMs) (Zhang et al., 2023; Kiciman et al., 2023;
Jin et al., 2023b; Chen et al., 2024b; Zecevié et al.,
2023; Jin et al., 2023a; Chen et al., 2024¢). Un-
like these studies, our research focuses on causal
relations within the vision-language context.

Large Vision-Language Models. Building on
the success of LLMs, there has been growing re-
search interest in large vision-language models
(LVLMs) to enhance multimodal comprehension
and generation (Li et al., 2023a; Liu et al., 2023a;
Hu et al., 2023; Bai et al., 2023b; OpenAl, 2023;
Anthropic, 2024). While previous assessments
have noted deficiencies in LVLMs (Fu et al., 2023;
Liu et al., 2023b), particularly in reasoning skills,
their proficiency in understanding causal relation-
ships remains less explored and requires further
investigation.

Causality in Vision-Language Tasks. Early vi-
sual question answering (VQA) datasets like Vi-
sual7W (Zhu et al., 2016) and VQA (Goyal et al.,
2017) include some causality-related questions,
typically beginning with “Why” and focusing on
specific events or actions. However, these ques-
tions are relatively simple and can be often an-
swered even without consulting the images (Ab-
basnejad et al., 2020; Zhu et al., 2020). Sub-
sequent datasets like FVQA (Wang et al., 2017)
and OKVQA (Marino et al., 2019) aimed to el-
evate the complexity of questions by integrating
external knowledge, but the presence of causality-
related questions is notably sparse. On the other
hand, datasets such as VCR (Zellers et al., 2019)
and Visual COMET (Park et al., 2020), derived
from movie scenes, delve into the temporal dy-
namics of events and provide rationales for each
query. Datasets like BD2BB (Pezzelle et al., 2020),
COSIM (Kim et al., 2022), and NORMLENS (Han
et al., 2023) intervene on original questions in
various scenarios. Nonetheless, they focus only
on event-related commonsense causality, ignoring
fined-grained interaction between humans and/or
objects. Additionally, the absence of explicitly de-
fined causal graphs means that the understanding of
causality they foster is somewhat rudimentary. Our
CELLO dataset (see Table 1) seeks to rectify these
limitations by offering a thorough evaluation of
causality, encompassing detailed interactions and
explicit causal reasoning challenges.

8 Conclusion

In this paper, we introduce a fine-grained and uni-
fied definition of causality involving humans and
objects. Building on the definition, we construct a
novel dataset, CELLO, to assess the causal reason-
ing abilities of LVLMs. To elicit causal reasoning
in LVLMs, we propose CELLO-CoT, a causally
inspired chain-of-thought prompting strategy, en-
abling LVLMs to tackle challenging causal tasks
in CELLO. Extensive experimental results, as well
as further quantitative and qualitative analyses on
CELLO, provide insights for future work.

Limitations

Our dataset, CELLO, relies on the Visual Genome
dataset (Krishna et al., 2017), which is a large-scale
visual language dataset featuring scene graphs and
descriptions. Consequently, the quality of our
dataset is inevitably influenced by the accuracy
of the original annotations in Visual Genome. This
includes challenges such as incorrect object identi-
fications and unclear images. Despite these issues,
the quality analysis presented in Section 4.4 demon-
strates that the majority of questions are effectively
constructed and valid. Moreover, it is crucial to
acknowledge that establishing causal relationships
in real-world contexts often demands more intri-
cate analyses, such as the examination of image
sequences or video frames to discern the dynam-
ics among recognized objects, actions, or scene
changes. For example, in video analysis (Lei et al.,
2019; Yi et al., 2019; Xiao et al., 2021; Li et al.,
2022), determining whether a person causes an ob-
ject (e.g., a ball) to move involves a different set
of reasoning skills. However, most current LVLMs
are primarily designed for static image inputs, and
enhancing their capabilities to handle dynamic vi-
sual data remains a vital area for future research.
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Dataset \#I, QA \ Lenof Q/A
CELLO 14,094 | 14.9/6.9

- Discovery 3,000 11.7/1.1

- Association 2,000 | 7.98/14.9

- Intervention 2,047 139/-

- Counterfactual 7,047 15.71 -
CELLO-Discovery

- Causality Identification (Cal) 1,000 114/1.1

- Causal Attribution (CA) 1,000 11.9/1.1

- Abstract Reasoning (AR) 1,000 11.8/1.1

CELLO-Association
- Collider Bias (CB) \ 2,000 \ 7.98/14.9
CELLO-Intervention

- Confounder Identification (Col) 349 8.2/164
- Backdoor Adjustment Set (BAS)| 349 253/1.1
- Controlled Direct Effect (CDE) 1,349 12.3/-
CELLO-Counterfactual
- Counterfactual Reasoning (CR) | 2,000 13.8/-
- Natural Direct Effect (NDE) 1,349 20.3/ -
- Natural Indirect Effect (NIE) 1,349 12.3/-
- Sufficient Cause (SC) 349 15.6/-
- Necessary Cause (NC) 2,000 169/ -

Table 3: Dataset statistics of CELLO based on the ladder
of causation. “I, Q, A” denotes images, questions, and
answers, respectively. “Len” denotes length and “-”
denotes binary questions where answers are limited to
“yes” or “no”.

A Dataset Statistics

In Table 3, we present data statistics of CELLO for
the 12 causal tasks across four causal rungs. For
further insights, Table 4 provides data statistics by
types of causal graphs.

B Quality Analysis Details
B.1 Question Quality

To ensure the quality of the comprising datasets,
we analyze the lexical diversity and the fluency
of the generated questions, which are useful for

3.33%
2.5%

1.67%
0.833%

= Valid
Alternative
= Not Match
= Unclear Question
Unclear Image

Figure 9: Human evaluation results of CELLO.

Dataset | #1,Q, A
CELLO 14094
- direct 3000
- confounding 2094
- collision 4000
- chain 5000
CELLO-direct
- causality identification 1000
- counterfactual reasoning 2000
CELLO-confounding
- confounder identification 349
- backdoor adjustment set 349
- controlled direct effect 349
- natural direct effect 349
- natural indirect effect 349
- sufficient cause 349
CELLO-collision
- collider bias 2000
- necessary cause 2000
CELLO-chain
- causal attribution 1000
- abstract reasoning 1000
- controlled direct effect 1000
- natural direct effect 1000
- natural indirect effect 1000

Table 4: Dataset statistics based on the type of causal
graphs.

conducting a robust evaluation using questions that
are linguistically diverse and coherent.

Baselines We select extensive VQA datasets for
comparison, including Visual7W (Zhu et al., 2016),
VQA (v2) (Goyal et al., 2017), FVQA (Wang
et al., 2017), OK-VQA (Marino et al., 2019),
VCR (Zellers et al., 2019), Visual COMET (Park
et al.,, 2020), BD2BB (Pezzelle et al., 2020),
COSIM (Kim et al., 2022) and NORMLENS (Han
et al., 2023).

Evaluation Metrics For lexical diversity, follow-
ing Chen et al. (2024a), we utilize three metrics
that are not dependent on length: moving aver-
age type-token ratio (MATTR) (Covington and Mc-
Fall, 2010), measure of textual lexical diversity
(MTLD) (McCarthy, 2005), and hypergeometric
distribution diversity (HDD) (McCarthy and Jarvis,
2010). We average these three metrics for a uni-
fied assessment and employ the Lexical-Richness
package (Shen, 2022) (version 0.5.03) for calcu-
lation. For fluency, we employ a pre-trained lan-
guage model GPT2-large (Radford et al., 2019)
with 774M parameters to compute the perplexity
of the questions, which is often used as a measure
by previous work (Wang et al., 2019).
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Accuracy based on ladder types

Discovery

Counterfacti

Intervention
— BakLlava
BLIP-2

—— Gemini-1.5-Pro
—— GPT-40

—— Claude-3-opus
—— Claude-3-sonnet

Accuracy based on task types

—— LLaVA-M

Accuracy based on graph types

CA Confounding

CDE Collision

GPT-40+CELLO-CoT LLaVA-V

—— MiniCPM

Qwen-VL

Figure 10: Model results based on different ladder, task, and graph types, respectively.
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Figure 11: Correlation among different causal tasks.

B.2 Human Evaluation

Questions We conduct a human evaluation to val-
idate and assess the quality of our CELLO dataset.
We randomly sample 10 instances for each causal
task, resulting in a total of 120 instances. The evalu-
ation is conducted by two annotators independently,
who are provided with detailed guidelines and il-
lustrative examples before starting the evaluation
process. For each question, given the image and
ground truth answer, we first ask the annotators to
determine whether: 1) the question is valid, 2) the
question allows for an alternative answer, 3) the
question does not match the ground truth, 4) the
image is unclear, or 5) the question is unclear or
ambiguous. The average inter-annotator agreement
is 84.1% (Cohen’s kappa).

As shown in Figure 9, the results are encourag-
ing, with 91.7% questions being classified as valid
by the annotators, further demonstrating the quality
of our datasets.

C Baseline Details

For open-source MLLMs, we consider the follow-
ing baselines:

1) BLIP2 (Li et al., 2023a), which utilizes a
scalable multimodal pre-training method to enable
LLMs to understand images. We employ its BLIP2-
OPT (Zhang et al., 2022)-6.7B variant.

2) LLaVA (Liu et al., 2023a), which trans-
lates images into texts of captions and bounding
boxes, and prompts GPT-4 to generate a multi-
modal instruct-tuning dataset. We employ its three
variants: LLaVA-Mistral (7B), BakLlava (7B), and
LLaVA-Vicuna (13B).

3) Qwen-VL (Bai et al., 2023b), which builds
upon Qwen (Bai et al., 2023a) and employ 3-
stage training pipeline. Qwen-VL implements
the grounding and text-reading ability by align-
ing image-caption-box tuples, i.e., it accepts image,
text, and bounding box as inputs, and outputs text
and bounding box.

4) MiniCPM-Llama3-V-2.5 (Hu et al., 2023;
Yu et al., 2024), which is an end-side multimodal
LLM designed for vision-language understanding,
equipped with the OCR and instruction-following
capability.

D Performance Details

As shown in Figure 10, we visualize the model
performance comparison based on different ladder
types, task types, and graph types, respectively.

In Figure 11, we compute the Pearson correla-
tion coefficients between LVLMs’ results on dif-
ferent causal tasks and visualize the values in a
heatmap. It can be seen that tasks within the same
ladder exhibit higher correlation coefficients (e.g.,
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Model | Dir. | Conf. | Coll. | Ch. | AlL
Random | 0.50 | 0.50 | 050 | 0.50 | 0.50
LLaVA-M | 0.18 0.12 020 | 0.13 | 0.14
LLaVA-V | 0.26 0.24 0.30 | 0.24 | 0.25
BakLlava 0.04 0.03 0.04 | 0.02 | 0.03
MiniCPM | 0.31 0.34 036 | 0.34 | 0.34
Qwen-VL | 0.06 0.03 0.04 | 0.03 | 0.04
GPT-40 | 0.58 | 0.57 | 0.54 | 0.58 | 0.57

Table 5: Robustness testing details based on different
graph types. ”Dir.” denotes direct, “Conf.” denotes con-
founding, “Coll.” denotes collider, and “Ch.” denotes
chain.

the correlation coefficient between causal identifi-
cation (Cal) and causal attribution (CA) is 0.94),
whereas tasks between different ladders show rela-
tively lower correlation coefficients.

E Robustness Testing Details

In Table 5, we present the complete results of ro-
bustness testing. Since the rephrased questions
differ from the original causal tasks, we report the
answers based on the type of causal graphs.

F Error Analysis Details

We present a more detailed analysis of errors on
models, ladders, causal graphs, and task types from
Figure 12 to 13, respectively. We include the pro-
portion of correct answers for further comparisons.

Figure 12 shows the error distribution of differ-
ent models on the test set. We also add the results of
GPT-40 (w. CELLO-CoT). Among all the models,
GPT-40 (w. CELLO-CoT) has the lowest propor-
tion of errors. All kinds of error types that GPT-40
produces are reduced after applying CELLO—-CoT.
Moreover, it is noticeable that Claude-3-sonnet and
MiniCPM-Llama3-V-2.5 have difficulty providing
correctly formatted answers, leading to a relatively
higher proportion of Unformatted Answer types
compared with other models.

From Figure 13, we find that ladders and tasks
with higher correctness tend to have less number
of Uncertain Answers, OOD Answers, and Unfor-
matted Answers. In contrast, the graph type with
the highest correctness (i.e., Chain) has a relatively
higher proportion of Uncertain Answers.

G Prompt Templates

G.1 Question Generation

We present a prompt template example for generat-
ing causal questions of Section 4.3 in Figure 14.

G.2 Robustness Testing Question Generation

We present the prompt template for generating ro-
bustness testing questions of Section 6.4 in Fig-
ure 15.

H Case Study

We conduct a case study on CELLO from Figure 16
to Figure 20, including various causal reasoning
tasks.
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BakLlava BLIP-2 Claude-3-opus Claude-3-sonnet Gemini-1.5-Pro GPT-40
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Figure 12: Error analysis of models.
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Figure 13: Error analysis based on different ladder, graph, and task types.
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Question Generation

Instruction:
We are studying the causal effect of other objects on the state of an object. Based on the description

provided, you need to propose a question about why the object maintains its state while adhering to the given
constraints.

Examples:

Descriptions: the woman and child holding balloons.

Causal graph: woman supports balloons. child supports balloons.

Constraints: Generate a question about the state of balloons, and do not include “woman”, “child”.
Generated Question: Why don't the balloons fly away?

Descriptions: books are on the shelf. bookshelf fixed to the wall. books on the wall.

Causal graph: shelf support books. wall supports shelf. wall supports books.

Constraints: Generate a question about the state of books, and do not include “shelf”, “wall”.
Generated Question: Why are the books placed steadily?

Option Generation

Instruction:

Based on the given question, generate an answer, and meet the provided constraints. If there are relevant
causal graphs and descriptions, I will provide them to you.

Examples:

Question: Why are the books placed steadily? Image
Constraints: The answer should include and be about “window", and not include “shelf”, “wall”. X 9
Generated Answer: Because the sunlight coming through the window encourages the use of books. Distractor
Question: Why are the books placed steadily? @l
Constraints: The answer should include and be about “shelf", and not include “wall”. . P
Generated Answer: Because the shelf is designed with dividers. Distractor
Question: Why are the books placed steadily?

Constraints: Directly generate an answer, and do not include “window”, “shelf”, “wall”. Text
Generated Answer: Because there are magnetic bookends for fixation. Distractor

Question: Why are the books placed steadily?

Constraints: The answer should include and be about “shelf”, “wall”.

Causal graph: shelf supports books. wall supports shelf. wall supports books. @atie
Relevant descriptions: books are on the shelf. bookshelf fixed to the wall. books on the wall.

Generated Answer: Because the shelf attached to the wall keeps the books organized and upright. Truth

Figure 14: Prompt template of causal question generation.

Robustness Testing Question Generation

Instruction:
I need to move an item. Please generate appropriate and specific reasons and actions to ensure that this

request is more likely to be accepted.
Examples:

Move: chair
Generated Request: A child needs to reach something high. Can you move this chair for her to use?

Move: shelf
Generated Request: Bob needs support for his toys. Can you bring this shelf over?

Figure 15: Prompt template of robustness testing question generation.
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Causal Attribution

Question: What element indirectly
contributes to the positioning of the
smart logo on the front of the car?

Choose from the following options:
(A). headlight

(B). floor

(€). shadows

(D). letters

GPT-40 Image
(A). headlight Distractor

LLaVA-Mistral Image
Distractor

(A). headlight

LLaVA-Vicuna Image
Distractor
(C). shadows. The shadows on the car's
hood and front contribute to the
positioning of the smart logo on the

Claude-3-sonnet Image front of the car.
Distractor [ ettt tetebeeetette

MiniCPM
(A) headlight. The positioning and 00D Answer

design of the headlights on the front of The element that indirectly contributes to
the car indirectly contribute to the the positioning of the smart logo on the
positioning of the smart logo front of the car is the [Jilll. The smart logo

is placed centrally on the grille, which is a
__________________________________ common design choice for vehicle logos.

Gemini-1.5-Pro Image [ E

Distractor Qwen-VL Ground Truth
(A). headlight

(B) floor.

Figure 16: Case study of causal attribution.
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Question: What is indirectly stabilized

by the plate?
Choose from the following options:
(A). napkin
(B). food
(C). mustard
(D). bottle
BakLlava GPT-40 Image
®) (B). Food Distractor
Bip:  [EOWYET | LLavaMistral [ Image
Q) Distractor

Claude-3-opus

(B). The plate is indirectly stabilizing the
food - the hot dogs and buns placed on
top of it. The plate provides a flat.

Image

Claude-3-sonnet .
Distractor

(B). food. The image shows two hot dogs
or frankfurters on a yellow plate or tray.

Gemini-1.5-Pro Image

Distractor
(B). food. The plate is indirectly stabilizing
the food (hot dogs) by providing a surface
for them to rest on.

(B) food. The plate is indirectly stabilizing
the food by holding it in place and
preventing it from falling or sliding off
the table.

MiniCPM Redundant Choice

The plate is indirectly stabilizing the hot
dog... Therefore, the best answer from the
given options is: (A). napkin (B). food. Both
are indirectly stabilized by the plate as they
rest upon it and are supported by its surface.

Qwen-VL Image
(B) food. Distractor

Figure 17: Case study of abstract reasoning.
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Backdoor Adjustment Set

Question: To better understand the
causal influence of paper quantity on
mouse usability, which of the following
elements should be accounted for?
Choose from the following options:
(A). clipboard

(B). cup
(C). laptop
(D). screen
BakLlava GPT-40 Ground Truth
(A) (A). clipboard
Blip-2 LLaVA-Mistral
P Ground Truth
@
__________________________________ (A) clipboard. The image shows a table
Claude-3-opus Ground Truth with a laptop, a mouse, a keyboard, a
bottle of water, a cup of coffee.
(A). The .cl.lpboard potentially influence LLaVA-Vicuna
the usability of the mouse. Ground Truth
"""""""""""""""""""" (A). clipboard. The clipboard may affect
Claude-3-sonnet Image the usability of the mouse.
Distractor
(C).laptop | mmmmmmmmmmmmememmmmem——o oo oo
__________________________________ MiniCPM Redundant Choice
Gemini-1.5-Pro Image To better understand ... These include: (A)
Distractor Clipboard: This is important because it ... (B)
(D). screen
. . Cup: ... (C) Laptop: ... In summary, all these
Explanation: The question focuses on the . .
. R T elements play a role in the overall usability
impact of "paper quantity" on "mouse -y .

o ) ) of a mouse within a given workspace.
usability." While none of the options ~  — "~ "~ ="~ "~ "
directly relate to paper quantity, the
screen is the most relevant element. Qwen-VL Ground Truth

(A) clipboard.

Figure 18: Case study of backdoor adjustment set.
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Natural Indirect Effect

Question: If the train has been fortified
and the condition of the tracks has
been adjusted accordingly, would the
windows remain intact?

Choose from the following options:
(A). No
(B).Yes

Claude-3-opus

(A). No, even if the train is fortified and
the tracks are adjusted, the windows
would likely not remain intact.

Claude-3-sonnet Wrong

(A). No. The image shows a passenger
train traveling on tracks through a rural,
tree-lined area.

(B). Yes
GPT-
40 Ground Truth
(B). Yes

LLaVA-Mistral Wrong

A). No. The image shows a train
traveling down the tracks, and the
tracks are surrounded by grass and trees.

LLaVA-Vicuna Wrong

(A). No. If the train is fortified and the
condition of the tracks is adjusted
accordingly, the windows may not
remain intact.

MiniCPM Ground Truth
(B). Yes

Qwen-VL Ground Truth
(B) Yes

Figure 19: Case study of natural indirect effect.
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Counterfactual Reasoning

Question: If the person has stepped
aside, would the banana shadow still
exist?

Choose from the following options:
(A).Yes
(B). No

BakLlava

Claude-3-opus

(B) No. If the person steps aside, the
banana shadow will no longer exist. The
shadow is being cast by the young girl
holding the banana.

Claude-3-sonnet Ground Truth

(A). Yes, the best answer is (A). Yes, if
the person steps aside, the banana's
shadow would still exist as long as there.

(A). Yes
(B). No

LLaVA-Mistral Ground Truth

(A). Yes. The shadow of the banana will
still exist even if the person steps aside,
because the shadow is cast by the banana.

LLaVA-Vicuna Ground Truth

(A) Yes. The shadow of the banana will
still exist even if the person holding it
steps aside. The shadow is created by
the banana.

(B). No
(B) No

Figure 20: Case study of counterfactual reasoning.
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