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Abstract

Large Language Models (LLMs) have shown
capabilities close to human performance in var-
ious analytical tasks, leading researchers to
use them for time and labor-intensive anal-
yses. However, their capability to handle
highly specialized and open-ended tasks in do-
mains like policy studies remains in question.
This paper investigates the efficiency and ac-
curacy of LLMs in specialized tasks through
a structured user study focusing on Human-
LLM partnership. The study, conducted in
two stages—Topic Discovery and Topic As-
signment—integrates LLMs with expert anno-
tators to observe the impact of LLM sugges-
tions on what is usually human-only analy-
sis. Results indicate that LLM-generated topic
lists have significant overlap with human gener-
ated topic lists, with minor hiccups in missing
document-specific topics. However, LLM sug-
gestions may significantly improve task com-
pletion speed, but at the same time introduce
anchoring bias, potentially affecting the depth
and nuance of the analysis, raising a critical
question about the trade-off between increased
efficiency and the risk of biased analysis. 1

1 Introduction

Large language models (LLMs) like GPT-4 (Rad-
ford et al., 2019), LLaMA (Touvron et al., 2023)
etc., have recently dominated the research world by
showcasing capabilities that are nearly equivalent
to human performance in different analytical tasks.
Researchers and organizations are increasingly us-
ing these models to conduct time-consuming analy-
ses that were previously handled by human experts
(Rivera et al., 2024). However, this raises a criti-
cal question: Are LLMs truly ready to undertake
highly specialized tasks? Domains such as policy
studies are inherently very complex and nuanced,

*Equal contribution.
1https://github.com/achoigmu/llm_effect

requiring an adept proficiency that may extend be-
yond the current capabilities of LLMs. While these
models can enhance efficiency and provide substan-
tial support, their ability to match human expertise
in specialized fields requires further scrutiny.

The advantages of using LLMs include increased
efficiency, consistency in output, and the ability to
handle large volumes of data quickly (Brown et al.,
2020). On the other hand, using LLM suggestions
as a helpful-guide for such open ended analysis has
the potential to cause experts to rely heavily on the
given suggestions, therefore, introducing anchoring
bias (Tversky and Kahneman, 1974) for their task.

To address these concerns, we designed a user
study that integrates experts and LLMs in a highly
structured way. Our key contributions are:

1. We evaluate the capability of a LLM at
conducting open-ended, domain-specialized
expert-level tasks and analysis by integrating
it into a Topic Modeling study on “AI Policies
in India” (see section 2).

2. We investigate whether incorporating a LLM
into an expert annotator’s workflow increases
their ability to complete their task more effi-
ciently by comparing the time taken for topic
assignment with and without LLM sugges-
tions.

3. We examine the influence of LLMs on the
decision-making processes of expert annota-
tors to address the potential of cognitive biases
introduced by LLM suggestions.

4. To assess the level of trust and acceptance
that expert annotators have for LLMs as an
emerging technology, we conducted pre and
post-study surveys.

We chose Topic Modeling as our primary task
for this study, as it is a standard method of ana-
lyzing larger documents for such human-led stud-
ies (Brookes and McEnery, 2019). The study
was conducted in two stages: Topic Discovery
and Topic Assignment. In both stages, we inte-
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Figure 1: An overview of the two stages of our user study. In both stages, we have the annotators read the documents
and come up with a relevant topic list with (Treatment) and without (Control) the LLM suggestions. By the end of
Stage 1, the annotators agree on a Final Topic List, which we use for our Topic Assignment stage. In Stage 2, all
annotators conduct the task of assigning the topics to a separate set of documents with (Treatment) and without
(Control) the LLM suggestions.

grated LLMs with human experts and observed
how human-led analyses compared with and with-
out LLM suggestions.

In summary, we found that with LLM sugges-
tions experts performed the topic assignment task
much faster than without them. However, a notice-
able anchoring bias (Tversky and Kahneman, 1974)
was observed in the analysis when experts worked
with LLM suggestions. The bias introduced by
LLM suggestions raises an important question: Is
the trade-off between the increased efficiency
worth the potentially biased analysis?

We also discovered that during the topic discov-
ery stage, experts with LLM suggestions tended
to keep the topics as they were, without making
significant changes, even though the LLM sugges-
tions were mostly very generalized and broad. Con-
versely, experts without LLM suggestions often
came up with highly tailored topics specific to their
given documents. This indicates that while LLMs
are very effective for analyses requiring broad and
generalized topics, they struggle with providing the
depth needed for more nuanced tasks.

2 Data and Tools

Data In 2022-2023, we conducted a series of
eight interviews aimed at gaining unique and in-
depth insights into the adaptation and impact of
AI policy in India. These interviews were held
between a policy studies expert and several promi-
nent figures who play significant roles in shaping
Indian AI policies2. The discussions focused on

2The interviews were chosen as part of a broader effort
to analyze evolving AI policies worldwide, and because they
offer content that had not been analyzed before or publicly
available online.

understanding the values and priorities these in-
fluential individuals and their organizations (from
private, government, and civil society sectors) hold
concerning the development of AI policy. Initially,
the interviews were recorded and subsequently tran-
scribed using Automatic Speech Transcription tech-
nology (Radford et al., 2023) to ensure accuracy
and facilitate analysis. Any sensitive information
(such as names of individuals and organizations)
were removed to preserve the anonymity of the
interviewees.

AI Tools Topic Modeling (Blei, 2012) or analy-
sis is the process of identifying patterns of word
co-occurrences and using these patterns to group
similar documents and infer topics within them.
The most well-known algorithm for such Topic
Modeling is Latent Dirichlet Allocation (LDA; Blei
et al., 2003), which examines word co-occurrences
and groups documents accordingly. However, LDA
often fails to capture the underlying context of doc-
uments, which is necessary for studying context-
rich documents like those in our study. In addition,
LDA yields a specific probability distribution over
the words of the vocabulary that need to be in-
terpreted as a “topic”, making it difficult to use
from a practical perspective. Another approach
is BERTopic (Grootendorst, 2022) that uses trans-
former models to understand the context within
text and improve topic coherence. However, BERT-
based models can also struggle with generating in-
terpretable topic labels (Devlin et al., 2019). In ad-
dition, the underlying model for BERTopic (BERT)
has a very small context window, which leads to
cumbersome heuristics needed for topic classifica-
tion over longer documents.
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Instead of these techniques, we use a slightly
modified version of TopicGPT (Pham et al., 2024),
a prompt-based framework leveraging GPT mod-
els to uncover latent topics in a text collection.
It produces topics that align better with human
categorizations compared to competing methods,
while also generating interpretable topic labels and
relevant definitions instead of ambiguous bags of
words, making it a comprehensive tool for our
Topic Modeling needs. The LLM model we use
is gpt-4-0125-preview queried via the API. This
GPT model has a context window of 128,000 to-
kens, which makes the feasibility of our study pos-
sible, given our 1-hour long interviews.

3 Study Design

Given the domain of the transcripts, we conducted
the analysis focusing on topics relating to AI policy.
We consulted four International Policy Experts to
help annotate the transcripts with relevant topics.
They were asked to ground their analysis within the
realm of AI policy in India. The Annotators have
extensive background knowledge in Policy Studies,
with one being an expert on Indian Policies.

We conducted our study in two stages (see Fig-
ure 1), each utilizing a research model with two
settings.
1. Control Setting (c), the traditional setting that

involves expert annotators conducting their anal-
ysis on the given documents without external
suggestions from other tools or sources.

2. Treatment Setting (t), a more custom setting
in which we provide the LLM-generated sug-
gestions to the expert annotators as a helpful
guide.
Note that, the annotators do not query the LLM

directly. We designed a user-interface through La-
bel Studio (Tkachenko et al., 2020) to help facili-
tate this study. The annotators accessed their doc-
uments through their own individual Label Studio
interfaces. Specifically in the treatment setting, we
provided the LLM suggestions as highlighted texts
with corresponding label names.

We instructed our experts to vocalize their
thought process while conducting their analysis.
This Thinking Aloud Process (Johnson et al.,
2013) during problem-solving requires annota-
tors to continuously talk and verbalize whatever
thoughts come to mind while doing the task. Unlike
other verbal data gathering techniques, this method
involves no interruptions or suggestive prompts.

Annotators are encouraged to provide a concurrent
account of their thoughts without interpreting or ex-
plaining their actions, focusing solely on the task at
hand. Two research assistants served as scribes dur-
ing the user study to document the experts’ thought
processes. This approach allows us to qualitatively
study the strategies employed by the experts, pro-
viding insights into how they interpret and tackle
the task of analyzing the documents.

We also developed pre- and post-analysis sur-
veys to assess how familiar the expert annotators
were with LLMs. The pre-survey aims to under-
stand their initial assumptions regarding the use
of LLMs versus conducting the analysis in the tra-
ditional way. With the post-survey, we wanted to
gauge their reactions to the LLMs’ suggestions and
determine if they would be interested in using such
technology in their future workflows.

4 Stage 1: Topic Discovery

Methodology For Stage 1, our goal was to have
expert annotators build and curate a comprehensive
topic list, generated over a set of documents, with
and without the LLM suggestions. We also gener-
ated a similar topic list solely by an LLM - which
was provided to the annotators in the treatment
team - and have analyzed the similarity of both of
the topic lists. Figure 1 shows the process of form-
ing the final topic list which lays the foundation for
subsequent analysis of Stage 2.

We allotted five hours for expert annotators to
complete this stage of the study. We divided our
four expert annotators into two teams: Annotators
1 (A1) and 2 (A2) conducted the topic discovery
task under the treatment setting, while Annotators
3 (A3) and 4 (A4) completed the task under the
control setting. The annotators were aware of each
other’s tasks, meaning the control annotators knew
that the treatment group would receive LLM sug-
gestions generated by the GPT model.

We applied TopicGPT (Pham et al., 2024)
prompts to generate a LLM-provided topic list over
the four Stage 1 documents. It is a two shot Topic
Modeling prompt that generates a comprehensive
topic list over a given document. We prompted the
LLM four separate times for each of the 4 docu-
ments, and then we used a merging prompt to com-
bine the four topics lists and remove any duplicate
topics (See C and D). The final LLM generated
topic list (L) (See Table 9) contains 22 topics in
total. We then used the topic assignment prompt
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Figure 2: The integration process of the topic lists from annotators in different settings for Stage 1. The Final Topic
List (H) has some LLM topic overlaps due to the treatment team choosing to use many of the model generated topics
and definitions. Most importantly, the LLM generated list doesn’t cover 5 topics in any capacity that the control
group deemed important.

(See E) to assign topic labels to each paragraph
for the treatment team’s documents which we then
provided to the treatment group experts.

Control: Topic Discovery - Experts only The
Annotators were instructed to read over their as-
signed document and generate a list of latent top-
ics with corresponding definitions that exist within
their document. They were also asked to highlight
any sentence or paragraph they considered perti-
nent to a topic within their own generated topic list
with the corresponding topic label.

Treatment: Topic Discovery - LLMs+Experts
The experts in the treatment group were provided
with the LLM-generated topic lists along with LLM
annotated transcripts to help guide their topic gen-
eration. The control group received no LLM aid
in completing the same task. Annotators did not
interact with each other in this step.

Combining Control and Treatment After ex-
perts completed their tasks individually, they were
asked to discuss and develop a combined topic list
for their settings. A1 and A2 decided on the final
treatment list (T), while A3 and A4 finalized the
control list (C). Finally, all four annotators reviewed
both the control and treatment lists, discussing their
processes, documents, and definitions. During this
back-and-forth, the experts made a variety of deci-
sions, determining if a concept or ’topic’ was too
generalized and needed to be broken down into
multiple topics, if two or more concepts should
be combined into one, or if certain topics should

Comparing H and L # of Topics

1 Exact matches between H & L 8
2 Present in H, but not L 5
3 Single H topic encompassing

two or more L topics
5

4 H topics split from a broader,
more generalized L topic

2

Total 20

Table 1: The comparison of the LLM topic list (L) with
respect to the Final Topic List (H) show that there are a
very small number of topics that the model has failed to
cover in its overall topic generation task.

be renamed, all while developing final definitions
for each topic. This was a holistic process, rather
than simply combining or adding the two lists up.
Through these discussions, they created the final
golden human curated Stage 1 topic list. We refer
it as the Final Topic List (H) from here onwards.

Results and Analysis By the end of Stage 1, we
obtained two topic lists: one from the control group
(C, no LLMs involved) and one from the treatment
group (T, with LLM aid). In addition, we also have
the Final Topic List(H), curated by the annotators
based off of the two aforementioned lists. Figure 2
shows the process of how these lists were devel-
oped and integrated to form the final topic list (H).
The results reveal a broad spectrum of topics iden-
tified through both control and treatment settings.
The control lists identified 14 and 21 topics individ-
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Missing Topics Stage 1 Stage 2

1 Civil Society Advocacy 16.4% 5.1%
2 Transportation 1.8% 2.3%
3 Policy Institutions 5.5% 6.7%
4 Policing & Surveillance 6.0% 7.3%
5 Academia 3.6% 2.3%

Average Topic Coverage 6.7% 4.7%

Table 2: Topic assignment coverage percentage of the
Missing Topics in the two sets of documents. Note that,
for Stage 2 we use the results of the control setting.

ually. When consolidated, the annotators unified
their 8 common topics and curated the Final Con-
trol List (C) comprising of 27 topics.

The LLM generated topic List (L) identified 22
topics over the same set of documents given to the
experts for Stage 1. In the treatment setting, anno-
tators identified 14 and 12 topics individually, most
of which aligned with the LLM-generated topic list
(L). This alignment happened because the treatment
group, having received LLM suggestions, tended
to rely more on them than coming up with topics
on their own. Most of their "editing" work was
focused on grouping or removing LLM-suggested
topics instead of coming up with new ones. The Fi-
nal Treatment List (T) resulted in 12 topics, with 6
topics shared initially between the annotators. The
combined Final Topic List (H), included 20 topics,
with 5 topics common to both settings.

We wanted to evaluate how well the LLMs cap-
tured the topics of the given documents compared
to the expert annotators. For this, we compared
both sets of topics generated in Stage 1. We con-
sider the Final Topic List (H) as the gold standard
as it was curated by all experts following consid-
erable discussion among them. We found that the
LLM-generated topics (L) fall into four different
categories (see Table 1) with respect to the Final
Topic List (H). Among the 20 H topics, 15 were
covered by the LLM in L either directly or through
overlap with multiple combinations of topics. How-
ever, there were 5 H topics that were not covered
by the LLM in L in any form. The ‘missing’ topics
are listed in Table 2.

To understand the significance of the topics la-
beled as ‘missing’ in Table 2, which refers to top-
ics that were underrepresented or not covered by
the LLMs in our analysis, we examined their as-
signment in the documents of Stage 1 and Stage 2

Annotator
I II III IV

D5 c t
D6 c t
D7 t c
D8 t c

Table 3: For Stage 2, each expert gets two documents to
annotate; one for their control setting and the other for
their treatment setting. With this combination, we get
each document annotated at least once in both settings.

control settings, both of which were done by the ex-
pert annotators. We analyzed how frequently these
5 missing topics appeared in the documents. We
found that these topics had a rather low assignment
percentage coverage (see Table 2).

Our analysis shows that while LLMs are effec-
tive in capturing a majority of the topics identified
by experts, they still lack the ability to uncover pos-
sibly critical nuances latent within documents. The
5 topics in H that remained completely undetected
to the LLMs tended to have low total prevalence
counts within the documents as a whole (see Ta-
ble 2), suggesting that these topics might be subtle
or context-specific, and require human expertise
for identification. This highlights the importance
of integrating human insights with LLM capa-
bilities to ensure a comprehensive and nuanced
understanding of the subject matter.

It is important to mention that the topics gener-
ated by the LLMs were more generalized and did
not have clear distinctions from one another. It of-
ten happened that a few topics in L had overlapping
definitions. In contrast, all of the human-generated
topic lists (C and H) were more distinct and clearly
separated by their definitions.

5 Stage 2: Topic Assignment

Methodology In Stage 2, we studied how the
topic assignments vary for annotators in both con-
trol and treatment settings. For this stage, we used
4 documents, different from those used in Stage 1.
Each annotator received 2 documents, and they
were instructed to work on these individually sans
discussion with other annotators. Annotators were
also instructed to conduct topic assignments on
the two documents in two different settings: one as
control and the other as treatment (see Table 3). We
used a Latin squares study design (Montgomery,
2017) methodology in order to abstract away po-
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LLM Precision & Recall measured against

Control Treatment
doc precision recall precision recall

D5 31.4 56.3 84.9 83.9
D6 48.1 62.6 68.2 72.7
D7 27.9 51.5 61.5 88.2
D8 68.4 60.5 71.1 73.0

Avg 44.0 57.7 71.4 79.5

Table 4: For each transcript used in Stage 2, the preci-
sion and recall percentages of the LLM annotations over
these transcripts when measured against the annotations
of experts either acting under the control or treatment
setting. Also, the averages of these LLM precision and
recall percentages,

tential annotator-specific variability.
To accomplish our research goal of measuring

the LLM accuracy of topic assignments, we in-
structed both expert annotators and the LLM to
assign topics on a per-paragraph basis. This would
allow for a granular enough approach to collect a
meaningful amount of data points per document,
while ensuring enough context for both experts and
the LLM to comfortably make topic assignment
decisions. On average, our Stage 2 transcripts con-
tained 44 paragraphs.

For the treatment setting, we generated topic
assignments over the same set of transcripts by
prompting the LLM with a topic assignment
prompt (see Appendix E). The model was provided
with the Final Topic List (H) along with the tran-
scripts at a per paragraph level. Multiple topic
assignments per paragraph are allowed.

Control: Topic Assignment - Expert Only For
the control setting, annotators received a transcript
and the Final Topic List (H) with definitions (see
Table 9). Annotators were to assign topics to the
transcript with the possibility of multiple topics per
paragraph.

Treatment: Topic Assignment - Experts+LLM
In the treatment setting, we provided the LLM-
generated assignments to the experts to annotate
each document at a paragraph level with topics
from the same topic list as LLMs, allowing multiple
topics per paragraph. Annotators received the LLM
annotations as suggestions and were tasked with
cross-checking and, if necessary, correcting the
assignments.

Average Annotation Speed (words/min)

Control Treatment Increase (%)
96.4 225.0 133.5%

Table 5: Comparison of average annotation speeds be-
tween control & treatment settings, measured in words
per minute.

Experimental Setting The annotators who were
in the control team in Stage 1 were asked to com-
plete the treatment task first and then the control
task. The treatment team of Stage 1 was asked to
do the opposite. Additionally, we tracked the time
taken to complete each stage for each document.
After all annotators completed all Stage 2 tasks, we
collected the annotated documents and summarized
the results.

We created a 21 element vector for each para-
graph within an annotated document. 20 of the
elements correspond to the list of 20 topics in the
final topic list agreed upon by all experts at the
end of Stage 1; one element represented “None”,
indicating none of the 20 topics corresponded to
that paragraph. Each element in a vector represents
either the existence or absence of a topic within
that paragraph. Both the expert annotators and the
LLM usually assigned between one to three topics
per paragraph. This data representation allowed
us to perform various statistical analyses on the
transcripts.

Results and Analysis Upon inspection of our re-
sults, we find both promising data, but also alarm-
ing trends. When measuring LLM topic label accu-
racy against the control annotations, the average
precision and recall were 44.0% and 57.7%, re-
spectively (see Table 4). These are encouraging
numbers, considering the incredibly open-ended
nature of the task.

We also find that annotation speed improves
markedly with LLM suggestions. On average, the
annotators operated at a pace of 96.4 words per
minute in the control setting.3 Conversely, in the
treatment setting, the annotators operated at a pace
of 225.0 words per minute on average. This differ-
ence represents an annotation efficiency increase
of 133.5% (see Table 5).

3It should be noted that A4 was interrupted throughout
the completion of their Stage 2 tasks. It took them around
30 minutes to complete annotations for both the control and
treatment. We decided to exclude their annotation speed from
our final assessment.
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Annotator Agreement with LLM Annotation Speed (words/min)
A1 A2 A3 A4 A1 A2 A3 A4

D5 36.6% 84.4% 92.31 207.7
D6 50.2% 62.2% 110 330
D7 70.7% 29.0% 214.7 250.5
D8 68.9% 59.6% 130.15 86.76

Table 6: Topic assignment Stage 2 results. In the left table, the percentages represent the Cohen’s κ (Cohen, 1960)
level of agreement between the expert and the LLM within different settings. The right table shows annotation
speed (words per minute) of each expert within each document and setting. The control setting is highlighted in
blue, while the treatment setting is highlighted in pink. A noteworthy trend - when annotators had LLM suggestions
they tended to heavily agree with the LLM, and in correlation with this heavy LLM agreement, annotation speed
tended to increase significantly.

However, disconcerting trends arise through the
analysis as well. In contrast to LLM accuracy mea-
sured against the control, the LLM’s performance
against the treatment annotations showed a preci-
sion of 71.4% and recall of 79.5%, significantly
higher than the control annotations. We go a step
further and employ Cohen’s κ (Cohen, 1960) coef-
ficient to analyze similarities between annotations
of the same document (see Table 6). When anno-
tators act under the control setting, the similarity
of their annotated transcripts compared with the
LLM’s annotated transcripts averages to 43.9%.
Yet, when the annotators act under the treatment
setting, their agreement with the LLM, on average,
rises to 71.5%, indicating the annotators and LLM
aligned heavily.

This substantial discrepancy leads us to evaluate
the difference between the two settings. Thus we
employ statistical significance tests to investigate
the existence of a non-random difference between
the two distributions. Each expert annotated, on
average, 44 paragraphs within each setting, leading
to 176 annotated data points per setting. We con-
duct a paired sample t-test over the paragraph level
Cohen’s κ numbers.4 Running the paired t-test, we
get a p-value = 1.087e-14. Thus, we can (safely
reject the null hypothesis that the two samples were
drawn from the same distribution and) conclude the
existence of a statistically significant non-random
difference between the control and treatment anno-
tation agreements.

One possible interpretation of these results is
that the LLMs provide fairly accurate Topic Mod-
eling outputs, according to the annotators. How-
ever, this does not explain the significant reduction

4This test is appropriate because each of our four annota-
tors acted as both control and treatment.

in alignment when the annotators act as control.
To explain this, we have proven statistically that
there exists a difference between the two settings
that is non-random, and as a result of our study
design, the only variable that has changed is the
introduction of LLM suggestions. If this is the
only variable that has changed, then the presense of
LLM suggestions themselves must be the cause for
such high treatment-LLM alignment. Therefore,
we conclude that when an expert annotator re-
ceives LLM suggestions to aid their individual
decision making process, they tend to become
anchored to and biased by these LLM outputs.

6 Discussion

It is apparent there are multiple factors at play when
it comes to utilizing LLMs for open-ended tasks
such as Topic Modeling. In terms of promising
impact presented by LLMs, we put the difficulty of
this task fully into perspective. Given a document
with dozens of paragraphs, the LLM must decide
on a label or combination of labels out of a possible
20 choices to assign to each paragraph. When we
measure the accuracy of these LLM label assign-
ments against 4 independent expertly annotated
control documents, we get an average recall of
57.7% (see Table 4). Given the nature of the task,
we consider this high from a research perspective,
while also recognizing that from a practical imple-
mentation perspective, it may only be considered
adequate. So, of course, we would like overall ac-
curacy to improve. We leave this for future work.

Coupled with reasonable accuracy, we observe
substantial increases in workflow efficiency. We
recorded a 133.5% words per minute annotation
speed increase when annotators utilized LLM
suggestions. This presents one possibility of mas-
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sive reductions in labor intensive and time consum-
ing workloads.

However, if the goal is to obtain gains in work-
flow efficiency, this will come at significant cost.
As mentioned earlier in Section 5, we see a sig-
nificant difference between control and treatment
annotation decisions (see Table 6). Whether we
examine annotator-LLM agreement over a partic-
ular document or over a particular annotator, the
trend toward LLM bias remains consistent. For
example, with regard to document 5, the agreement
between the control annotations and the LLM anno-
tations is 36.6% while the the agreement between
the treatment and LLM is 84.4%. Additionally, if
for example, we look at annotator 2, their agree-
ment with the LLM when acting as control is 36.6%
while their agreement when acting as the treatment,
is 70.7%. In every single instance, the treatment
agreement is higher than its control counterpart.
We find the implications of this trend worrisome.

Additionally, as shown in our Stage 1 results,
five topics that human annotators decided to add
to the final topic list were not generated by the
LLM. These five topics reflected the effort of a
nuanced examination of the transcripts provided
to the expert annotators. For example, "Policing
and Surveillance" was not captured by the LLM
(see Table 10). During the final discussion phase of
Stage 1, scribes noted that annotators adamantly de-
fended the inclusion of this topic in their final topic
list (see Table 9), even though the topic covered a
relatively small portion of the transcripts (see Ta-
ble 2). Another point of contention was the LLM’s
decision to output "Gender Studies" as a topic label
(see Table 10). Without capability of sensitivity
or nuance, the LLM assigned "Gender Studies" to
multiple topics that were regarded as topics that
should more appropriately be labelled as "Gender
Issues." Thus, our findings suggest SOTA LLMs
are able to reveal broad and generalized top-
ics from lengthy domain specialized documents,
however they still lack the ability to capture low
prevalence high importance concepts.

Survey Result We conducted pre- and post-study
analysis surveys to evaluate the change between the
expert annotators’ initial perceptions and their ac-
tual experiences utilizing LLM suggestions and
how this experience influenced their trust and re-
liance on LLM technology for complex tasks. The
results can be found in Appendix F.

In the pre-analysis survey, all experts had prior

experience with LLMs and expressed preferences
for using them in their workflows. However, trust
in the technology remained skeptical, with 50%
expressing neutral trust levels and concerns about
reliability, accuracy, and the potential for LLMs to
limit creativity or introduce bias. Confusion over
LLM outputs was a moderate concern, with 50%
expecting them to be slightly confusing.

In the post-analysis survey, preferences for LLM
recommendations remained strong at 100%. Trust
and reliability ratings showed slight improvements,
with fewer experts finding the outputs confusing
and an increase in perceived accuracy. However,
concerns about biases and over-reliance on LLM
suggestions persisted, indicating that while LLMs
were appreciated for their efficiency, human over-
sight remained critical.

The feedback also showed some changes in at-
titudes. Several experts who were initially skepti-
cal about biases found the LLM recommendations
actually supported their work by improving task
efficiency or prompting deeper thinking. However,
the need for critical evaluation of LLM suggestions
was a common theme, with annotators emphasiz-
ing the importance of balancing usage with expert
judgment.

Think Aloud Process Findings During the think
aloud process, experts displayed varied approaches
with some differences between the control and treat-
ment group. In the control group, annotators strug-
gled with deciding between broad vs fine-grained
labels, especially when topics overlapped or when
content was nuanced. One expert preferred to
work sentence by sentence, applying specific la-
bels, while another read the entire document first
to grasp context, before labeling. A common chal-
lenge was determining how much detail to include
in the labels, with one opting for more value-neutral
terms while the other focused on capturing opin-
ions or sentiments expressed in the text.

In the treatment group, annotators initially ques-
tioned the generalized labels provided by the LLM.
However, over time, they grew more comfort-
able with the LLM’s suggestions, finding that they
aligned with a significant portion of their own
thoughts. Despite this, there were still concerns
about the LLM being too reactive to specific words,
producing overly broad labels. Both annotators in
this group appreciated the efficiency of the LLM
but emphasized the importance of refining its out-
put manually to ensure accuracy.
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7 Related Work

Topic Modeling The motivation underpinning
Topic Modeling is the notion that concepts or latent
"Topics" exist within a document. As mentioned
in section 2, LDA is a popular machine learning
methodology for Topic Modeling. However, im-
plementing LDA models for real world applica-
tions has proven impractical, because of their in-
herent lack of interpretability (Gao et al., 2024b;
Poursabzi-Sangdeh et al., 2021; Ross et al., 2021).
As language models become more powerful and
capable, some researchers have begun to develop
ways to utilize these AI tools to approach the broad
problem of latent topic discovery and assignment.
TopicGPT (Pham et al., 2024) introduced a LLM
prompting framework which utilizes the power of
pretrained GPT models. Both CollabCoder (Gao
et al., 2024a) and SenseMate (Overney et al., 2024)
propose a human-in-the-loop coding pipeline that
is geared towards novice annotators for simple and
short coding tasks. CollabCoder goes a bit further
and also suggests group work as part of its pipeline.
While these studies utilized older language mod-
els, the potential efficiency gains observed in these
studies help reinforce the findings of our own study.

Human-LLM Partnership Much optimism sur-
rounds the conversation regarding Human-LLM
partnerships and many recent user studies have
explored the benefits of integrating LLMs into
human workflows (Vats et al., 2024). Microsoft
has also published two technical reports regard-
ing employee experiences using "Copilot", their
GPT-powered AI assistant. In one study they found
employees "read 11% fewer individual emails and
spent 4% less time interacting with them" (Cambon
et al., 2023; Jaffe et al., 2024).

Anchoring Bias Anchoring bias is a phe-
nomenon of human behavior in which, during the
decision making process, a human is introduced
to an initial piece of information, and future deci-
sions are heavily influenced by the "anchor" this
initial piece of information establishes (Tversky
and Kahneman, 1974). The theory of anchor-
ing bias has been around for many decades and
has been observed in many contexts and situa-
tions (Furnham and Boo, 2011). In one study with
law enforcement agents (LEAs) and mapping al-
gorithms, Haque et al. (2024) found that LEAs
became easily anchored to the initial algorithmic
mapping output. Even after numerous suggestions

from the researchers to consider options beyond
the initial output, LEAs were still anchored to the
first piece of information they saw. In another
study, Enough and Mussweiler (2001) found that in
legal courtroom settings, judges were found to be
influenced by some initial information, and passed
sentencing judgements while being anchored to
that initial information. In a third study, Muss-
weiler and Englich (2005) used a more general
knowledge non-expert setting and found sublimi-
nal anchoring bias occurring.

Connecting the theory of anchoring bias with
LLMs, we next mention the well-researched areas
describing many of the potential dangers regarding
LLM usage and outputs. LLM hallucinations have
been well documented (Ji et al., 2023), and their
inherent bias regarding culture, gender, race, etc.
has been heavily studied and confirmed (Mukher-
jee et al., 2023). Resnik (2024) states "For all
their power and potential, large language models
(LLMs) come with a big catch: they contain harm-
ful biases that can emerge unpredictably in their be-
havior." Along with dangerous content, they have
also been found to be overconfident and persua-
sive (Jakesch et al., 2023; Hancock et al., 2020).
Thus, toxicity, hallucinations, and persuasiveness
are a potently dangerous combination. As Jakesch
et al. (2023) state "With the emergence of large lan-
guage models that produce human-like language,
interactions with technology may influence not
only behavior but also opinions: when language
models produce some views more often than others,
they may persuade their users." So, the possibil-
ity of toxic and incorrect content combined with
persuasive execution of language output can poten-
tially lead to a pernicious influence on end users
that is both worrisome and unpredictable.

8 Conclusion and Future Work

Our study highlights the trade-offs of integrat-
ing LLMs into expert Topic Modeling workflows.
LLMs have made incredible strides in open ended
tasks such as discovering and assigning gener-
alized topics over documents. However, as the
capabilities of LLMs continue to improve, safe-
guards against LLM anchoring bias must also be
researched and implemented. We are excited for
future research that further investigates both the use
of LLMs for such tasks, while also investigating
strategies that can mitigate this cognitive bias.
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Limitations

While our study demonstrates the potential of
LLMs in enhancing the efficiency of expert Topic
Modeling, it is limited by the scope of the data, fo-
cusing solely on AI policy in India. This may affect
the applicability of our findings to other domains
and geographic contexts. The study also requires
computational resources in the form of OpenAI
API credits, making it less accessible for smaller
independent research teams. Over the course of
this research project, we spent approximately $100
testing and querying various GPT models. Another
limitation is that our results are based on a rela-
tively small number of documents and annotators,
which may limit the statistical robustness of our
conclusions. Finally, it would have been interest-
ing to query other LLMs for comparison, however,
at the time of our study, no other LLM came close
to achieving the context window of 128,000 to-
kens. Due to the length of our documents and the
difficulty finding annotators, from a practical fea-
sibility perspective, no other LLM options existed.
Also, while longer interviews allowed for the col-
lection of many data points per transcript, it also
requires more time for annotators to work through.
We hoped to be able to cover more documents in
Stage 1, however time was a limitation.

Ethics Statement

Our research does not involve any practices that
could raise ethical concerns, and we have com-
pleted the responsible NLP research checklist to
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any inquiries from the Ethics Advisory Committee
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A Example Topics

The following are the topics that were provided to the expert annotators as an example in Stage 1.

Startup Ecosystem Development: Focuses on the support and growth of startups through policies,
incubation programs, and partnerships. This includes fostering innovation, providing resources
for startups, and creating an environment conducive to entrepreneurial success.

Data Governance and Privacy: Addresses the management, sharing, and protection of data
in the digital age. This includes the development of policies and frameworks to ensure data
privacy, security, and ethical use of data.

B Study Script

Hello. My name is —-, this is —- and —-. We are currently doing research on how we can integrate
LLM assistants as part of experts’ long document analysis workflow. Thank you for taking time
out of your schedule to contribute to this study. During the course of this study, we may ask
you questions about your experiences. We do not mean to insult or offend you, but instead to
try to make you think deeply about why you do what you do. Try not to take anything personal
and answer as best you can; there are no right answers.

We ask that through the study, you voice your thoughts about the task you are performing and the
data we put in front of you. —- and —- will monitor the interactions and take notes for posterity.

The Thinking Aloud Process: The participants are asked to talk aloud, while solving a
problem and this request is repeated if necessary during the problem-solving process thus
encouraging the study participants to tell what they are thinking.

Thinking aloud during problem-solving means that the participant keeps on talking, speaks out
loud whatever thoughts come to mind, while performing the task at hand.

Unlike the other techniques for gathering verbal data, there are no interruptions or
suggestive prompts or questions as the participant is encouraged to give a concurrent account
of their thoughts and to avoid interpretation or explanation of what they are doing, they just
have to concentrate on the task.
This seems harder than it is.
It becomes a routine in a few minutes. Because almost all of the subject’s conscious effort is
aimed at solving the problem, there is no room left for reflecting on what they are doing.

Notice that these interviews are confidential, and we ask for your discretion with
regards to the topics discussed here; because of our IRB protocol, the content of these
interviews cannot be shared outside of this research exercise.

Defining the task: Our goal is to analyze documents. In particular we will perform an
analysis over 8 interviews using “topic analysis".

Here, we are interested on topics relating to AI policy. These interviews give us
in-depth insights into how AI policy is formulated, and we aim to determine the values and
priorities that go into developing AI policy.

An example of such a topic could be: [See Appendix A for example topics]

We will first assign you in two teams:
1. Team 1 [control]: —-, —-
2. Team 2 [treatment]: —-, —-

Each team will receive four interviews, and each annotator will be able to read two of them. In
this stage, we are interested in “topic discovery". Ultimately, we want a list of “topics" as
they show up in your documents. After working on your two documents individually, you will have
to get together with your team member to produce a final list of topics.
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And then, both groups will get together to create a final-final list of topics along with their
definitions. This will conclude the first part of the study, and we will break for lunch. In
the second part of the study, we will explore some new documents, and assign their sections
with the pre-decided topic labels.

Interface: We will use labelstudio for both annotation stages.
• Please use this link to sign up: —-
• Navigate to the “Sample Interview Topic Annotation" project, so we can familiarize ourselves
with the annotation interface, and then we’ll dive in.

C Topics Generation Prompt

You will receive a document and a set of top-level topics from a topic hierarchy. Your task is
to identify generalizable topics within the document that can act as top-level topics in the
hierarchy. If any relevant topics are missing from the provided set, please add them. Otherwise,
output the existing top-level topics as identified in the document.
[Top-level topics]
"[1] Topic A"

[Examples]
Example 1: Adding "[1] Topic B"
Document:
Topic B Document

Your response:
[1] Topic B: Definition

Example 2: Duplicate "[1] Topic A", returning the existing topic
Document:
Topic A Document

Your response:
[1] Topic A: Definition

[Instructions]
Step 1: Determine topics mentioned in the document.
- The topic labels must be as generalizable as possible.
- The topics must reflect a SINGLE topic instead of a combination of topics.
- The new topics must have a level number, a short general label, and a topic description.
- The topics must be broad enough to accommodate future subtopics.
- The final topic list must provide comprehensive topic coverage over the entire document.
Output as many topics as needed to accomplish this instruction
Step 2: Perform ONE of the following operations:
1. If there are already duplicates or relevant topics in the hierarchy, output those topics and
stop here.
2. If the document contains no topic, return "None".
3. Otherwise, add your topic as a top-level topic. Stop here and output the added topic(s). DO
NOT add any additional levels.

[Document]
{DOCUMENT}

Please ONLY return the relevant or modified topics at the top level in the hierarchy.
[Your response]
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D Topics Merging Prompt

You will receive a list of topics that belong to the same level of a topic hierarchy. Your task
is to merge topics that are paraphrases or near duplicates of one another. Return "None" if no
modification is needed.
[Examples]
Example 1: Merging topics ("[1] Employer Taxes" and "[1] Employment Tax Reporting" into "[1]
Employment Taxes")
Topic List:
[1] Employer Taxes: Mentions taxation policy for employer
[1] Employment Tax Reporting: Mentions reporting requirements for employer
[1] Immigration: Mentions policies and laws on the immigration process
[1] Voting: Mentions rules and regulation for the voting process
Your response:
[1] Employment Taxes: Mentions taxation report and requirement for employer ([1] Employer Taxes,
[1] Employment Tax Reporting)

Example 2: Merging topics ("[2] Digital Literacy" and "[2] Telecommunications" into "[2]
Technology")
Topic List:
[2] Mathematics: Discuss mathematical concepts, figures and breakthroughs.
[2] Digital Literacy: Discuss the ability to use technology to find, evaluate, create, and
communicate information.
[2] Telecommunications: Mentions policies and regulations related to the telecommunications
industry, including wireless service providers and consumer rights.
Your response:
[2] Technology: Discuss technology and its impact on society. ([2] Digital Literacy, [2]
Telecommunications)

[Rules]
- Perform the following operations as many times as needed:
- Merge relevant topics into a single topic.
- Do nothing and return "None" if no modification is needed.
- When merging, the output format should contain a level indicator, the updated label and
description, followed by the original topics.

[Topic List]
{topic list}

Output the modification or "None" where appropriate. Do not output anything else.
[Your response]

E Topic Assignment Prompt

You will receive a document and a topic list. Assign the document to the most relevant topics.
Then, output the topic labels, assignment reasoning and supporting quotes from the document. DO
NOT make up new topics or quotes.

Here is the topic list:
{TOPIC LIST}

[Instructions]
1. Topic labels must be present in the provided topic hierarchy. You MUST NOT make up new
topics.
2. The quote must be taken from the document. You MUST NOT make up quotes.
3. If the assigned topic is not on the top level, you must also output the path from the
top-level topic to the assigned topic.

[Document]
{SINGLE PARAGRAPH}

[Your response]
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F Survey Questionnaire

Pre-Analysis Survey: This survey had the following questions to study the annotators perception and
prior experiences of using LLMs. The results are discussed in Table 7.

1. Have you used LLM-based tools before?
2. How much do you expect to trust the recommendations made by LLMs?
3. How reliable do you expect the LLMs output to be?
4. How accurate do you expect the LLM recommendations to be?
5. How confusing do you expect the LLM recommendations to be?
6. Do you think you will prefer completing tasks with or without the recommendations of an LLM?
7. What are your initial expectations? Do you think having LLM suggestions will help with the
analysis?
8. What concerns do you have about using LLMs for your tasks?

Question Response Distribution

Have you used LLM-based tools before? Yes: 100%

How much do you expect to trust the recommendations 1 - Not at all: 0%
made by LLMs? 2 - Slightly: 25%

3 - Neutral: 50%
4 - I trust to some extent: 25%
5 - Completely: 0%

How reliable do you expect the LLMs output to be? 1 - Not reliable at all: 0%
2 - Slightly reliable: 25%
3 - Neutral: 50%
4 - Reliable: 25%
5 - Very reliable: 0%

How accurate do you expect the LLM recommendations 1 - Not accurate at all: 0%
to be? 2 - Slightly accurate: 25%

3 - Neutral: 25%
4 - Accurate: 50%
5 - Very accurate: 0%

How confusing do you expect the LLM recommendations 1 - Not confusing at all: 25%
to be? 2 - Slightly confusing: 50%

3 - Moderately confusing: 25%
4 - Confusing: 0%
5 - Very confusing: 0%

Do you think you will prefer completing tasks with or With LLM recommendations: 100%
without the recommendations of an LLM? Without LLM recommendations: 0%

Table 7: Pre-Analysis survey questions and corresponding response distributions for LLM-based tools.
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Post-Analysis Survey: This survey had the following questions to study the annotators experience and
thoughts after completing the stage 2 of the study. The results of the Post-Analysis Survey are discussed
in Table 8.

1. After seeing the LLM recommendations, do you prefer completing tasks with or without it?
2. How much do you trustthe recommendations made by LLMs?
3. How reliable did you find the LLM’s outputs?
4. How confusing did you find the LLM’s recommendations?
5. How useful did you find the LLM in completing your tasks?
6. How accurate were the LLM recommendations compared to your expectations?
7. How would you rate the quality of the LLM’s recommendations?
8. How would you rate your overall experience of analysis with the LLM recommendations?
9. Would you recommend using an LLM for similar tasks to others?
10. How easy was it to integrate the LLM recommendations into your workflow?
11. After seeing the recommendations, what concerns do you still/now have about using LLMs for
your tasks?
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Question Response Distribution

After seeing the LLM recommendations, do you prefer With LLM recommendations: 100%
completing tasks with or without it? Without LLM recommendations: 0%

How much do you trust the recommendations made 1 - Not at all: 0%
by LLMs? 2 - Slightly: 25%

3 - Neutral: 50%
4 - I trust to some extent: 25%
5 - Completely: 0%

How reliable did you find the LLM’s outputs? 1 - Not reliable at all: 0%
2 - Slightly reliable: 0%
3 - Neutral: 75%
4 - Reliable: 25%
5 - Very reliable: 0%

How confusing did you find the LLM’s recommendations? 1 - Not confusing at all: 0%
2 - Slightly confusing: 50%
3 - Moderately confusing: 50%
4 - Confusing: 0%
5 - Very confusing: 0%

How useful did you find the LLM in completing your tasks? 1 - Not useful at all: 0%
2 - Slightly useful: 0%
3 - Neutral: 25%
4 - Useful: 50%
5 - Very useful: 25%

How accurate were the LLM recommendations compared 1 - Not accurate at all: 0%
to your expectations? 2 - Slightly accurate: 0%

3 - Neutral: 25%
4 - Accurate: 50%
5 - Very accurate: 25%

How would you rate the quality of the LLM’s 1 - Very poor: 0%
recommendations? 2 - Poor: 25%

3 - Neutral: 50%
4 - Good: 25%
5 - Excellent: 0%

How would you rate your overall experience of analysis 1 - Very poor: 0%
with the LLM recommendations? 2 - Poor: 0%

3 - Neutral: 25%
4 - Good: 75%
5 - Excellent: 0%

Would you recommend using an LLM for similar tasks Yes: 75%
to others? Maybe: 25%

No: 0%

How easy was it to integrate the LLM recommendations
into your workflow?

Very easy: 100%

Table 8: Post-Analysis survey questions and corresponding response distributions for LLM-based tools.
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G Hyperparameter Tuning

We tested many different temperatures when calling the model through API. We settled on a temperature
of 0.2, as it provides a low degree of randomness, while also producing descriptive topics and definitions
suitable for annotator interaction.

H Label Studio Interface with Mock Annotations

Figure 3: An example of the Label Studio GUI using a mock interview. In order to protect interviewee anonymity,
interviews will not be released.

I Stage 1: Topic Lists

From Stage 1 we compiled two topic lists. They are discussed is Tables 9 and 10.
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Label Name Label Definition

Socio-economic development Emphasis on development outcomes including decreasing income
inequality, improving health systems and access to health, and
higher standards of living. Economic growth.

Innovation and Startups Startups are emphasized as an important stakeholder and innova-
tion emphasized as a key goal.

Multi-stakeholder Collaboration Policies, programs, and dialogues between government, industry,
and civil society groups including academia (triple-helix relation-
ships). Includes public-private partnerships.

International norms & global col-
laboration

Matters related to how the international community and their
norms/regulations might have impacted regulations and policy in
this case. (for ex: GDPR)

Policy Institutions What institution is involved with developing, implementing and
executing policy and regulations. Includes regulatory bodies, think-
tanks. . .

Marginalized Populations Groups of people who experience discrimination and exclusion
due to unequal power relationships across social, political, eco-
nomic, and cultural dimensions.

Policing and Surveillance Elements of policy which use AI and technical tools for the pur-
pose of policing and surveilling citizens. Also elements of concern
over tools being used for policing and the surveillance of citizens.

Gender Issues This includes examining gender inequality, roles, and biases in
various societal contexts.

Human Rights Matters pertaining to the protection or the degradation/non-
protection of HRs. Matters related to how technology and AI
might result in declines in citizen freedom.

Digital Governance The use of digital technologies and practices by governments to
enhance the access and delivery of government services to benefit
citizens, businesses, and other stakeholders. This includes the
implementation of digital tools, platforms, and policies to improve
government operations, engage citizens, and foster transparency.

Education Promotion and regulation of the confluence of AI and the education
sector.

Environment Promotion and regulation of the confluence of AI and the environ-
mental sector.

Transportation Promotion and regulation of the confluence of AI and the trans-
portation sector.

Agriculture Promotion and regulation of the confluence of AI and the agricul-
ture sector.

Academia Promotion and regulation of the confluence of AI and the academia
sector.

Healthcare Promotion and regulation of the confluence of AI and the health-
care sector.

Data Protection Norms and specific policies related to the protection of citizen
data online.

Civil Society Advocacy How involved is civil society in dialoguing with the policy process
and giving their perspective to shape things.

Cybersecurity Concerns and regulations to deal with online fraud and criminal
activity that exploits citizen data and ease of contacting citizens.

Preservation of cultural identities
and languages

Preservation of cultural identity and languages of marginalized
groups.

Table 9: Stage 1 Final Topic List curated by Annotators22051



Label Name Label Definition

Cybersecurity and Data Protec-
tion

The protection of internet-connected systems, including hardware,
software, and data, from cyber threats, and the process of safe-
guarding important information from corruption, compromise,
or loss. This area covers efforts to safeguard data and systems
from unauthorized access, attacks, or damage, and involves the
establishment of policies and regulations that protect personal
and organizational data from unauthorized access, use, disclosure,
disruption, modification, or destruction.

Digital Governance The use of digital technologies and practices by governments to
enhance the access and delivery of government services to benefit
citizens, businesses, and other stakeholders. This includes the
implementation of digital tools, platforms, and policies to improve
government operations, engage citizens, and foster transparency.

Artificial Intelligence (AI) and
Ethics

The study and development of AI technologies that consider eth-
ical principles and values. This involves addressing the moral
implications and societal impacts of AI, including issues of fair-
ness, accountability, transparency, and the protection of human
rights in the design, development, and deployment of AI systems.

Economic Development through
Digitization

The process of leveraging digital technologies to drive economic
growth, innovation, and improved standards of living. This in-
cludes the transformation of traditional economies into digital
economies, where digital information and technologies play a
central role in economic activities, creating new opportunities for
businesses and societies.

Startup Ecosystem Development Focuses on the support and growth of startups through policies,
incubation programs, and partnerships. This includes fostering
innovation, providing resources for startups, and creating an envi-
ronment conducive to entrepreneurial success.

Education Enhancement and In-
novation

Focuses on the integration of technology in education to improve
learning outcomes, access to education, and the development
of digital skills, and encourages the development of a problem-
solving mindset from a young age through initiatives like tinkering
labs in schools. This topic covers the integration of advanced tech-
nologies into education to foster innovation and creativity among
students.

Global Collaboration Highlights the importance of international partnerships and knowl-
edge exchange to drive innovation, address global challenges, and
foster economic growth. This includes collaborations at various
levels, from schools to industries, to leverage technology and
innovation for societal benefit.

Socio-Economic Development Focuses on leveraging innovation and technology to address socio-
economic challenges, including poverty, education, healthcare,
and infrastructure. This involves creating opportunities for job
creation, economic growth, and improving the quality of life in
underserved communities.

Table 10: Stage 1 Topic List generated by the LLM

22052



Label Name Label Definition

Digital Transformation and In-
frastructure

Emphasizes the role of digital technologies in transforming so-
cieties and economies. This includes the development of digital
infrastructure to support innovation, such as mobile technology,
internet access, and digital payment systems, to ensure inclusivity
and accessibility for all.

Sustainable Development and
SDGs Alignment

Encourages innovations that align with the Sustainable Develop-
ment Goals (SDGs) to ensure that technological advancements
contribute positively to environmental sustainability, social eq-
uity, and economic viability. This includes fostering a culture of
innovation that considers the impact on the planet and society.

Marginalized Populations Groups of people who experience discrimination and exclusion
due to unequal power relationships across social, political, eco-
nomic, and cultural dimensions.

Language and Linguistics The study and analysis of the structure, development, and usage
of languages, including their sociopolitical and cultural impacts.

Gender Studies An interdisciplinary field exploring gender identity, expression,
and gendered representation as central categories of analysis; this
includes examining gender inequality, roles, and biases in various
societal contexts.

Education and Literacy The exploration of teaching and learning processes, literacy de-
velopment, and educational systems. This includes access to
education, pedagogical strategies, and the role of language and
technology in education.

Cultural Identity and Preserva-
tion

The study of how cultures and communities maintain, preserve,
and transform their identities, practices, and languages in the
face of globalization, technological change, and sociopolitical
pressures.

Technology Governance Involves the policies, frameworks, and standards that guide the
development, deployment, and management of technology within
societies. It aims to ensure that technology serves the public good,
addresses ethical considerations, and mitigates potential harms.

Agriculture and Food Security Focuses on the application of technology and innovative practices
to improve agricultural productivity, food security, and sustainabil-
ity. This includes advancements in crop management, pest control,
and the use of AI and drones for agricultural improvement.

Public-Private Partnerships Highlights the collaboration between the public sector, private
industry, and civil society to foster innovation, address societal
challenges, and drive economic growth through technology.

Data Governance and Privacy Addresses the management, sharing, and protection of data in
the digital age. This includes the development of policies and
frameworks to ensure data privacy, security, and ethical use of
data.

Health Innovation Encompasses the development and application of new technologies
and approaches to improve health outcomes. This includes the
use of AI for early disease detection, digital health advisories, and
innovations in healthcare delivery.

Table 10: Stage 1 Topic List generated by the LLM
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Label Name Label Definition

Urban Transformation Involves the use of technology to address urban challenges and
improve city living. This includes smart city initiatives, urban
planning technologies, and solutions for sustainable urban devel-
opment.

Circular Economy and Sustain-
ability

Concentrates on the development of systems and technologies that
promote resource efficiency, waste reduction, and the sustainable
management of natural resources. This includes initiatives in
plastic recycling and the promotion of circular economic models.

Table 10: Stage 1 Topic List generated by the LLM
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