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Abstract

Computational Meme Understanding, which
concerns the automated comprehension of
memes, has garnered interest over the last four
years and is facing both substantial opportuni-
ties and challenges. We survey this emerging
area of research by first introducing a compre-
hensive taxonomy for memes along three di-
mensions – forms, functions, and topics. Next,
we present three key tasks in Computational
Meme Understanding, namely, classification,
interpretation, and explanation, and conduct
a comprehensive review of existing datasets
and models, discussing their limitations. Fi-
nally, we highlight the key challenges and rec-
ommend avenues for future work.1

1 Introduction

In the current age, memes — user-created combi-
nations of pictures and images overlaid with text —
are widespread due to their nature of being amusing
and relatively quick to consume compared to text.
Memes have become a novel and prevalent means
of online communication (Joshi et al., 2024).

Memes can be malicious, such as those that are
hateful, harmful, or politically manipulative. For
example, during the last two US presidential elec-
tions, a large amount of coordinated media content,
especially memes, was used to affect public opin-
ion and influence the election results.2 However,
given the vastness of the internet, it is impossible
to have human workers inspect every single meme
on the social network platforms (Kiela et al., 2020).
Having an automated system to detect malignity in
memes hence can be of great help.

At the same time, as memes are often used to ex-
press thoughts and personal opinions, we could use

1For illustration purposes, this paper includes some graph-
ics that might be offensive to certain readers.

2https://www.newyorker.com/news/annals-of-com
munications/the-meme-ification-of-american-polit
ics

meme understanding technologies to help improve
human communication. For example, teachers may
understand their students’ thoughts better via the
memes the students composed, thus possibly help-
ing to narrow the generation gap between them.
A student who just started their study in a foreign
country could adapt to the new culture better if they
can understand the jokes made by their friends via
the memes they composed.

Such societal motivations have spurred an inter-
est in Computational Meme Understanding (hence-
forth, CMU), which is an umbrella term we in-
troduce to refer to a collection of tasks involving
the automated comprehension of memes. CMU
presents several key challenges to researchers.
First, CMU systems need to seamlessly recognize
and combine textual and visual elements from the
meme itself. Second, generating a full textual de-
scription of the message conveyed in a meme, a
key task in CMU, requires both breadth and depth
of knowledge about recent news, internet subcul-
tures, meme cultures, and the world. Finally, CMU
systems often need to read between the lines, such
as decoding figurative language, to successfully
understand a meme.

Our goal in this paper is to present a timely and
comprehensive review of work on CMU. To our
knowledge, there have been no comprehensive sur-
veys in this area of research. Related surveys are
mostly tangentially related to memes, including
those on computational propaganda (Martino et al.,
2020; Ng and Li, 2023), multimodal disinforma-
tion and fact-checking (Alam et al., 2022; Akhtar
et al., 2023), hate speech (Schmidt and Wiegand,
2017), and humor generation (Amin and Burghardt,
2020). The closest review for memes is by Sharma
et al. (2022a), which was written two years ago
and concerns only harmful memes and the associ-
ated classification tasks. Our review has a broader
scope, covering many more types of memes and
more technical tasks.
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Figure 1: Taxonomy of forms for memes, adapted from
Milner (2012).

2 A Taxonomy for Memes

Recognizing the types of memes in a dataset, as
well as the distribution of such types in the wild,
is important in directing research efforts to align
with real-world needs. For example, if a type of
memes is popular on the Web, but is not collected,
trained, and evaluated on, models may suffer from
out-of-distribution problems in production settings.

Before discussing the distribution of meme types,
we need a unified language in which a meme can
be classified. Currently, meme taxonomies in NLP
are narrowly defined within a subset of memes
such as the harmful ones (Sharma et al., 2022a;
Banko et al., 2020; Arora et al., 2023; Pramanick
et al., 2021a). Therefore, we borrow from the so-
cial sciences a taxonomy of memes along three
dimensions: forms, functions, and topics.

2.1 Forms

Memes have many forms, each of which has dis-
tinct ways of creating meaning. Milner (2012), a
communication researcher, has developed a widely-
cited taxonomy of forms for memes, which is il-
lustrated in Figure 1. In this system, the set of all
possible memes can be broadly divided into two
groups: Remixed Images and Stable Images.

Remixed Images are memes created via image
manipulation. A remixed image contains a single
or multiple sub-images, each of which can be ma-
nipulated in various ways. Milner (2012) observed
that the most popular type of manipulation was
Macros, which comprises a base template, a line
of text at the top (premise) and another at the bot-
tom (punchline). Another type of manipulation is
to add parts of other images to the base image or
graphically edit the base image itself — Milner

referred to those as Shops, which stands for "Photo-
shop". Other forms of manipulation are Annotated
Stills, Demotivationals, Quotes, and Text. Finally,
multiple remixed images can be stacked together
to make a more complex meme.

On the other hand, Stable Images are images
used as memes without editing. For example,
Screenshots – e.g., of conversations on social me-
dia – can be used as memes. Photos, including
photos of memes in real life (Memes IRL), as well
as Drawings and Graphs are the other categories
of Stable Image memes.

2.2 Functions
As a means of media and communication, memes
are highly functional. Contemporary literature
widely considers the default function of memes
to be making a joke about something or someone
(Milner, 2012; Grundlingh, 2018). On top of that, a
meme often does something else, such as persuad-
ing, mocking, or praising. Grundlingh (2018), a
linguist, adapted the speech act theory of languages,
which concerns what utterances do, to memes, and
gave a taxonomy based on their illocutionary acts
(Appendix A). For example, stating, predicting,
stereotyping, and disputing are some of the illocu-
tionary acts in the taxonomy.

As shown later in Sections 3 and 4, detecting
"what the meme does" is of special relevance to
CMU work concerning harmful intents. Conse-
quently, existing work in harmful memes has devel-
oped multiple fine-grained functional taxonomies
for this subset (Sharma et al., 2022a; Banko et al.,
2020; Arora et al., 2023; Pramanick et al., 2021a).

2.3 Topics
Memes can also be organized by topics, i.e., the se-
mantic themes they are concerned with. Each topic
requires a unique set of background knowledge or
unique reasoning ability (such as in math or linguis-
tic jokes). Therefore, the topics of the memes may
dictate the choice of models to understand them.

There is virtually no fixed set of topical taxon-
omy for memes, as the internet discusses infinitely
many topics. While some topics have existed over
the years, such as misogyny (Fersini et al., 2022)
and antisemitism (Chandra et al., 2021a), others
are time-sensitive, based on events happening in
real life. For example, recent emerging topics for
memes are the US presidential election (Suryawan-
shi et al., 2020a), COVID-19 (Dimitrov et al., 2021;
Pramanick et al., 2021a,b), and the Russia-Ukraine
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crisis (Thapa et al., 2024). Such topics require
models to be grounded in the latest world news.

3 Tasks

Existing CMU tasks can be broadly divided into
three categories, as discussed below.

3.1 Classification

The vast majority of work on CMU has focused
on labeling memes with predefined categories3.
The focus has been on detecting malicious memes,
such as those that are offensive (Suryawanshi et al.,
2020a), trolling (Suryawanshi et al., 2020b), hate-
ful (Kiela et al., 2020), antisemistic (Chandra et al.,
2021a), harmful (Pramanick et al., 2021a,b), and
misogynous (Fersini et al., 2022). These can be
seen as binary classification tasks.

Besides, there are tasks that concern predicting
other aspects of memes, such as detecting the per-
suasion techniques used (Dimitrov et al., 2021),
the targets (e.g., religion, race, sex, nationality, or
disability) (Mathias et al., 2021; Pramanick et al.,
2021a,b), the emotion type (e.g., sarcastic, hu-
morous, motivation, or offensive) (Sharma et al.,
2020), the types of figurative language (e.g., al-
lusion, irony/sarcasm, contrast, etc.) (Liu et al.,
2022), the roles of people in memes (e.g., hero, vil-
lain, or victim) (Sharma et al., 2022b), and meme
genres (Dubey et al., 2018; Zannettou et al., 2018;
Theisen et al., 2020, 2023)4. These are multi-class
classification problems.

Systems tackling these classification tasks are
typically evaluated via accuracy, F1-macro score
(i.e., the average F1-score over all classes), and
Area Under the ROC Curve (ROC AUC).

3.2 Interpretation

The second category of work involves the relatively
new task of meme interpretation. This task aims to
generate text that captures the final meaning of a
meme, which we call the final message.

To our knowledge, meme interpretation has only
been tackled by Hwang and Shwartz (2023), who
refer to the meme interpretation task as meme cap-
tioning and released the MemeCap dataset. An
example from MemeCap is shown in Figure 2a.
This meme was annotated with the caption "Meme

3There is related work on identifying memes from non-
meme images (e.g., Beskow et al. (2020)), which is out of the
scope of CMU and is therefore not covered in this paper.

4For meme genres, the classes are usually not known in
advance.

(a)

(b)

(c)
(d)

Figure 2: Example memes from (a,b) MemeCap
(Hwang and Shwartz, 2023), (c) SemEval-2021-T6
(Dimitrov et al., 2021), and (d) ExHVV (Sharma et al.,
2023)

poster is conveying that women wonder why men
don’t understand their signals when they are overly
complicated".

As a text generation task, meme interpretation
can be evaluated either manually (i.e., via human
evaluation) or automatically using n-gram-based
metrics such as BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004), and METEOR (Banerjee and
Lavie, 2005), or semantics-based metrics such as
BERTScore (Zhang et al., 2020).

3.3 Explanation

Like the second category, the third category of work
also involves generating text, but the focus here
is on generating a textual explanation of a label
assigned to the meme, as described below.

Given a harmful meme, an entity in the meme,
and a role played by the entity, Sharma (2023)
defined the task of generating an explanation of
why the entity plays the given role in the meme,
where the role can be one of "hero", "villain", and
"victim". For the meme in Figure 2d, given the
entity "the Democratic Party" and the role "victim",
the explanation would be "The Democratic Party
is portrayed as a victim of false allegations".
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Hee et al. (2023), on the other hand, addressed
the task of explaining the reason for hateful
memes.5 Given a hateful meme and a general target
(e.g., "race"), the goal is to (1) identify the specific
target group within the general target (e.g., "Jews",
"blacks") towards which the hate is directed; and
then (2) describe how the meme poster expressed
their hateful feeling towards this specific target
group. More specifically, this task involves generat-
ing a reason, which must follow the pattern: "<ac-
tion> <target> <predicate>", where <action> is
either "use of derogatory term against" or a single
verb, <target> is the attacked social target, and
<predicate> is the hateful implication.

Note that these explanation tasks are different
from the meme interpretation task. The explana-
tion tasks can be viewed as constrained generation
tasks: in Sharma et al.’s task, both the target and
the role are given, whereas in Hee et al.’s task, the
general target is given. In contrast, such constraints
are not present in the meme interpretation task. As
an example, consider the meme in Figure 2d again.
The final message that we would have produced
for this meme (as the output of meme interpre-
tation) is "The meme poster makes fun of Trump
for the change in his recognition of the severity
of the Coronavirus", which is very different from
the explanation being generated when the target is
constrained to be "the Democratic Party".

3.4 Challenges to Meme Understanding

To better understand the difficulty of CMU, below
we discuss the unique challenges posed by the task
at a high level.
Meme-specific Knowledge On top of the chal-
lenges in retrieving knowledge about the physical
and cultural world as with any commonsense rea-
soning task, memes further require a broad under-
standing of the meme culture. According to Milner
(2012), meme comprehension requires subcultural
literacy – the "insider’s knowledge" maintained by
various internet subcommunities. To enable meme
understanding, it is important for computer systems
to automatically access this knowledge.

A typical type of internet-culture literacy re-
quired is the ability to make use of the form of
a meme to infer its meaning. In the Macros type
(Section 2.1), the audience is assumed to know how

5While being harmful means "having the potential to cause
harm to individual, groups, or society", being hateful is a
specific type of harm that attacks a group by their characteristic
(e.g., race, religion, gender).

the base template works with the filled text to cre-
ate the final meaning. Meanwhile, Stack Images
comprise multiple images in a meme. Those im-
ages can follow a chronological order (Figure 2d),
respond to each other (Figure 2c), or form a prede-
fined template (Figure 2b). One must understand
the meaning of these forms to combine separate
elements in a meme and infer the final meaning.

Temporal Context A meme is implicitly as-
sumed (by its author) to be read in the context
of the date on it was posted. Hence, to correctly
understand a meme, a system must have the cor-
rect context as the internet audience at that time.
Consider the meme in Figure 2c illustrating Trump
saying "Still your president". Given that Trump
was not re-elected as the US president in the 2020
presidential election, if we start with the wrong
knowledge that the meme was posted in 2024, the
meme would suggest that Trump is still the presi-
dent today, which is contradictory to current knowl-
edge. Only when knowing the temporal context
that the meme was posted around 2020 could one
infer the correct meaning of the meme, which is
"Trump is still America’s president (in 2020)".

This temporal-contextual property of memes
warrants a sense of time when models retrieve their
knowledge. If the system is trained with data after
the post date of the meme, it has to "think in the
past", i.e., not using the information after the post
date. A harder case is when a system was trained
only on data before the post date of the meme, such
as a model that monitors hate speech in social net-
works in real time. This system needs to acquire
knowledge as up-to-date as current internet users.
If the system cannot catch up quickly enough, bad
consequences may already happen — for Figure 2c,
it means that hatred has already been spurred on
the internet and reputations damaged. Therefore,
as memes are imitated and circulated quickly and
out-of-context on the internet, the challenge lies in
maintaining post dates, staying up-to-date, as well
as thinking in the past.

Subjectivity in Interpretation For the meme in-
terpretation task, annotators are not asked to write
down the message that the meme author tries to
convey, since in reality there is no way to verify
the author’s intent. Rather, they are asked to write
down the message that they believe the author tries
to convey. Hence, annotating memes with mes-
sages for the meme interpretation task is inherently
subjective since readers with different backgrounds
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may understand a meme differently. For example,
a meme can be offensive to one reader, but may not
be so to another. As a consequence, it is possible
for a meme to have more than one interpretation,
as admitted in Sharma et al. (2023).

The inherent subjectivity, however, does not im-
ply that all messages that annotators come up with
should be accepted as gold-standard messages. In
particular, there is still a notion of correctness that
can be defined. For instance, an annotator may have
misrecognized or simply ignored some crucial vi-
sual cues in the input or made some unwarranted
assumptions in their reasoning process, resulting in
erroneous messages. A challenge, then, involves
designing an annotation mechanism that can facili-
tate the identification of such messages.

Furthermore, since multiple messages may be
considered correct for a given meme, a meme in-
terpretation model can output all plausible inter-
pretations. Realistically, however, we believe what
matters the most is whether the model can output
the most popular messages (i.e., the messages that
most people perceive to be what the author tries to
convey). Hence, the challenge is now to acquire a
model with this notion of popularity.

Interpretable Models for Meme Interpretation
The users of a meme interpretation model are sup-
posed to be the general public on social media
platforms. They have the right to question the cor-
rectness of the output, such as when the model flags
a meme to be harmful and should be removed. How
can we increase a user’s confidence in the model’s
output in such cases?

One plausible solution is interpretability. If the
model can explain the message(s) it outputs for
a meme, a user can inspect the explanation and
determine whether the message(s) can be trusted.
While short, often one-sentence, explanations are
expected in many interpretability tasks (Sharma
et al., 2023; Hee et al., 2023; Lin et al., 2024),
a convincing explanation for meme interpretation
may need to be more detailed. Ideally, it should
mimic the human reasoning process, which can be
seen as a multi-step derivation process that com-
bines the textual and visual cues with the relevant
hidden information (background knowledge and
beliefs) to arrive at the final message. Consider-
ing that explaining the output of neural models is
still an open problem even for generating short ex-
planations (Räuker et al., 2023), designing models
that can output explanations as detailed as a human

reasoning process is conceivably very challenging.

4 Datasets

In this section, we present existing CMU datasets.

4.1 Overview
Table 1 categorizes 24 commonly-used datasets by
the type of tasks for which they were created (as
defined in Section 3).
Classification Nearly all datasets were designed
for classification tasks (21/24). Among those, 16
are about detecting or classifying malicious memes
(see the first group of rows in Table 1). The vari-
ations of malignity are hate, harm, offensiveness,
trolling, abuse, antisemitism, misogyny, and aggres-
sion. In addition, five classification datasets (the
second group of rows in Table 1) contain labels for
aspects of memes that are orthogonal to harmful
attacks, including sentiments, emotions, types of
figurative language, semantic roles of entities, and
persuasion techniques.
Interpretation So far, MemeCap (Hwang and
Shwartz, 2023) is the only dataset created for meme
interpretation. To construct MemeCap, the authors
first scraped the images from Reddit and made
sure that they were non-offensive, non-sexual, and
that the text and the image complement each other.
Then, for each meme, they manually annotated
the meme captions, the literal captions (i.e., the
caption of the image excluding the text) and the
visual metaphors (i.e., the associations between the
entities in the meme and its actual target).
Explanation HatReD and ExHVV, the two datasets
that contain ground-truth labels for explanations,
were both created by adding a new layer of an-
notation for explanations on existing datasets that
already have categorical labels. For HatReD, the
possible labels are "hateful" and "non-hateful". For
ExHVV, the labels are roles (i.e., "hero", "villain",
or "victim"). Multiple explanations per label were
allowed.

4.2 Discussion
We discuss the issues with existing datasets.

4.2.1 Forms Overlooked
According to our taxonomy for memes, current
datasets have not covered all the possible meme
types.

Regarding forms, there are some studies where
only one form of memes is considered. For exam-
ple, in the creation of the HatefulMemes dataset
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Dataset and/or Publication Task Objective # Memes Lang. Method License

HatefulMemes (Kiela et al., 2020) 2C Hate 10,000 E Synthesis Custom
MUTE (Hossain et al., 2022b) 2C Hate 4,158 E+Be Scrape MIT
MMHS150K (Gomez et al., 2019) 2C Hate 150,000 E Scrape Custom
Sabat et al. (2019) 2C Hate 5,020 E Scrape CC0
CrisisHateMM (Thapa et al., 2024) NC Hate & Target 4,486 E Scrape MIT
WOAH-5 (Mathias et al., 2021) NC Hate Type & Target 10,000 E Inherit Apache-2.0
HarMeme (Pramanick et al., 2021a) 2C, NC Harm & Target 3,544 E Scrape BSD
HARM-C&P (Pramanick et al., 2021b) 2C, NC Harm & Target 7,096 E Inherit MIT
Giri et al. (2021) NC Offensiveness 6,992 E Scrape Unavailable
Shang et al. (2021b) 2C Offensiveness 3,059 E Scrape Unavailable
MultiOFF (Suryawanshi et al., 2020a) 2C Offensiveness 743 E Scrape None
TamilMemes (Suryawanshi et al., 2020b) 2C Trolling 2,969 T Scrape GNU-3.0
BanglaAbuse (Das and Mukherjee, 2023) 2C Abuse 4,043 Be Scrape MIT
Jewtocracy (Chandra et al., 2021a) 2C, NC Antisemitism 6,611 E Scrape Unavailable
MAMI (Fersini et al., 2022) 2C, NC Misogyny 11,000 E Scrape Apache-2.0
MIMOSA (Ahsan et al., 2024) NC Agression Target 4,848 Be Scrape MIT

Memotion (Sharma et al., 2020) NC Emotion 10,000 E Scrape MIT
FigMemes (Liu et al., 2022) NC Figurative Lang. 5,141 E Scrape None
HVVMemes (Sharma et al., 2022b) NC Role of Entities 7,000 E Inherit None
MemoSen (Hossain et al., 2022a) NC Sentiment 4,417 Be Scrape Custom
SemEval-2021-T6 (Dimitrov et al., 2021) NC Persuasion Tech. 950 E Scrape None

HatReD (Hee et al., 2023) E Hate 3,304 E Inherit Custom
ExHVV (Sharma et al., 2023) E Role of Entities 4,680 E Inherit CC0-1.0
MemeCap (Hwang and Shwartz, 2023) I Meme Captioning 6,387 E Scrape GPL-3.0

Table 1: Existing Datasets on Computational Meme Understanding. Abbreviations: for Task – Binary classifica-
tion (2C), Multi-class classification (NC), Explanation (E), and Interpretation (I); for Method – “Inherit" means the
memes were from another dataset.; for Lang. (Languages): English (E), Bengali (Be), T (Tamil).

and the meme analysis study of Zhou et al. (2023),
only the Macros form is considered. According
to Kirk et al. (2021), because memes from the
HatefulMemes dataset do not cover other types
of memes such as Screenshots (of conversations)
or plain text, models that are trained on it suffer
when dealing with memes "in the wild". Therefore,
knowing that Macros are only one of many forms,
it is worth noting that the scope of such studies
is limited. For other datasets where memes were
scraped, we are not aware of any deliberate con-
trol of the forms of memes. Therefore, it remains
unclear if the datasets cover all the types of memes.

For the other two dimensions of our taxonomy,
existing dataset authors have monitored them rather
satisfactorily. Topical distribution was either au-
tomatically kept track of via the search keywords
or calculated via manual inspection on a sample
(Hwang and Shwartz, 2023). The functions of the
memes, on the other hand, are actual labels of the
task, which are kept track of by default.

4.2.2 Annotation Quality

Classification datasets: Inter-annotator agree-
ment is not always reported We examined
five datasets that were organized as shared tasks,
namely SemEval-2021-T6, Memotion, WOAH-5,

MAMI, and HatefulMemes. The first two did not
report the inter-annotator agreement, and while the
remaining three did, MAMI only has a Kappa score
of 0.33, which implies "fair" agreement (Viera and
Garrett, 2005). Given the subjectivity inherent in
meme understanding, it is important to report agree-
ment measures to gauge data quality and form a
realistic expectation for model performances.

Interpretation dataset: No review of annotations
In MemeCap, all annotations were produced by Me-
chanical Turkers from geographically diverse back-
grounds, which is good in eliciting multiple opin-
ions when collecting captions. The procedure has
started to address the challenge of multiple mes-
sages (Section 3.4) via collecting multiple anno-
tations per instance. However, it appears that no
review of the annotations was conducted. This
raises questions about the quality of the data.

To control annotation quality, the authors of
HatReD and ExHVV (Hee et al., 2023; Sharma et al.,
2023) organized multiple rounds of training for the
annotators. The manually annotated explanations
were scored by multiple human judges on multi-
ple aspects. This approach of quality control is
also known as COLLECT-AND-JUDGE (Wiegr-
effe and Marasovic, 2021), which is a good prac-
tice. HatReD even went one step further and re-
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ported the "inter-judge" agreement of the judges,
which helped increase the reliability of the scoring
process. However, COLLECT-AND-JUDGE still
risks having the judges biased toward giving higher
scores. If the bias is shared between judges, the
reported quality can still be artificially high.

4.2.3 Temporal Context
Section 3.4 posed the challenge of recognizing the
temporal context of a meme. One can start tackling
this challenge by collecting the posted timestamps
of memes. However, none of the datasets we found
recorded this information. Some datasets specify
the date range during which the memes were col-
lected, which is a good first step.

5 Models
In this section, we present an overview of the mod-
els that have been built for the three CMU tasks.

5.1 Classification Models
Approaches The majority of meme classification
systems follow a consistent recipe. Given a meme,
a system first extracts important features such as
the filled text and the properties of the entities in
the image (e.g., races and genders) using off-the-
shelf models or API services such as Google Cloud
Vision API, Easy-OCR6, and FairFace (Kärkkäinen
and Joo, 2019). Next, one may encode the visual
and textual information of the meme into an embed-
ding space using one of the vision encoders, such
as ResNet (He et al., 2015), VilBERT (Lu et al.,
2019), ViT (Dosovitskiy et al., 2021), CLIP (Rad-
ford et al., 2021), and Perceptual Hashing (Monga
and Evans, 2006), SURF (Bay et al., 2008), and one
of the language encoders, such as BERT (Devlin
et al., 2019), RoBERTa (Liu et al., 2019), T5 (Raf-
fel et al., 2023), and Llama 2 (Touvron et al., 2023).
The two modalities will then be aligned using con-
catenation or techniques like Cross-Attention (Lin
et al., 2021). Finally, the vector representation of
all aspects of the meme will be fed into a classifica-
tion head such as a Feedforward Neural Network
to generate the label.

Alternatively, one may reduce the multimodal
problem into a text classification task by first gen-
erating a textual description of the image, then take
the image description, the OCR text, and other fea-
tures as the model inputs (Cao et al., 2023, 2022).

Recently, many newly-released vision-language
models (VLMs), which are built by fusing a lan-

6https://github.com/JaidedAI/EasyOCR

guage model and a vision encoder, have shown
strong performances in meme classification after
fine-tuning. While many of these models are pro-
prietary, such as Flamingo (Alayrac et al., 2022),
PaLI (Chen et al., 2023), and GPT4 (OpenAI et al.,
2024), there are also open-sourced versions such
as Llava (Liu et al., 2023) and OpenFlamingo
(Awadalla et al., 2023).
Performances There is a spectrum of model per-
formance across benchmarks. Some models have
achieved accuracy levels above 90%, such as PaLI-
X-VPD (Hu et al., 2024) on HatefulMemes (binary
classification) and a combination of CLIP (Radford
et al., 2021), LASER (Artetxe and Schwenk, 2019),
and LaBSE (Feng et al., 2022) on WOAH5 (5 and
7 classes). However, some benchmarks are par-
ticularly challenging, such as SemEval-2021-T6,
where the best model only achieved an F1 score
of 0.58 over 22 classes. These results show that
models still have a lot of room for improvement in
tasks that are as complex as SemEval-2021-T6.7

An overview of the state-of-the-art models for
meme classification tasks and their performances
can be found in Table 2 (Appendix B).

5.2 Explanation Models

Approaches Models for meme explanation ex-
tend those for classification by replacing the clas-
sification head by a language decoder to generate
text (Hee et al., 2023). LUMEN, the system pro-
posed with ExHVV, was built via joint learning for
classification and explanation tasks.
Performances The explanation models mostly
score low in human evaluation. Unfortunately, LU-
MEN’s authors did not report human evaluation re-
sults. Therefore, we do not have qualitative insights
into the challenges faced by this system. Mean-
while, for HatReD, the best systems were shown
to score under 70% w.r.t. correctness. In their hu-
man evaluation, Hee et al. (2023) showed that the
model’s performance was hurt by unreliable vi-
sual information extractors. Furthermore, halluci-
nations emerge in the model’s results. The authors
recommend that future efforts be expended on "us-
ing retrieval augmentation to incorporate explicit
knowledge", which suggests that their system is
also struggling with leveraging meme-specific and
topic-specific knowledge.

Details on the performances of the state-of-the-
art meme explanation and interpretation models

7Common errors are discussed in Appendix C.
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can be found in Table 3 (Appendix D).

5.3 Interpretation Models

For MemeCap, the only interpretation dataset re-
leased so far, the authors experimented with the
open-source versions of the state-of-the-art vision-
language models. Results paint a similar picture as
in the explanation task, where models still struggle
to infer the correct meaning of the memes. Hwang
and Shwartz (2023) showed that the models’ errors
usually arose from (1) the failure to attend to impor-
tant visual elements and (2) the lack of sufficient
background knowledge.

6 Ethical Considerations
Memes are an effective means of communication.
Therefore, any technology that harnesses the power
of memes also carries the risk of being misused and
other negative side effects to humans. This section
highlights two major ethical considerations related
to the development of CMU technologies.

Should we expose annotators to sexual and hate-
ful content? The main motivation for annotating
memes so far has been to automatically process
malicious contents such as manipulation, includ-
ing hateful memes (Kiela et al., 2020) and harmful
memes (Pramanick et al., 2021a). However, ex-
posing annotators to such content may negatively
affect their mental health. As such, researchers
working on meme annotation should impose age
restrictions on annotators and have appropriate pre-
annotation screening to ensure the candidate an-
notators understand the potential harm of the data
before joining the annotation team.

In a crowdsourcing setting, however, some peo-
ple may choose to become annotators because the
cost of forfeiting the opportunity is too high, thus
accepting the risks to their mental health. There-
fore, if the data is harmful, one should hire annota-
tors instead of perform crowdsourcing so that they
can monitor the mental health of the participants.

Should we create datasets and models on harm-
ful memes? Recall that one of our goals is to
help identify hateful memes or display warning
messages. However, there is a risk that the datasets
and models will be misused to generate hateful
messages or bypass hate detection models (i.e., ad-
versarial attacks). Therefore, the public release
of such data and models should be handled with
care, ideally after proper consultation from social
science researchers. For datasets, one may adopt

the licensing approach similar to that employed by
the authors of the Hateful Memes dataset (Kiela
et al., 2020). For models, red teaming (Ganguli
et al., 2022) should be conducted rigorously before
deploying them to the real world.

7 Concluding Remarks
We conclude this survey by enumerating promising
avenues for future research in CMU.

Richer Annotations for More Robust Models
For CMU models, particularly those that concern
meme interpretation, to be robustly deployed, they
should be more powerful than they currently are.
Not only should they be interpretable, but they
should be equipped with the ability to rank plausi-
ble messages based on their popularity. In particu-
lar, for the task of meme interpretation, building in-
terpretable models involves mimicking the human
reasoning process, which is extremely challenging.

Given the complexity of these learning tasks, one
could consider employing supervised approaches,
at least in the initial stage of the learning process.
To facilitate such approaches, researchers should
study how to best represent such reasoning pro-
cesses (from the perspective of annotation) and
start collecting training data for this new task.

Improving Annotation Procedures with VLMs
In meme explanation, Lin et al. (2024) showed
that VLMs are good and even surpassed humans in
certain metrics. Therefore, there is a clear potential
to reduce human annotation effort for CMU tasks
by exploiting VLMs in the process. For example,
we can have a VLM produce an initial draft before
asking human annotators to review it to ensure that
it free of hallucinations. However, editing text may
be more time-consuming than writing text from
scratch. Therefore, further investigations on the
benefits and drawbacks of incorporating VLMs are
warranted.

Next Level of Visual Reasoning Current models
often miss the deciding visual elements that are
important to the meaning of a meme (Hwang and
Shwartz, 2023). For example, failing to recognize
the crucial demographic information of a person
in a given meme makes it difficult for models to
follow the correct line of reasoning (Hee et al.,
2023). Here, the reason for missing details was
that the systems relied on a task-agnostic image
captioner that was used to translate everything on
the image to text. When the image caption misses
an important detail, the whole pipeline fails.
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How can we teach models to attend to the "right"
details? A meme usually has many semiotic re-
sources (Grundlingh, 2018), but not all are impor-
tant in conveying the message(s). Humans usually
talk about interpretations by pointing to the visual
elements and explaining them in words. Hence,
demonstrations of what visual elements to attend
are likely to be helpful for models. To that end, we
encourage the construction of datasets to contain a
textual explanation of the human’s reasoning pro-
cess in understanding a meme, in which the visual
details for meme understanding are mentioned ex-
plicitly. The resulting data source will be useful for
training models in directing visual attention.

Active Knowledge Acquisition For real-world
deployment, models need to acquire knowledge in
the wild because the context in which a meme is
created and shared can change quickly. At least
two types of knowledge are crucial for CMU.

Meme cultures: The knowledge here refers to the
understanding of what the meme templates mean.
This knowledge can perhaps be accessed by lever-
aging the internet databases of memes. For exam-
ple, Know Your Meme8 is "the world’s largest inter-
net culture authority", where one can access docu-
mentation about memes and other internet phenom-
ena. Hence, a model trained on this database can
acquire knowledge about meme cultures. Model
developers may periodically pull data from this
database to update a model’s knowledge.

Topic-specific background knowledge: For in-
stance, in mocking memes, rather than being ex-
plicitly mentioned, the mocked target may be im-
plied from some characteristics mentioned in the
meme. Here the implicit knowledge is the associ-
ation between such characteristics and the target.
How to acquire such kind of knowledge remains an
open question. One possibility would be to exam-
ine how Retrieval Augmentation (Gao et al., 2024)
can be leveraged in this multimodal setting.

Connection to Pragmatics Memes are hard to
understand largely because they require contextual
information. Pragmatics, including the processing
of presuppositions and deixis, as well as social-
context grounding can provide insights into identi-
fying high-level features to improve performance
on CMU tasks. For example, consider the meme
in Figure 2c and how pragmatics can help improve
models’ performance. The text "Still your presi-
dent" has the presupposition that Trump was pre-

8https://knowyourmeme.com/

viously the US president, which should be verified
as background knowledge. Additionally, the image
of Obama and Clinton using binoculars to watch
Trump presupposes that Obama and Clinton, who
represent the Democratic party, are stalking Trump.
This starts to reveal the opinion of the meme. Fur-
thermore, the deixis "your" in the text, when be-
ing resolved as being used by Trump to reference
Obama and Clinton, can help highlight the tension
between the two parties. Finally, by grounding
the social context when the meme was happening,
which includes the fact that the Democrats are try-
ing to vote Trump out of office, one can be more
confident that the meme is indeed "praising Trump
and mocking the opposite party". Hence, by recog-
nizing presuppositions, deixes, and social context,
one can make them available as input to CMU sys-
tems, which has the potential to improve model
performance.

Towards Processing Animated and Video
Memes Memes do not only exist in static images.
GIFs and short videos are even more widespread.
For instance, GIPHY, the world’s biggest GIF site,
saw more than one billion searches for GIFs ev-
ery day.9 Meanwhile, Youtube Shorts, one of
the leading short-video platforms, saw 50 billion
daily views recently.10 Automatically understand-
ing memetic contents in these formats can unlock
a huge source of information for the study of on-
line communications. However, GIFs and short
videos present notable challenges as they are techni-
cally composed of many frames of images, exhibit-
ing complex relationships between video frames.
Therefore, it would be fruitful to approach CMU
for GIFs and short videos.

Meme Generation Meme generation is an im-
portant next step beyond meme understanding, for
at least three reasons. First, meme generation could
be used to measure a model’s understanding of how
memes work (via the generated memes). Second,
meme generation, like humor generation, has huge
applications in humanizing computer interfaces by
making them more humorous, friendly and trust-
worthy (Hempelmann, 2008). Finally, technologies
for automatically generating captivating online con-
tent could have a big impact on digital marketing
and other fields related to online communications.

9https://www.ads.giphy.com/
10https://techcrunch.com/2023/02/03/google-say

s-youtube-shorts-has-crossed-50-billion-daily-v
iews/
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Limitations

Owing to space limitations, we have only been
able to provide a high-level overview of the mod-
els used for the various CMU tasks. In particular,
since the survey does not go into the details of indi-
vidual models, we did not highlight the strengths
and weaknesses of each model. Rather, we discuss
the strengths and weaknesses of existing models
in a collective fashion and refer the reader to the
original papers if they are interested.
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A Illocutionary Acts of Memes

In pragmatics (the study of how language means
differently in different contexts), the speech acts
theory identifies three main types of action that a
spoken utterance can do: locution (the production
of sounds and words), illocution (performing one
of the functions of language), and perlocution (the
effects resulted from saying something). When
studying memes, Grundlingh (2018) has argued
that memes also demonstrated similar illocutionary
acts as spoken utterances and proposed a taxon-
omy for linguistic functions of memes (Figure 3),
adapted from the communicative illocutionary acts
identified by Bach and Harnish (1984). This taxon-
omy can be seen as a theory-based vocabulary for
meme functions.

B State-of-the-Art Models for Meme
Classification Tasks

Table 2 details the most performant models for
memes classification tasks. Details about these
datasets have been shown in Table 1. Many state-of-
the-art models are proposed by the dataset authors
themselves. While some benchmarks received a lot
of attention and quickly became saturated such as
Hateful Memes and WOAH 5, many other bench-
marks do not see many improvements over the
years.

C Common Errors in Meme Classifiers

Chandra et al. (2021b), when analyzing the errors
in their antisemitism detector, showed that the lack
of context of the memes caused the models to mis-
classify. Additionally, Cao et al. (2023) and Pra-
manick et al. (2021a) showed that biased data dur-
ing training (e.g., most images with Muslims are
flagged as hateful) caused the models to be biased
towards classifying certain topics as hateful regard-
less of the actual content. Other causes include
models failing to perform complex reasoning pro-
cesses on the text (Chandra et al., 2021b) or failing
to attend to the important visual information (Pra-
manick et al., 2021b).

D State-of-the-Art Models for Meme
Explanation and Interpretation

Table 3 details the best-performing models for the
meme explanation and interpretation tasks. Ex-
cept LUMEN, all models are pretrained models
prompted or fine-tuned on the corresponding tasks.
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Figure 3: Illocutionary acts of memes, adapted from Grundlingh (2018). The text in parentheses represents subtypes.
Commissives and Acknowledgements (in gray) are illocutionary acts from speech acts theory that do not apply to
memes.

Publication of state-of-the-art models Dataset Task Acc AUC F1

Hu et al. (2024) Hateful Memes (Kiela et al., 2020) B .90 .81

Zia et al. (2021)

WOAH5 (Mathias et al., 2021)

N T. .96
Mathias et al. (2021) N T. .91
Zia et al. (2021) N A. .97
Mathias et al. (2021) N A. .91

Cao et al. (2023)
MAMI (Fersini et al., 2022)

B .74 .84
Zhang and Wang (2022) B .83
Zhang and Wang (2022) N T. .73

Cao et al. (2023)
HarMeme (Pramanick et al., 2021a)

B .91
Pramanick et al. (2021a) N L. .76 .54
Pramanick et al. (2021a) N T. .76 .66

Lin et al. (2024)
HARM-C (Pramanick et al., 2021b)

B .87 .86
Pramanick et al. (2021b) N L. .77 .55
Pramanick et al. (2021b) N T. .78 .70

Lin et al. (2024)
HARM-P (Pramanick et al., 2021b)

B .91 .91
Pramanick et al. (2021b) N L. .87 .67
Pramanick et al. (2021b) N T. .79 .69

Chandra et al. (2021b)

Jewtocracy (Chandra et al., 2021a)

B Tw .72
Chandra et al. (2021b) B G. .91
Chandra et al. (2021b) N Tw .68
Chandra et al. (2021b) N G. .67

Lee et al. (2021) MultiOFF (Suryawanshi et al., 2020a) B .65

Suryawanshi et al. (2020b) TamilMemes (Suryawanshi et al., 2020b) B .52

Gomez et al. (2019) MMHS150K (Gomez et al., 2019) B .68 .73 .70

Sabat et al. (2019) Sabat et al. (2019) B .83

Giri et al. (2021) Giri et al. (2021) B .71
Giri et al. (2021) N .99

Shang et al. (2021a) Shang et al. (2021a) B R. .73 .49
Shang et al. (2021a) B G. .70 .55

Feng et al. (2021) SemEval-2021-T6 (Dimitrov et al., 2021) N 3 .58

Sharma et al. (2020)
Memotion (Sharma et al., 2020)

N St. .35
Sharma et al. (2020) N H. .52
Sharma et al. (2020) N Sm .32

Table 2: State-of-the-art models on Meme Classification. B: Binary classification. N: Multiclass classification. L:
Level, T: Target, A: Attack type, G: Gab, Tw: Twitter, R: Reddit, St: Sentiment, H: Humor, Sm: Semantic
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Dataset Model Automatic Eval. Human Eval.

BLEU ROUGE-L BERT Fluent Correct

HatReD Text-only: RoBERTa-base 0.177 0.389 0.480 0.975 0.544

Text-only: T5-Large 0.190 0.392 0.479 0.926 0.622

ExHVV LUMEN 0.313 0.294 0.902

MemeCap Open-Flamingo few-shot 0.267 0.435 0.739 0.933 0.361

0.270 0.435 0.743

Llama fewshot 0.266 0.434 0.747 0.967 0.361

Table 3: Best performing models for meme explanation (first two datasets) and interpretation (last dataset). The
scores were taken from the respective papers and scaled to the range [0, 1]. The best results for each dataset are
boldfaced.

No models can score higher than 65% on Correct-
ness in human evaluation.
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