sign.mt: Real-Time Multilingual Sign Language Translation Application

Amit Moryossef
amit@sign.mt

If you want to go fast, go alone;
If you want to go far, go together.

Abstract

This paper presents sign.mt, an open-source
application for real-time multilingual bi-
directional translation between spoken and
signed languages. Harnessing state-of-the-art
open-source models, this tool aims to address
the communication divide between the hearing
and the deaf, facilitating seamless translation
in both spoken-to-signed and signed-to-spoken
translation directions.

To provide reliable and unrestricted communi-
cation, sign.mt offers offline functionality, cru-
cial in areas with limited internet connectivity.
It enhances user engagement by providing cus-
tomizable photorealistic sign language avatars,
encouraging a more personalized and authentic
user experience.

Licensed under CC BY-NC-SA 4.0, sign.mt sig-
nifies an important stride towards open, inclu-
sive communication. The app can be used and
modified for personal and academic purposes
and even supports a translation API, fostering
integration into a wider range of applications.
However, it is by no means a finished product.

We invite the NLP community to contribute
towards the evolution of sign.mt. Whether it
be the integration of more refined models, the
development of innovative pipelines, or user ex-
perience improvements, your contributions can
propel this project to new heights. Available at
https://sign.mt, it stands as a testament to
what we can achieve together, as we strive to
make communication accessible to all.

1 Motivation

Sign language translation applications are crucial
tools for enabling communication between indi-
viduals who are deaf or hard of hearing and those
who communicate through spoken language. How-
ever, the complexity of developing sign language
translation applications goes beyond handling mere
text. These applications must be able to process

and generate videos, demanding additional consid-
erations such as compute capabilities, accessibility,
usability, handling large files, and platform support.

sign.mt, standing for Sign Language Machine
Translation, was conceived as a response to these
challenges. Current research in the field of sign
language translation is fragmented and somewhat
nebulous, with different research groups focusing
on various aspects of the translation pipeline or
specific languages. Moreover, the high costs asso-
ciated with server-side deployment and the com-
plexity of client-side implementations often deter
the development of interactive demonstrations for
newly proposed models.

By providing a comprehensive application infras-
tructure that integrates the essential features around
the translation process, sign.mt serves as a dynamic
proof-of-concept. It aims to streamline the integra-
tion of new research findings into the application,
sidestepping the overhead typically associated with
implementing a full-stack application. When a re-
search group develops a new model or improves
a pipeline, they can integrate their advancements
into the app swiftly, focusing only on their model.
This approach allows researchers to deploy the app
in a branch, testing their models in a practical envi-
ronment. If the license allows and the models show
an improvement, they can contribute their models
to the main codebase. This is the first tool of its
kind, diverging significantly from closed-source
commercial applications.

Further, sign.mt serves as a multilingual plat-
form, thus unifying the fragmented research land-
scape. It enables the concurrent running of models
from different research groups for the supported
languages, providing users with state-of-the-art
translation capabilities for each language. Through
this, sign.mt not only enhances accessibility and
communication but also fuels continuous innova-
tion in sign language translation research.
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2 Implementation

Sign language translation presents unique chal-
lenges that set it apart from text-based transla-
tion. While text-based translation operates entirely
within the textual domain for both input and out-
put, sign language translation involves cross-modal
transformation — from text to video and vice versa.
This demands distinct implementations not only in
functionality but also in the user interface.

It is essential to emphasize that the specific mod-
els utilized within various pipelines are deliberately
modular and interchangeable. Our current choice
of models for each module or task is primarily op-
portunistic, driven by availability rather than perfor-
mance metrics or user evaluations. The app serves
as a dynamic orchestrator, seamlessly coordinating
among these models to deliver an integrated user
experience. The platform’s design accommodates
the likelihood that researchers or users may wish
to experiment with different models or fine-tune
existing pipelines, without being constrained by
rigid implementation details.

2.1 Spoken-to-Signed Translation

Through this pipeline (Figure 1), sign.mt is capa-
ble of real-time translation from spoken language
audio (or text) into sign language video, further
democratizing communication across modalities.

For spoken-to-signed translation, the process be-
gins with an input of spoken language text. Option-
ally, we allow audio input, which is first transcribed
into spoken language text using on-device Speech-
to-Text (STT) technology.

When the input language is unknown, the text
undergoes Spoken Language Identification (using
MediaPipe (Lugaresi et al., 2019) or cld3 (Sal-
cianu et al., 2016)), which detects the language of
the provided text. This is crucial for choosing the
appropriate model for subsequent translation steps.
Simultaneously, the text is optionally normalized
(using ChatGPT (OpenAl, 2022)). This includes fix-
ing capitalization, punctuation, grammatical errors,
or misspellings, which we have found to enhance
the performance of subsequent translation stages.
The language-identified and potentially normalized
text is then split into individual sentences using the
on-device internationalized segmentation service
(Mozilla Developer Network, 2020).

Each sentence is then individually translated into
SignWriting (Sutton, 1990). Here, our system lever-
ages real-time client-side machine translation (Bo-
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Figure 1: The Spoken-to-Signed translation pipeline.

goychev et al., 2021) to translate the grammatical
structures and lexicon of spoken languages into the
visual-gestural modality of sign languages (Jiang
et al., 2023; Moryossef and Jiang, 2023).

The SignWriting output is then converted into a
pose sequence (Inspired by Arkushin et al. (2023)),
representing the signed sentence. After undergoing
appearance transfer to always show the same per-
son (Moryossef, 2024), this pose sequence is the
input for the rendering engine, with three options:
Skeleton Viewer (Minimalistic visualization of the
skeletal pose (Moryossef and Miiller, 2021)) Hu-
man GAN (Pix2Pix (Isola et al., 2017; Shi et al.,
2016) image-to-image model, generating a realis-
tic human avatar video), and a 3D Avatar (Neu-
ral model to translate between pose positions and
rigged rotations, performing the signs).
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These different outputs provide users with a
choice on how they prefer to view the translation,
catering to a broad range of preferences and use
cases. The skeleton viewer is useful for developers
to see the raw output, as well as for low-compute
users. The 3D Avatar is useful in mixed reality
applications, where it can be integrated into the
environment, and the Human GAN is useful for
high-compute users, facilitating a natural interac-
tion.

Currently, while we don’t have a fully func-
tional SignWriting to pose animation model,
we have created a baseline model as an interim
solution (Moryossef et al., 2023b). This model
performs dictionary-based translation from
the spoken language text directly to poses,
bypassing the SignWriting stage.  However,
it’s important to note that there are numerous
common cases in sign languages that this baseline
model cannot handle adequately yet. We have
made the baseline model open-source, and
it is available for further improvements and
contributions from the community at https:
//github.com/sign-language-processing/
spoken-to-signed-translation. We hope that
this open-source approach will stimulate further
research and development in this area, allowing for
the integration of more sophisticated and accurate
models in future iterations of the application.

2.2 Signed-to-Spoken Translation

Through this pipeline (Figure 2), sign.mt can take
a sign language video and output corresponding
spoken language text or audio in real-time. The
offline functionality of the app ensures that this fea-
ture remains accessible even in areas with limited
connectivity, provided that the models are cached
on the device.

For signed-to-spoken translation, the source is a
video (either by the user uploading a pre-existing
sign language video or using the camera to record
a live sign language video). Our current pipeline
takes the video, and using Mediapipe Holistic (Gr-
ishchenko and Bazarevsky, 2020) pose estimation
extracts the full body pose from each frame.

This pose information is then fed into a Segmen-
tation module (Moryossef et al., 2023a), which seg-
ments distinct signs within the continuous signing
flow, as well as phrase boundaries. The segmented
signs are subsequently lexically transcribed using
SignWriting (Sutton, 1990), a comprehensive sys-

Camera Sign Language Video ‘ ‘ Upload Sign Language Video

Pose Estimation

{S,egwationl

a v
{ﬁgnWriting TranscriptionJ ‘ Language Selector ‘ { Sign ImageJ

‘ Spoken Language Text l

[Spoken Language Audio 1 {Share Translation ‘

Figure 2: The Signed-to-Spoken translation pipeline.

tem for transcribing sign languages visually.

This SignWriting transcription serves as the tex-
tual input for the translation model, which trans-
lates it into corresponding spoken language text
(Jiang et al., 2023; Moryossef and Jiang, 2023).
This text is then optionally converted into spoken
language audio using on-device Text-to-Speech
(TTS), providing an auditory output for the user.

3 User Engagement

The impact of sign.mt can be measured by its
widespread and consistent usage, highlighting the
tremendous growth potential as the app continues
to slowly improve.

COUNTRY USERS

United States 5K
India 1.2K
United Kingdom 755
Philippines 504
Germany 477

, Canada 423

Israel 328

Figure 3: Distribution of sign.mt users across the world,
over the last year.

Figure 3 depicts the global adoption of sign.mt,
with users distributed across multiple countries.
None of these top user countries are home to the
core developer of the app.

As shown in Figure 4, sign.mt demonstrates slow
but consistent user growth (by Google Analytics),
indicative of its reliability and sustained relevance.
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Figure 4: Growth of sign.mt users over the last year.
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Figure 5: Number of stars for the repository over time.

Further validation of the community interest in
sign.mt is evidenced by the increasing number of
stars for its repository, reaching 470 stars as of
October 6th, 2024 (Figure 5).
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Figure 6: Google Search Console metrics showing in-
creasing interest in sign.mt. (Clicks in blue)

Public interest in sign.mt is further supported by
Google Search Console metrics (Figure 6), show-
ing a significant increase in impressions and clicks
over the past six months: 3.75K clicks (up from
1.56K), and 106K impressions (up from 24.4K).
Despite the absence of a marketing team and a
single maintainer, sign.mt has managed to carve a
niche for itself in the realm of NLP tools, reiterat-
ing its significance and impact.

4 Distribution

The code for sign.mt is openly accessible and
available for contribution on GitHub at https:
//github.com/sign/translate, under CC BY-
NC-SA 4.0. Open sourcing with a permissive li-
cense encourages the continuous refinement and
enhancement of the app through contributions from
the wider developer and research communities.

The web application is freely accessible at
https://sign.mt, designed with a responsive lay-
out to cater to both desktop and mobile devices.
Adhering to the design principles native to each
platform, the application ensures an intuitive and
user-friendly experience across all devices. With
localization being a critical aspect of accessibility,
the app interface supports 104 languages. Contrib-
utors can add their language or enhance the support
for existing languages.

In addition to the web application, native builds
for iOS and Android devices are also provided
through the GitHub repository. While these are
currently in development, the plan is to make them
available on the respective app stores as they reach
stability, thereby extending the reach of sign.mt to
a wider audience.

Limitations

As an evolving open-source project, sign.mt still
faces several challenges and limitations.

At present, the app does not provide complete
support for every component of the translation
pipeline. Notably, the SignWriting-to-pose an-
imation model does not currently exist, and in-
stead, we use a simple dictionary lookup approach
(Moryossef et al., 2023b). Although it serves as
an interim solution, it is insufficient for handling
signed languages. We eagerly anticipate and en-
courage contributions from the research community
to fill this gap with more advanced models.

Although the app aspires to be a multilingual
platform, the availability of models for differ-
ent languages is currently fragmented. We rely
on the research community to develop and con-
tribute models for different languages. The sup-
port for each language, therefore, depends on the
respective models available, leading to varying de-
grees of effectiveness across languages. For ex-
ample, the SignWriting translation module works
reasonably well for English/American Sign Lan-
guage, German/German Sign Language and Por-
tuguese/Brazilian Sign Language translations, and
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much worse for all other language pairs. Another
example is the dictionary-based baseline only work-
ing on languages where dictionaries are available.

Due to the client-side deployment, we are re-
stricted to using relatively smaller models. This
inevitably leads to trade-offs in terms of translation
accuracy and quality. While the offline functional-
ity ensures accessibility in low connectivity areas,
the constraint on model size is challenging.

The video processing components, including
pose estimation and video rendering, are com-
putationally intensive. This demands significant
computational power, limiting the app’s perfor-
mance on devices with lesser computing capabil-
ities. Optimizing these components further to en-
sure a smoother user experience across a wider
range of devices is a challenge, often met with us-
ing lower-end models to achieve smoothness at the
cost of accuracy.

Despite these limitations, sign.mt serves as a
robust foundation upon which future advancements
can be built. It continues to evolve in response to
the feedback of the wider community, consistently
striving towards the goal of facilitating accessible,
inclusive communication.
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