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Abstract

Natural language exhibits various universal
properties. But why do these universals exist?
One explanation is that they arise from func-
tional pressures to achieve efficient communi-
cation, a view which attributes cross-linguistic
properties to domain-general cognitive abilities.
This hypothesis has successfully addressed
some syntactic universal properties such as
compositionality and Greenbergian word order
universals. However, more abstract syntactic
universals have not been explored from the per-
spective of efficient communication. Among
such universals, the most notable one is struc-
ture dependence, that is, grammar-internal op-
erations crucially depend on hierarchical repre-
sentations. This property has traditionally been
taken to be central to natural language and to
involve domain-specific knowledge irreducible
to communicative efficiency.

In this paper, we challenge the conventional
view by investigating whether structure depen-
dence realizes efficient communication, focus-
ing on coordinate structures. We design three
types of artificial languages: (i) one with a
structure-dependent reduction operation, which
is similar to natural language, (ii) one with-
out any reduction operations, and (iii) one with
a linear (rather than structure-dependent) re-
duction operation. We quantify the commu-
nicative efficiency of these languages. The re-
sults demonstrate that the language with the
structure-dependent reduction operation is sig-
nificantly more communicatively efficient than
the counterfactual languages. This suggests
that the existence of structure-dependent prop-
erties can be explained from the perspective of
efficient communication.

1 Introduction

To understand the universals of natural language,
it is crucial to address why such universals exist,
as well as how such universals can be theoretically
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described. This raises the question: what kinds of
pressures shape these universals?

One explanation is that the universals of natu-
ral language are shaped as a result of functional
pressures to achieve efficient communication (Zipf,
1949; Jaeger and Tily, 2011; Christiansen and
Chater, 2016; Kemp et al., 2018; Gibson et al.,
2019; Futrell and Hahn, 2022; Fedorenko et al.,
2024). Efficient communication refers to a situa-
tion where the amount of information conveyed is
maximized while the effort required for production
and comprehension is minimized under human cog-
nitive constraints. If some structural property of
languages is shaped to achieve efficient communi-
cation, it can be optimized under two competing
functional pressures: the need to be as simple as
possible and the need to be as informative as possi-
ble.

The hypothesis that two competing pressures for
utilities shape the form of human language has long
been assumed in linguistics (Hawkins, 1994, 2004;
Haspelmath, 2008). In recent years, methodolo-
gies have been established to examine this hypoth-
esis by quantifying the simplicity and informative-
ness of languages by using information-theoretic
criteria (Kemp et al., 2018; Gibson et al., 2019;
Futrell and Hahn, 2022). To date, this hypothe-
sis has been successfully examined at the lexical
level (Ferrer i Cancho and Solé, 2003; Kemp and
Regier, 2012; Piantadosi et al., 2011, 2012; Regier
et al., 2015; Zaslavsky et al., 2018; Mollica et al.,
2021; Steinert-Threlkeld, 2021; Denic¢ et al., 2022;
Trott and Bergen, 2022; Uegaki, 2022; Chen et al.,
2023; Pimentel et al., 2023; van de Pol et al., 2023;
Denié¢ and Szymanik, 2024, inter alia). At the syn-
tactic level, there are pieces of empirical evidence
that grammar itself is shaped to achieve efficient
communication (Gildea and Jaeger, 2015; Futrell
et al., 2020a,b; Hahn et al., 2020, 2021; Clark et al.,
2023), and it has been shown that the existence of
syntactic universals such as compositionality and
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Greenbergian word order universals (Greenberg,
1963) can be explained by this hypothesis (Kirby
et al., 2015; Hahn et al., 2020).

But we do not yet know whether this type of
competition-based account can be extended to
more abstract types of linguistic knowledge that
go beyond mere sensitivity to structure such as
compositionally and word order. A representative
type of such abstract knowledge comes from cases
of what one might call structure dependence, by
which we broadly refer to operations that directly
manipulate structural representations at some level
of linguistic representation. Structure dependence
has traditionally been taken to be a characteristic
and central property of human language (Chom-
sky, 1957, 1965; Everaert et al., 2015); in fact, a
key underlying theme throughout the whole his-
tory of mainstream generative grammar is extreme
skepticism of the idea that such properties can be
reduced to communicative principles. The dogma
in this line of thought has it that abstract syntactic
properties of language are thought to be governed
by domain-specific efficient computation neces-
sary for deriving the structure of language (Hauser
et al., 2002; Chomsky, 2005; Berwick and Chom-
sky, 2016), while communication is viewed as not
essential to the core linguistic competence (Chom-
sky, 2002; Hauser et al., 2002). It is thus crucial
to investigate whether even such syntactic proper-
ties can be accounted for from the perspective of
domain-general efficient communication.

In this paper, we directly address this issue by
examining structure dependence. Specifically, we
investigate whether structure dependence realizes
efficient communication by focusing on coordinate
structures. We design three types of languages: (i)
one with a structure-dependent reduction operation,
which has coordinate structures similar to those
in natural language, (ii) one without any reduc-
tion operations, and (iii) one with a linear (rather
than structure-dependent) reduction operation. The
latter two are conceptually possible but counter-
factual languages. We adopted White and Cot-
terell’s (2021) artificial probabilistic context-free
grammars (PCFGs) to create the three languages.
Then we quantify the simplicity and informative-
ness of these languages and compare their commu-
nicative efficiency. The results demonstrate that the
languages with a structure-dependent reduction op-
eration are significantly more communicatively ef-
ficient than their counterfactual counterparts. This
suggests that the structure-dependent properties in

human language can be explained in terms of effi-
cient communication.

2 Background

2.1 Efficient communication hypothesis

In recent years, many researchers in cognitive sci-
ence and computational psycholinguistics have in-
creasingly focused on attributing cross-linguistic
properties to domain-general cognitive functions.
The central thesis of this strand of research is that
natural language is shaped to achieve efficient com-
munication (Zipf, 1949; Jaeger and Tily, 2011;
Christiansen and Chater, 2016; Kemp et al., 2018;
Gibson et al., 2019; Futrell and Hahn, 2022; Fe-
dorenko et al., 2024). Communicatively efficient
structures are more likely to be learned because
they may be used more frequently and are easier
to process during learning. This can drive changes
in the language that further enhance communica-
tive efficiency (Jaeger and Tily, 2011; Fedzechkina
et al., 2012). Alternatively, the intergenerational
transmission bottleneck in cultural evolution might
lead to the selection of communicatively efficient
languages (Christiansen and Kirby, 2003; Kirby
et al., 2015). In either case, if functional pressures
for efficient communication are at work, languages
are expected to be optimized for efficient commu-
nication.

To test this hypothesis, one approach is to
quantify and compare the communicative effi-
ciency of real languages with logically possible
but unattested counterfactual languages. For exam-
ple, Hahn et al. (2020) showed that real languages
reach an optimal word order under the trade-off be-
tween simplicity and informativeness. Simplicity
refers to how simple the sentences of a language
are as strings, while informativeness indicates how
accurately the meaning can be reconstructed from
the sentences of that language. The communica-
tive efficiency of a language is then defined as the
weighted sum of simplicity and informativeness.
They created counterfactual languages for each of
the 51 natural languages by changing word order
patterns while maintaining the projectivity of de-
pendency structures and calculated the communica-
tive efficiency of all the languages. They found that
almost all of the real languages had significantly
higher communicative efficiency than their coun-
terparts. This indicates that natural language is
shaped by the pressure to enhance communicative
efficiency.
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2.2 Structure dependence

It has long been argued that natural language syn-
tax exhibits structure dependence, the sensitivity
to a hierarchical syntactic structure rather than a
linear sequence of words (Chomsky, 1957, 1965;
Everaert et al., 2015). Grammatical operations are
thus applied based on syntactic structures, not on
linear strings. For instance, yes-no questions in En-
glish are a well-known syntactic phenomenon that
requires a structure-dependent grammatical rule.
In English yes-no questions, the auxiliary of the
main clause moves to the front of the sentence. If
we were to formulate the rule for forming yes-no
questions as move the leftmost auxiliary verb to the
front, which is not structure-dependent, we would
incorrectly transform a sentence The man who is
running is happy into Is the man who running is
happy? The correct transformation should move
the second is from the main clause, resulting in Is
the man who is running happy?

In the same way, it has traditionally been as-
sumed that coordination, which is the focus of this
study, also requires a structure-dependent gram-
matical operation (Chomsky, 1957, 1975 (=1955);
Ross, 1967). For example, the coordinated sen-
tence John ran and swam is derived from John ran
and John swam, and Mary called and praised John
is derived from Mary called John and Mary praised
John, through a structure-dependent grammatical
operation known as Conjunction Reduction (Fig-
ure 1). Conjunction Reduction is formulated as
follows:

(Y+X,+2)+CC+ (Y +Xo+ Z)
— Y + (X1 +CC + Xo) + Z,

(Chomsky, 1957, p.113, with slight modifications)

where X represents any syntactic category, Y and
Z represent any syntactic category or string, CC
represents any conjunction, and + denotes con-
catenation. Conjunction Reduction captures the
fact that coordination is possible between identical
syntactic categories for any syntactic category.'

'Tn the subsequent linguistic literature, Conjunction Re-
duction has been replaced by a more sophisticated approach
known as Generalized Conjunction (Gazdar, 1980; Partee and
Rooth, 1983), which overcomes some important limitations
of Conjunction Reduction (e.g., Partee, 1970). However, the
fundamental insight of structure dependence in the classical
formulation of Conjunction Reduction is fully retained in Gen-
eralized Conjunction, since the latter can essentially be viewed
as a reformulation of the former at the level of semantic rep-

S
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S CC S

P U

NP VP NP VP

N N

V NP \Y% NP

Mary called John and Mary praised John
(a) A kernel sentence

S
/\
NP VP
/\
Y NP
P

Mary called and praised John
(b) Reduced sentence

Figure 1: A coordinate structure (b) is derived by ap-
plying Conjunction Reduction, a structure-dependent
reduction operation to a sentence-level coordinated ker-
nel sentence (a).

We aim to investigate whether this structure-
dependent reduction operation contributes to com-
municative efficiency in natural language.

3 Experiment

3.1 Data

Design of languages We designed the following
three types of languages to investigate the impact
on communicative efficiency when a language does
not have a structure-dependent reduction operation
at all:

1. No-reduction language: A language with no
reduction. Only sentence-level coordination
is possible.

2. Structure-reduction language: A lan-
guage with structure-dependent reduction. Co-
ordination is possible between identical syn-
tactic categories.

resentation using lambda calculus and higher-order functions.
This study focuses on the operations applied to structures
at any level. Therefore, the difference between Conjunction
Reduction and Generalized Conjunction is orthogonal to the
following discussion.
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CFG rules

S — NPSubj VP

VP — IVerb | TVerb NPqp; | Verbcomp Scomp
Scomp — Comp S

NP — AdjNP|NPPP ‘ NP Rel VP
NPsupj— Noun Casesypj | Pronoungyp;

NPop; — Noun Caseop; | Pronoungy;

PP — PrepNP
X — X CC X, where X ={NP, Adj, [Verb,
TVerb}

Table 1: Overview of the grammatical rules equipped
in White and Cotterell’s (2021) PCFG. For simplicity,
features such as tense and number are omitted.

3. Linear-reduction language: A language
with linear (rather than structure-dependent)
reduction where repeated expressions in the
same sentence are deleted in a coordinate
structure.

Data generation For each language, the sen-
tences to be evaluated were created using a set of
PCFGs defined by White and Cotterell (2021). The
PCFGs are equipped with six switches to reverse
the linear order of specific heads and dependents,
which results in a total of 2 = 64 word order
patterns in the artificial languages.

The PCFG includes the following basic syntac-
tic categories: verb, noun, pronoun, adjective, con-
junction, preposition, particle, sentential comple-
mentizer, and relativizer. Some features such as
tense (present and past), number (singular and plu-
ral), and grammatical relation (subject and object)
are assigned to categories. The grammatical rules
are defined by the categories, as shown in Table 1.
The combination of categories and features results
in a total of 44 syntactic categories and a lexicon
consists of 1,254 words. Although this grammar is
much simpler than that of real natural languages, it
is sufficiently sophisticated for our purpose of com-
paring structurally different languages. Moreover,
it allows us to simultaneously take into considera-
tion typologically diverse word order patterns.

We used this PCFG to create corpora of the
artificial languages with 64 different word or-
ders. We then constructed the no-reduction,
structure-reduction, and linear-reduction
languages defined above for each of these word
orders. The structure-reduction language
is the direct output of the PCFG. We then ex-

S

/\
NP_Subj VP
/\ ‘
NP Subj  IVerb
T | |

NP CcC NP sub

Pronoun da  Pronoun

bo i

(a) structure-reduction language

wandify

T
S CcC S
NP_Subj VP da  NP_Subj VP
NP Subj  IVerb NP Subj  IVerb
\ \ \ \ \ \
Pronoun sub  wandify  Pronoun sub  wandify
\ \
bo si

(b) no-reduction language
S

/N

S CcC S

| \

NP_Subj VP da NP_Subj

PN \ \

NP Subj  IVerb NP

Pronoun  sub  wandify Pronoun

bo i

(c) linear-reduction language

Figure 2: Examples of the three languages expressing
the same meaning. The word order is set with all six
switches being strictly head-final as in Japanese. For
simplicity, information on number and tense has been
omitted from the syntactic categories in these figures.

panded all of the coordinate structures in the
structure-reduction language to a sentence
level to create the no-reduction language. Fur-
thermore, we applied a linear reduction to the
no-reduction language by deleting all repeated
words in the same coordinate structure to create
the linear-reduction language. The examples
of the tree structures of the three types of artificial
languages are shown in Figure 2.

We measure the communicative efficiencies for
these 64 word orders x 3 types = 192 kinds of
languages.

3.2 Estimating communicative efficiency

Definition of communicative efficiency For
the simplicity/informativeness trade-off, follow-
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ing Hahn et al. (2020), we evaluate simplicity as
a property of the linear sequence, in terms of how
easily the next word in an utterance can be pre-
dicted, i.e., predictability, and informativeness in
terms of how well the syntactic structure behind an
utterance can be reconstructed, i.e., parsability.

Predictability is specifically defined as the neg-
ative entropy, —H (U), of all utterances  in a lan-
guage:

—HU) = p(u)logp(u). (1)
u€eU
Here, we define the probability of utterance u as
the product of the probabilities of the words that
constitute the utterance. When the sample size is
sufficiently large, entropy can be estimated as the
mean word-by-word surprisal. Surprisal is a metric
that empirically predicts human behavioral (e.g.,
Demberg and Keller, 2008; Smith and Levy, 2013;
Shain et al., 2024) and neural (e.g., Frank et al.,
2015; Lopopolo et al., 2017; Brennan and Hale,
2019; Shain et al., 2020) data. The mean negative
word-by-word surprisal represents the ease of in-
cremental sentence processing on average under
surprisal theory (Hale, 2001; Levy, 2008).
Parsability is defined as the negative conditinal
entropy, —H (T |U), of the underlying syntactic
structure ¢ given an utterance u:’

—H(TU) = > plt,u)logp(tlu). (2)

teT ,ueld

Since semantic calculation in compositional seman-
tics crucially depends on the building of syntac-
tic structures (Montague, 1970; Heim and Kratzer,
1998), we employ a metric of informativeness that
captures how unambiguously the underlying syn-
tactic structure can be reconstructed—both tempo-
rally and globally—as an indicator of how accu-
rately the intended meanings of utterances can be
recovered.

Then, following Ferrer i Cancho and Solé (2003)
and Hahn et al. (2020), we defined a communica-
tive efficiency function as the weighted sum of
predictability and parsability:

Q(A) == Apredictability + (1 — A)parsability
3)
= —AHU) = (1= NH(TU), )

2Hahn et al. (2020) cenceptually defined parsability as
mutual information I(U;T) = H(T) — H(T|U) between
an utterance and its syntactic structure. However, they actu-
ally estimated the value of parsability as —H (7 |U{) on the
assumption that H (7) is constant.

where A is a trade-off parameter ranging from 0 to
1, which represents the contribution of each term.
The objective function that captures the trade-off
between the cost of linguistic expressions and the
likelihood of meaning given the expression has
been used in previous studies (e.g., Ferrer i Cancho
and Solé, 2003; Frank and Goodman, 2012; Kemp
and Regier, 2012; Regier et al., 2015; Hahn et al.,
2020).

Recurrent Neural Network Grammars To ob-
tain the values of predictability and parsability, we
adopted Recurrent Neural Network Grammars (RN-
NGs; Dyer et al., 2016). RNNGs are a generative
model of sentences that explicitly models hierar-
chical structures by processing the action sequence
of shift-reduce parsing. RNNGs can be used for
both language modeling and parsing with the same
model parameters, which is suitable for our pur-
pose here.

In this study, we used the left-corner stack-only
RNNGs (Kuncoro et al., 2018) implemented with
PyTorch? by Noji and Oseki (2021). We used a
two-layer LSTM, where both the hidden layer and
the input layer have 256 dimensions.*

Left-corner parsing is considered reasonable for
human incremental sentence processing from the
perspective of memory capacity (Abney and John-
son, 1991; Resnik, 1992) and is often assumed as a
model of human sentence processing (e.g., Lewis
and Vasishth, 2005; van Schijndel et al., 2013).
Additionally, it has already been pointed out that
a simple bottom-up strategy without a predictive
process cannot explain the human incremental pro-
cessing of coordinate structures in English at least
when the parser conducts a serial parsing (Sturt
and Lombardo, 2005; Stanojevic et al., 2023). This
motivates our choice of a left-corner as a parsing
strategy.

We performed a beam search with a beam size of
100 for inference. We also used word-synchronous
beam search (Stern et al., 2017) with a size of 10.

3https: //github.com/pytorch/pytorch/releases/
tag/v1.12.1

*Other hyperparameters are as follows: random seeds are
{3435, 3436, 3437}, optimizer is Adam (Kingma and Ba,
2015), learning rate is 0.001, dropout is 0.3, and batch size
is 128. The code of RNNGs we employed (Noji and Os-
eki, 2021) is available at https://github.com/aistairc/
rnng-pytorch.
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Estimation of communicative efficiency Pre-
dictability for the languages can be obtained by

= plu
ueld

and following Hahn et al. (2020), we define the
log-likelihood of each utterance u as

) log pg (u )

Zlogm (wilwe),  (6)

=1

log p¢

where w; represents the ¢-th word composing the
utterance and ¢ represents the parameters of the
RNNGs. We can approximate the negative entropy
of u with its Monte Carlo estimate on test data:

1
™ | Test Datal Z

u€Test Data

~HU) log py(u). (7)

We calculated the values of predictability according
to the formula above.
Parsability can be calculated by

—H(TIU) = > plt,u)logps(tiu), (8)
teT ,ueld

and in the same way, the conditional entropy can
be approximated with its Monte Carlo estimate on

test data:
1
- ‘TCSt Data‘ t,uE%Data

—H(TU) log pe(t|u).

©)

Here, we define the log-likelihood of the condi-
tional probability of the tree structure ¢ given each
utterance u as

N

> " 1og pe (thest|w<s).
i=1

log pg (t|u) = (10)
Again, w; and ¢ represent the i-th word of the ut-
terance and the parameters of RNNGs, respectively.
thest refers to the most likely constituency parse in
the word-synchronous beam at each word.

For 192 types of artificial languages, we gener-
ated 20,000 sentences for each and divided them
into an 8-1-1 train-dev-test split for training and
evaluation. For all languages, we trained RN-
NGs on word-by-word using Adam (Kingma and
Ba, 2015) for 10 epochs each with multiple ran-
dom seeds. Then, we calculated the values of
predictability and parsability, normalized by the
number of words, to ensure valid comparisons
across languages with inherently different sentence
lengths.

4 Results

A distribution of the values of communicative ef-
ficiency for the three types of languages, as cal-
culated by RNNGs, is shown in Figure 3. For an
interpretation of the trade-off parameter ), the pre-
dictability and parsability values of all languages
are z-transformed (i.e., centered and divided by
the standard deviation) before being substituted
into Eq 4. The lines in the figure show the tran-
sitions of the value of communicative efficiency
for A with a 95% confidence interval (CI). By
finding the coordinates where the lines intersect,
we can observe the behavior of communicative
efficiency for each language depending on the
value of A\. The lower bound of the 95% CI for
structure-reduction intersects with the upper
bound of the 95% CI for linear-reduction at
A = 0.18. In the same way, the upper bound
of the 95% CI for structure-reduction inter-
sects with the lower bound of the 95% CI for
linear-reduction at A = 0.93. This indi-
cates that structure-reduction languages are
the most communicatively efficient, at least within
the range of \ values between 0.18 and 0.93.

Additionally, when we examine only pre-
dictability or parsability, their distributions are
shown in Figure 4 and Figure 5, respectively.
The mean values for predictability were ordered
as no-reduction > structure-reduction
> linear-reduction, while for parsabil-
ity, the order was linear-reduction >
structure-reduction > no-reduction, in
which all of the pairs have a statistically significant
difference (p < 0.05/3 by paired r-test with
Bonferroni correction). This indicates that when
only predictability or parsability is individually
considered, the structure-reduction language
may not always be the best option. However,
to satisfy both criteria simultaneously, i.e., to
consider the weighted sum of predictability and
parsability under the parameter A € [0.18,0.93],
the structure-reduction language achieves
the highest score of communicative efficiency as
shown in Figure 3.

To further interpret the results of predictabil-
ity and parsability, we plotted least squares re-
gression lines between word position in the sen-
tence and each word-by-word value (Figure 6). For
predictability, only the linear-reduction lan-
guages significantly decline towards the latter part
of the sentence. As for parsability, although the
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Communicative Efficiency Q(A):= A predictability + (1 —A) parsability

1.0
0.5
>
(9]
c
a
2
0.0
t‘ = no-reduction
2 = structure-reduction
(17 . .
kY] = linear-reduction
j
5 —0.54
£
£
[=]
O
_1‘0 -
-15 . ‘ . . . .
0.0 0.2 0.4 0.6 0.8 L0
parsability only « A - predictability only

Figure 3: Distribution of communicative efficiency for the three types of languages with 95% CI. The x-axis
and y-axis represent the trade-off parameter A and communicative efficiency, respectively. Both predictability
and parsability are z-transformed for an interpretation of \. The structure-reduction languages are the most

communicatively efficient under the parameter A € [0.18,0.93] for 95% CL

Predictability
L4
() o

_44 -
-

—4.6 T
no-reduction

T T
structure-reduction linear-reduction

Language

Figure 4: Distribution of predictability for the three
types of languages. Error bars indicate 95% CI.

linear-reduction languages experience a faster
decrease, the other two languages, which have
longer expression lengths, achieve a lower over-
all score.

5 Discussion

We demonstrated that the structure-reduction
languages, which have the same structure-
dependent reduction operation as natural language,
had significantly higher communicative efficiency
compared to the conceptually possible but coun-
terfactual no-reduction and linear-reduction
languages when we calculated the scores by RN-

Parsability
8 4 3

|
~
o
.

—g0 4%

T T
structure-reduction linear-reduction

Language

T
no-reduction

Figure 5: Distribution of parsability for the three types
of languages. Error bars indicate 95% CI.

NGs with a trade-off parameter A € [0.18,0.93].
This suggests that the structure-dependent reduc-
tion operation prevalent in the natural language
syntax may exist due to functional pressures to sup-
port efficient communication along lines discussed
in Section 2.1. It should be noted that, as Figure 3
shows, when A is extremely small or large, the
no-reduction or linear-reduction languages
achieve the highest efficiency scores. However, A
represents the relative contribution of the two terms
to the overall efficiency score. It is difficult to as-
sume a reasonable scenario where only one term is
emphasized. While we do not aim to estimate a spe-
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(a) Relationship between predictability and word position.

—200 4

—400 4

Parsability

—600 4 == no-reduction
= structure-reduction
—800 4 == linear-reduction
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Word Position

(b) Relationship between parsability and word position.

Figure 6: Relationship between predictabil-
ity/parsability and word position for the three
types of languages. Predictability and parsability here
refer to the negative surprisal and the negative log-
likelihood of the best parse for each word, respectively.
The lines represent the fit of a least squares regression
model for these data.

cific value of A, empirically, Ferrer i Cancho and
Solé (2003) found in their simulation experiment
that Zipf’s law emerged when A ~ 0.41. In addi-
tion, Hahn et al. (2020) demonstrated that gram-
mars optimized at A ~ 0.47 captured all 8 of the
Greenberg correlations they investigated, whereas
optimizing solely for predictability or parsability
did not account for all of them.’

When we consider only one of the terms consti-
tuting communicative efficiency, that is, predictabil-
ity (simplicity) or parsability (informativeness),
one of the two counterfactual languages achieves
the highest score. The no-reduction language is
the easiest in terms of prediction, i.e., the estima-
tion of the next word, among the three types. This is
because the language has no reduction, and all sen-

SHahn et al. defined a communicative efficiency function
as Q(\) = Mpredictability + parsability and set A = 0.9.
In other words, while we assigned weights of A and 1 — A
to predictability and parsability, respectively, they assigned
weights of 0.9 and 1. Solving the equation A\/(1—X) = 0.9/1
gives A == 0.47.

tences are fully represented, so the number of local
patterns for the next word is limited, which makes
prediction easier. For example, in a no-reduction
language where the part of speech at the begin-
ning of a sentence is always X in its word order
pattern, the part of speech following a conjunc-
tion must be X, while structure-reduction and
linear-reduction languages have more varia-
tions, which lead to higher entropy of strings. How-
ever, the no-reduction language is not well-suited
for parsing. As sentence length increases, the num-
ber of potential parses grows exponentially (Church
and Patil, 1982). Since this language lacks reduc-
tion and results in longer overall expressions, the
possible parses at each word position rapidly in-
crease, as shown in Figure 6(b). Consequently, it
is not an optimal design from the perspective of
estimating the underlying structure of an utterance.
In contrast, the 1inear-reduction language has
shorter overall expressions, resulting in fewer pos-
sible parses at each word position.® As a result, it
is superior in terms of estimating tree structures.
However, the reduction is too radical, making it
challenging to maintain predictability. As shown in
Figure 6(a), this issue is evident in the latter parts
of sentences in this language, where predictions
become increasingly difficult due to the need to
consider the possibility that previously mentioned
words might have been reduced. In short, a reduc-
tion operation is necessary to enhance parsability,
but it should be applied restrictively so as not to
sacrifice next-word predictability. Balancing the
trade-off between the two, a structure-dependent
reduction is the most preferred design for maximiz-
ing communicative efficiency.

It should be noted that even in natural language,
there are instances of linear reduction operations
such as stripping (Hankamer and Sag, 1976), for
instance shown below, or sentences that retain
sentence-level coordination without reduction for
pragmatic purposes such as emphasis.

(11

However, these phenomena occur as alternative
choices in a language that has a structure-dependent

Mary took a walk in the park, and Bill too.

®The parsability metric used here may overestimate the
informativeness of linear-reduction languages. This met-
ric does not account for whether the estimated tree structure
is correct, nor does it fully capture the inherent ambiguity in
the language. A more accurate approach could involve quanti-
fying informativeness using mutual information (e.g., Ferrer
i Cancho, 2005; Futrell, 2017; Zaslavsky et al., 2018; Hahn
et al., 2020), though this would not change our conclusion.
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reduction operation. Our claim is that a language
lacking a structure-dependent reduction operation
entirely is not preferable from the perspective of
efficient communication.

The results of this study have interesting impli-
cations for theoretical linguistics research. Struc-
ture dependence, a syntactic universal property
we addressed here, has traditionally been argued
to be one of the characteristic features of human
language (Chomsky, 1957, 1965; Everaert et al.,
2015). A prominent view in the mainstream gen-
erative grammar argues that natural language in-
volves domain-specific predispositions and that
syntactic properties of language—including struc-
ture dependence—are best explained from the per-
spective of ‘efficient computation’ reflecting such
predispositions genetically hard-wired in the hu-
man brain (Hauser et al., 2002; Chomsky, 2005;
Everaert et al., 2015; Berwick and Chomsky, 2016).
Under this view, communication is taken to be a
kind of epiphenomenon, not essential to the core
linguistic competence (Chomsky, 2002; Hauser
et al., 2002). However, our results suggest that at
least some structure-dependent properties present
in natural language (such as coordination) can be
explained from the perspective of efficient com-
munication. This does not immediately refute the
dominant research program attempting to explain
linguistic properties from a ‘computational’ per-
spective, but it does indicate that abstract properties
in syntax may not necessarily need to be explained
solely from that perspective. This aligns with the
existing body of research that attempts to explain
various aspects of natural language from the per-
spective of efficient communication (Gibson et al.,
2019; Fedorenko et al., 2024).

6 Conclusion

In this paper, we investigated whether structure
dependence, one of the syntactic universals, re-
flects the optimization for efficient communica-
tion. To address this issue, we focused on co-
ordinate structures and designed three types of
artificial languages: (i) one with a structure-
dependent reduction operation, (ii) one without
any reduction operations, and (iii) one with a linear
(rather than structure-dependent) reduction opera-
tion. We quantified the communicative efficiency
of these languages and compared them. The results
demonstrated that the languages with a structure-
dependent reduction operation were significantly

more communicatively efficient than their coun-
terfactual counterparts. This suggests that the
structure-dependent properties of natural language
can be explained from the functional perspective
of efficient communication.’

Limitations

There is room for improvement in the objective
function for communicative efficiency. Although
we used the mean word-by-word surprisal, condi-
tioned on all preceding words, as a measure of pre-
dictability, human language processing is subject
to short-term memory constraints (Gibson, 1998;
Lewis and Vasishth, 2005; Isono, 2024). Thus, it
is preferable to model predictability in a way that
incorporates lossy memory representation (Futrell
et al., 2020a; Hahn et al., 2021, 2022). Moreover,
the psychological plausibility of the parsability met-
ric should be critically evaluated, both conceptually
and empirically. Since parsability relies on an in-
termediate representation—syntactic structures—it
does not fully capture the direct relationship be-
tween linguistic expressions and their meanings,
suggesting that there is room for further conceptual
refinement.

To the best of our knowledge, this study is the
first to investigate communicative efficiency with
respect to structure dependence. We focused on
coordinate structures with the artificial language
paradigm as a starting point. Of course, a deeper
understanding of structure dependence in language
will require using natural language data and ex-
tending the analysis to phenomena such as agree-
ment and movement that are argued to be relevant
to structure dependence. In future work, we plan
to test the relationship between structure depen-
dence and communicative efficiency by applying
the methodology proposed here to a broader range
of syntactic constructions, using treebanks like Uni-
versal Dependencies (Nivre et al., 2020).
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