
Proceedings of the 13th Workshop on Computational Approaches to Subjectivity, Sentiment, & Social Media Analysis, pages 325–340
July 14, 2023 ©2023 Association for Computational Linguistics

ChatGPT is fun, but it is not funny!
Humor is still challenging Large Language Models

Sophie Jentzsch1 and Kristian Kersting2,3,4

1Institute for Software Technology, German Aerospace Center (DLR), Cologne, Germany
2Computer Science Department, Technical University Darmstadt, Darmstadt, Germany

3Centre for Cognitive Science, TU Darmstadt
4Hessian Center for AI (hessian.AI)

sophie.jentzsch@dlr.de, kersting@cs.tu-darmstadt.de

Abstract
Humor is a central aspect of human commu-
nication that has not been solved for artificial
agents so far. Large language models (LLMs)
are increasingly able to capture implicit and
contextual information. Especially, OpenAI’s
ChatGPT recently gained immense public at-
tention. The GPT3-based model almost seems
to communicate on a human level and can even
tell jokes. Humor is an essential component of
human communication. But is ChatGPT really
funny?

We put ChatGPT’s sense of humor to the test.
In a series of exploratory experiments around
jokes, i.e., generation, explanation, and detec-
tion, we seek to understand ChatGPT’s capabil-
ity to grasp and reproduce human humor. Since
the model itself is not accessible, we applied
prompt-based experiments.

Our empirical evidence indicates that jokes are
not hard-coded but mostly also not newly gen-
erated by the model. Over 90% of 1008 gener-
ated jokes were the same 25 Jokes. The system
accurately explains valid jokes but also comes
up with fictional explanations for invalid jokes.
Joke-typical characteristics can mislead Chat-
GPT in the classification of jokes. ChatGPT
has not solved computational humor yet but it
can be a big leap toward “funny” machines.

1 Introduction

For humans, humor plays a central role in forming
relationships and can enhance performance and mo-
tivation [16]. It is a powerful instrument to affect
emotion and guide attention [14]. Thus, a compu-
tational sense of humor holds the potential to mas-
sively boost human-computer interaction (HCI).
Unfortunately, although computational humor is a
longstanding research domain [26], the developed
machines are far from "funny." This problem is
even considered to be AI-complete [22].

Continuous advances and recent breakthroughs
in machine learning (ML), however, lead to an ever-
increasing panoply of applications [e.g., 15, 3] and

Why don't scientists trust atoms?
Because they make up everything!

Sure, here's a joke for you:

Tell me a joke, please! 

Figure 1: Exemplary illustration of a conversation be-
tween a human user and an artificial chatbot. The joke
is a true response to the presented prompt by ChatGPT.

likewise open new opportunities for natural lan-
guage processing (NLP). Transformer-based large
language models (LLMs) increasingly capture and
reflect implicit information, such as stereotypes [7],
moral [6], and humor [5, 25]. Humor is often im-
plicit and carried by subtle details. Thus these
novel qualities of LLMs give reason to hope for
new advances in artificial humor.

Most recently, OpenAI’s ChatGPT gained im-
mense attention for its unprecedented capabilities.
Users can interact with the model via public chat
API in a conversation-like course. The system is
able to answer a huge variety of questions while
taking the previous contextual conversation into
consideration. In fact, it can even tell jokes, as
displayed in Fig. 1. ChatGPT is fun and almost ap-
pears to interact on a human-like level. Yet, when
interacting with the model, users may quickly get
a glimpse of its limitations. Although ChatGPT
generates text in almost error-free English, gram-
matical glitches and content-related mistakes occur.
In the preceding exploration, we noticed that Chat-
GPT is likely to repeat the exact same jokes fre-
quently. Moreover, the provided jokes were strik-
ingly correct and sophisticated. These observations
led to the hypothesis that output jokes are not origi-
nally generated by the model. Instead, they seem
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to be reproduced from the training data or maybe
even hard coded in a predefined list.

As the system’s inner workings are not shared,
we conducted a series of structured prompt-based
experiments to learn about the system’s behavior
and allow for inference regarding the generation
process of ChatGPT’s output. Specifically, we aim
to understand to what extent ChatGPT is able to
capture human humor by conducting a systematic
prompt-based analysis.

The remainder of this paper is structured as fol-
lows: First, Sec. 2 discusses related research. The
main contribution assembles three experimental
conditions: Joke generation, joke explanation, and
joke detection. While the overall approach is out-
lined in Sec. 3, the detailed conduction is explained
together with the results of each experiment in
Sec. 4.1, Sec. 4.2, and Sec. 4.3, respectively. We
close by discussing implications and further re-
search in Sec. 5 and conclude our work in Sec. 6.

Terminology Disclaimer. AI-related terminol-
ogy tends to make use of analogies to human char-
acteristics, such as neural networks, or the term ar-
tificial intelligence itself. Likewise, we use human-
related terms in the discussion around conversa-
tional agents, which are supposed to mimic human
behavior as accurately as possible, e.g., ChatGPT
"understands" or "explains." Although we believe
that these analogies describe the system’s behav-
ior and its inner workings very well, they might
be misleading. We would like to emphasize that
the discussed AI models are not on a human level
and, at best, constitute a simulation of the human
mind. Whether AI can potentially ever think or
understand in a conscious way is a philosophical
question that is out of the scope of this investiga-
tion.

2 Related Work

Our work considers the intersection of two lines of
research, namely LLMs and computational humor.

Large Language Models. NLP witnessed sev-
eral leaps in the recent past. Only a few years ago,
the introduction of transformer architectures in neu-
ral networks [21] enabled the development of con-
textualized models, such as BERT [9] or GPT [2].
These so-called large language models (LLMs) cap-
ture relations in the natural data and even reflect
implicitly-included information, which can be both
a risk [23] and a chance [17]. Either way, however,
it is a prerequisite to solving computational humor.

OpenAI1 recently released ChatGPT, a GPT3.5-
based LLM that is able to interact with users con-
versationally through a chat-like API. It is fine-
tuned with Reinforcement Learning from Human
Feedback (RLHF) [12] in three essential steps, in-
cluding large-scale manual labeling and proximal
policy optimization [18]. The result of this process
is a model with unprecedented capabilities: It inter-
acts in a conversational manner, i.e., it refers to the
users’ prompt while also taking information from
the preceding conversation into account. It is able
to summarize information, generate new texts of all
shapes, and even write program code. Nevertheless,
there are still glitches and limitations, e.g., factual
wrong information presented as valid.

Computational Humor. Computational humor
is a small but active research area of NLP with
the main streams Humor Detection or Classifica-
tion [e.g., 8, 4], and Humor Generation [e.g., 19].
Although advances in ML and NLP transfer to com-
putational humor, researchers highlight the great
complexity of automated humor and the limitations
of current endeavors [26, 24]. Humor is one of
the few capabilities that seemed to be reserved for
human individuals thus far, which is why it is even
considered AI-complete [14, 22].

While decades of research in linguistics and psy-
chology offer quite a few logic-based humor theo-
ries [e.g., 13, 27], the work in the context of artifi-
cial agents is predominantly data-driven. In these
approaches, pretrained language models, such as
ChatGPT, play a central role [10]. With their in-
novative capabilities, GPT-based models have the
potential to open a new chapter of computational
research.

3 Method

The presented experiments are grouped into three
individual tasks, which are introduced in Sec. 3.1,
Sec. 3.2, and Sec. 3.3. Implementation details and
extended results are made available at GitHub2.
In all experiments, each prompt was conducted
in a new empty conversation to avoid unwanted
influence. To conduct a large number of prompts
with OpenAI’s ChatGPT3 web service, there were
certain obstacles to overcome. Since there was no
official API available at the time, prompts were

1OpenAI, https://openai.com/
2Project repository:

https://github.com/DLR-SC/JokeGPT-WASSA23
3ChatGPT user API at chat.openai.com/, Accessed:

January-March 2023 (detailed dates in the Appendix)
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Figure 2: Modification of top jokes to create joke detection conditions. Below each condition, the percentages of
samples are stated that were classified as joke (green), potentially funny (yellow), and not as a joke (red). In condition
(A) Minus Wordplay, the comic element, and, therefore, the pun itself, was removed. For condition (B) Minus
Topic, the joke-specific topic was additionally eliminated, e.g., by removing personifications. Condition (C) Minus
Structure keeps the validity of the joke intact but changes the typical q-a-structure to a single-sentence-sample.
From that, the comic element was additionally removed to create condition (D) Minus Wordplay.

entered with the help of a wrapper. The number
of permitted prompts per hour was limited to 74.
Moreover, ChatGPT was unavailable for longer
periods due to exceeded capacity.

In this work, we differentiate between originally
generated output, i.e., text composed by the model,
and replicated output, i.e., text that is memorized
from training data and played back by the system
in the exact wording. Modified output is a mix of
both, i.e., replicated text that is slightly altered, e.g.,
mixing the first half of one joke with the second
half of another. We classify a joke as valid if it is
funny from a human perspective. Accordingly, an
invalid joke might be grammatically correct and
even contain joke-like elements but fails to deliver
a punch line. Naturally, as humor is subjective,
these categories are always debatable. That being
said, the distinction is comparably evident for the
present examples, as we expound in the following
chapters.

3.1 Joke Generation

To test if there is a limited number of reoccurring
jokes, we analyze the deviation of output jokes. To
this end, we asked ChatGPT to provide a joke a
thousand times. We applied a predefined list of
ten differently worded prompts, such as "Can you
tell me a joke, please?" or "I would love to hear
a joke." The resulting observations are described
in Sec. 4.1. We identified 25 repeating top jokes,
which form the basis for the two subsequent tasks.

3.2 Joke Explanation

In the joke generation task, it was tested whether
ChatGPT is able to generate valid jokes. How-
ever, this task does not necessarily reflect the sys-
tem’s ability to understand humor, i.e., why the
joke might be funny from a human perspective. To
see to what extent the model captures these com-
plex inner workings of jokes, we asked ChatGPT
to explain each of the generated top 25 jokes. The
prompt was always "Can you explain why this joke
is funny: [joke]." The results from this second task
are presented in Sec. 4.2.

3.3 Joke Detection

In the first two tasks, we identified certain criteria
that (almost) all output joke samples had in com-
mon, i.e., structure, topic, and wordplay. These
criteria seemed to be central joke characteristics
for ChatGPT. To examine how close these cues
are connected to ChatGPT’s conception of humor,
we manually modified the top 25 jokes to elimi-
nate one or multiple of the three criteria, resulting
in four additional conditions for these jokes. We
asked the system to classify each sample with the
prompt "What kind of sentence is that: [sample]."
ChatGPT’s response would then either include a
categorization as a joke or not, as explained in
Sec. 4.3. The three defined joke characteristics
were defined as follows:

Structure: The generated jokes from Sec. 4.1
were in noteworthy similar semantic structure.
Despite one sample, all 1008 generated jokes
were in the same question-answer format.

327



Comic element: In jokes, there is usually a stylis-
tic element that creates comic momentum.
ChatGPT’s generated jokes exclusively con-
tained wordplay puns, e.g., the double mean-
ing of one word.

Topic Joke scenarios tend to be bizarre and not
close to reality. Not always, but often they
contain personifications of objects, i.e., pro-
tagonists can be computers or bananas.

To determine the impact of these characteristics
on the classification result, we compared the orig-
inal top 25 jokes to samples with one or multiple
of these characteristics removed. The considered
jokes were modified manually as described in Fig. 2
to create alternative samples that were semantically
as similar as possible. The comprehensive sets of
samples and their classification can be found in
the Appendix in Sec D. The sets were created as
follows.

In the first modification A, the wordplay was re-
moved from the joke (minus wordplay). To achieve
that, the term(s) that form(s) the center of the pun
were replaced by a wording with comparable pri-
mary meaning but without double meaning. As a
side effect, this step removes the comic element
and therefore destroys the pun. The joke would not
be perceived as funny from a human perspective.
If the jokes contained a joke-like topic, e.g., an
award-winning scarecrow, this was removed in a
second step (minus topic) by replacing it with an
everyday entity, e.g., a scientist, to achieve modifi-
cation B. In case the original sample did not contain
an unrealistic joke-specific topic, such as "Why did
the man put his money in the freezer?", it was in-
cluded in set B and not A. Thus, samples of the
set A contained a joke topic but no comic element
(N = 19), and samples of the set B included none
of both (N = 25).

Eliminating the question-answer format for mod-
ification C, i.e., minus structure, was straightfor-
wardly possible for all 25 original jokes (N = 25)
by rewriting it in the format "[sentence one] be-
cause [sentence two]." In this case, the pun re-
mained intact, and the joke was similarly funny.
The original topic remained unchanged. Then, the
comic element, i.e., the wordplay, was again re-
moved to form set D (N = 25).

4 Results

With this design at hand, let us now turn to our
empirical evidence gathered on joke generation,
explanation, and detection.

4.1 Joke Generation

To test how rich the variety of ChatGPT’s jokes is,
we asked it to tell a joke a thousand times. All
responses were grammatically correct. Almost
all outputs contained exactly one joke. Only the
prompt do you know any good jokes? provoked
multiple jokes, leading to 1008 responded jokes in
total. Besides that, the variation of prompts did
have any noticeable effect.

To extract the deviation of jokes in the set of re-
sponses, similar samples were grouped. Removing
direct duplicates reduced the number of individ-
ual samples to 348. Then, we removed opening
sentences, such as "How about this one" in the ex-
ample in Fig. 1, and minor formatting differences,
such as extra line breaks. This resulted in a list of
128 individual responses. Finally, some samples
could again be grouped together, such as in Ex.1.

Example 1. The following samples are no di-
rect duplicates, as the wording is slightly different.
However, they represent the same pun and are there-
fore grouped together.

(1.1) Why did the bicycle fall over?
Because it was two-tired.

(1.2) Why didn’t the bicycle stand up by itself?
Because it was two tired.

These steps resulted in a final list of 25 top fre-
quent jokes.

Top 25 Jokes. The final list of the top 25 jokes
covered 917 of 1008 samples and can be found
in the Appendix in Sec. B. Jokes are presented
together with their number of occurrences. These
are the five most frequent jokes:

T1. Why did the scarecrow win an award? Be-
cause he was outstanding in his field. (140)

T2. Why did the tomato turn red?
Because it saw the salad dressing. (122)

T3. Why was the math book sad?
Because it had too many problems. (121)

T4. Why don’t scientists trust atoms?
Because they make up everything. (119)
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T5. Why did the cookie go to the doctor?
Because it was feeling crumbly. (79)

The number of occurrences among these examples
varies largely. While the top four jokes occurred
over a hundred times each, the jokes T13 to T25
occurred less than 20 times. All 25 puns together
sum up to about 90% of the gathered puns, but the
top four examples alone make more than 50%. This
observation contradicts our initial hypothesis: In
the case of randomly picking from a predefined list,
we would expect the occurrence of samples to be
more equally distributed. Nevertheless, the small
number of repeating samples indicates a limited
versatility in ChatGPT’s response pattern.

All of the top 25 samples are existing jokes.
They are included in many different text sources,
e.g., they can immediately be found in the exact
same wording in an ordinary internet search. There-
fore, these examples cannot be considered original
creations of ChatGPT.

Of 1008 samples, 909 were identical to one
of the top 25 jokes. The remaining 99 samples,
however, did not necessarily contain new content.
About half of them were again modifications of
the top jokes, as illustrated by the examples Ex. 2,
Ex. 3, and Ex. 4. While some of the modified
puns still made sense and mostly just replaced parts
of the original joke with semantically similar ele-
ments, others lost their conclusiveness. Thus, al-
though the top 25 joke samples rather appear to be
replicated than originally generated, there seems to
be original content in the remaining samples.

Example 2. Item 2.1 is the famous chicken joke -
a so-called anti-joke: It creates expectations with
its joke-typical build-up but omits the reliving
punch line. Besides that original joke, many vari-
ations exist with the chicken in another situation
but a similar-sounding anti-pun. Item 2.2 is such
a variation and is even more represented in the
set of generated samples than in the original joke.
Items 2.3, 2.4, and 2.5 are not covered by the top
25 jokes and can be considered modifications by
ChatGPT, e.g., by replacing "chicken" in Item 2.2
with a semantically similar concept, i.e., "duck," to
create Item 2.5.

(2.1) Why did the chicken cross the road?
To get to the other side. (7)

(2.2) Why did the chicken cross the playground?
To get to the other slide. (33)

(2.3) Why did the duck cross the road?
To get to the other pond. (2)

(2.4) Why did the chicken wear a tuxedo?
Because it was a formal occasion. (1)

(2.5) Why did the duck cross the playground?
To get to the other slide. (1)

For anti-jokes, it is especially hard to tell whether
a sample is valid, as they do not compute in the
classical sense. Yet, it is safe to say that the first
two items are already existing jokes, and the latter
ones are rather rare or even generated by ChatGPT.

Example 3. While it is debatable whether we
observe that behavior in Ex. 1, Ex 2. clearly il-
lustrates how ChatGPT mixes up elements from
different valid jokes and, by that means, creates
new samples. Item 3.1 is one of the top 25 jokes.
The Items 3.2 and 3.3 were in the remaining 99
not-grouped jokes.

(3.1) Why did the man put his money in the
freezer? He wanted cold hard cash. (13)

(3.2) Why did the man put his watch in the
blender? He wanted to make time fly. (2)

(3.3) Why did the man put his money in the
blender? He wanted to make time fly. (2)

Item 3.1 and Item 3.2 are valid replicated jokes,
and Item 3.3 is an invalid combination of those.

Example 4. One of the most frequent jokes in
the output list is the math book pun, Item 4.1.
There were numerous valid modifications of that
joke with minor grammatical variations, such as
Item 4.2. It remains unclear whether all variations
are replicated from training data sources or only
item 4.1 and the others were modifications by Chat-
GPT. In Item 4.3, the "math book" is replaced by
a "physics book." This change is unnecessary and
dulls the punch line, but the joke is still valid, as
also physics books are concerned with mathemati-
cal problems. Item 4.4, in contrast, rather appears
as an insult than a joke. There is no wordplay in-
cluded. ChatGPT exceeds the joke template and
generates an invalid output.

(4.1) Why was the math book sad?
Because it had too many problems. (92)

(4.2) Why did the math book look so mad?
Because it had too many problems. (9)

(4.3) Why was the physics book sad?
Because it had so many problems. (1)
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(4.4) Why was the physics book sad? Because it
had so many formulas to memorize and so
few friends to share them with. (3)

The examples Ex. 1 to Ex. 4 illustrate how Chat-
GPT starts from replicated joke examples and mod-
ifies them to original but rather invalid responses. If
a user openly asks for a pun, most responses consist
of replicated puns, and comparably few examples
are modified jokes or original content. However,
the modification of existing jokes can be forced
to happen, e.g., by specifying the prompt. The
following examples, Ex. 5, Ex. 6, and Ex. 7, addi-
tionally illustrate how ChatGPT is able to deploy
the learned joke structure to create original content.
These examples were not part of the initial 1008
samples but were created manually to illustrate that
behavior.

Example 5. ChatGPT is able to fit different sce-
narios in the question-answer joke template.

P: Can you tell me a joke about cats?

(5.1) Why did the cat put his paw in the air?
Because he wanted to catch a snowflake!

The scenario of a cat catching a snowflake is a
realistic picture. The joke structure is similar to the
reproduced puns. Nevertheless, the joke is missing
its comic element and would most likely not work
as a joke in a real conversation.

Example 6. In some cases, ChatGPT’s modifica-
tions can work quite well.

P: Tell me a joke about physics students!

(6.1) Why did the physics student break up with
their lab partner? There was no chemistry!

ChatGPT’s output is most likely based on another
existing joke that comes with the question: "Why
did the physics teacher break up with the biology
teacher?". Although the punch line in Item 6.1 is
not as sharp as in the original joke, it still holds the
wordplay and is partly valid as a joke.

Example 7. ChatGPT can adapt to a wide vari-
ety of specific contexts, such as the field of ML.
However, the further away the content is from the
known jokes, the more likely it seems to lack any
comic element.

P: Tell me a joke about machine learning!

(7.1) Why did the machine learning algorithm
cross the road? To get to the other side of
the training data set!

In Item 7.1, we observe how highly specific vocab-
ulary is integrated into the previously seen chicken
pun format. Repeating the same prompt yielded
different outputs, which are all in the same textual
structure, but with different content.

(7.2) Why was the machine learning algorithm
always so pessimistic? Because it had a
negative bias!

(7.3) Why did the neural network go to therapy?
Because it was suffering from overfitting!

The samples are quite reasonable in terms of con-
tent, as, for instance, biases in ML systems. On top
of that, they even contain basic implementations of
wordplays, e.g., the double meaning of suffering in
the context of disorders and in the context of ma-
chine learning overfitting. Nevertheless, the puns
lack the last nuances to constitute an actually valid
joke.

4.2 Joke Explanation

We asked ChatGPT to explain each of the 25 top
jokes, which mostly resulted in a valid explanation.
Wordplays and double meanings were identified
and pointed out correctly, such as in Ex. 8.

Example 8. ChatGPT correctly names the dou-
ble meaning of the term "problems" as the comic
element of the pun and explains both meanings.

P: Can you explain why this joke is funny:
Why was the math book sad? Because it had
too many problems.

(8.1) This joke is funny because it’s a play on
words. The word "problems" is being used
in two different ways: as a mathematical
term (referring to mathematical exercises)
and as an idiomatic expression (referring to
difficulties or challenges in life). [...]

For 23 of 25 valid jokes, the explanations were
accurate and reasonable. ChatGPT did not only
explain direct but also acoustic double meanings
correctly, such as "too tired" and "two-tired" or
"peeling" and "feeling." A special case is the ex-
planation of the chicken-anti-joke and its modifica-
tions that were already discussed in Ex. 2.
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Example 9. The chicken joke is a famous anti-
joke. This common knowledge is reflected in the
model and the joke, therefore, explained correctly.

P: Can you explain why this joke is funny:
Why did the chicken cross the road? To get
to the other side.

(9.1) The humor in this joke lies in the unexpected
and straightforward punchline. When some-
one hears the setup of the joke, they are likely
expecting a clever or surprising answer to
why the chicken crossed the road. However,
the punchline is just a simple and obvious
explanation - the chicken crossed the road
to get to the other side.
The joke is an example of an "anti-joke," a
type of joke that intentionally avoids a typ-
ical punchline and instead delivers a mun-
dane or literal answer. In this case, the an-
swer is so obvious that it’s unexpected and
therefore amusing to many people.

Example 10. However, for the similarly popular
variations of the chicken joke, ChatGPT fails to
recognize this connection. It only focuses on the
content of the given sample and creates an abstruse
explanation:

P: Can you explain why this joke is funny:
Why did the chicken cross the playground?
To get to the other slide.

(10.1) The joke is a play on words, using the dou-
ble meaning of the word "slide". In a play-
ground, there are often two types of slides
- a playground slide that children can slide
down and a baseball slide, which is a sliding
technique used in baseball. [...]

This example illustrates how ChatGPT tries to ap-
ply an approved scheme of reasoning to a situation
where it is not suitable.

Example 11. ChatGPT does not only come up
with a convincing explanation for valid jokes but
as well for invalid ones. This sample was one of
the few outputs among the generated 1008 jokes
from Sec. 4.1 that were considered invalid. It only
occurred once.

P Can you explain why this joke is funny:
Why did the cookie go to the gym?
To get a-cookie-dized.

(11.1) The joke is a play on words. "To get "a-
cookie-dized" is a pun on the phrase "to
get categorized", with "cookie" being substi-
tuted for "categorized." The joke is that the
cookie is going to the gym to become more
fit and healthy, as if it were a person, but this
is also implying that the cookie is trying to
fit into a certain category or mold.

The joke itself is hard to understand, and the expla-
nation even harder. ChatGPT’s explanation does
not reveal any humorous elements. The highlighted
wordplay makes no sense from a human perspec-
tive. The system seems unable to contradict that
this is not a funny joke or to admit that it cannot
identify any pun. Instead, it creates a fictional but
convincing-sounding explanation. Further exam-
ples can be found in the Appendix in Sec. C.

4.3 Joke Detection

The results of Sec. 4.2 indicate that ChatGPT will
most likely not object if a presented sample is not
valid, leading to the question of whether the system
is even able to differentiate jokes from not-funny
but joke-like samples. Therefore, we built five
different conditions (see Fig. 2) of each joke, in-
cluding the valid jokes themselves, and asked the
system to classify each sample.

ChatGPT’s responses were diverse and con-
tained specifics regarding sentence structure or
stylistic elements. In terms of joke classification,
however, three categories of responses stood out:

• [P] Joke: The sample is immediately and ex-
plicitly recognized as a joke or a pun.

• [H] Potentially funny: The humorous poten-
tial of the sentence is mentioned secondary.

• [N] No Joke: The sample is neither classified
as a joke or pun, nor is its comic potential
mentioned in the response.

Fig. 2 illustrates the modification steps and the
overall results of this task. A more detailed de-
scription of the categories, as well as all considered
modifications and their classification, are given in
the Appendix in Sec. D.

All original 25 jokes were clearly classified as a
joke. This is not much surprising since each of the
presented samples was output by ChatGPT as an ex-
emplary joke in an earlier task. However, it serves
as an affirmation of the validity of this task and of
ChatGPT’s confidence in reasoning. Two of the
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modification sets, namely modification A and mod-
ification C, show mixed classifications. These are
the two conditions where one of the three charac-
teristics was removed, and the other two remained
unchanged. In both cases, the classifications of
jokes are relatively equally divided into jokes and
no jokes, with a slight tendency to the latter. Only
a few samples were categorized as potentially hu-
morous. For the remaining modification sets, i.e.,
set B and set D, each with two characteristics re-
moved, all included samples were classified as no
joke. None of the 25 samples per set was classified
as joke or potentially humorous.

Thus, one single joke characteristic alone is not
sufficient for ChatGPT to classify a sample as a
joke. This applies to both a joke-typical struc-
ture and a joke-typical topic. In the case of two
joke characteristics, the classification results were
mixed, and all samples with three joke characteris-
tics were classified as a joke.

5 Discussion

We aimed to understand ChatGPT’s ability to cap-
ture and reflect humor. The results from three
prompt-based tasks show implications regarding
the system’s inner workings.

Joke Generation. More than 90% of the gen-
erated samples were the same 25 jokes. This re-
currence supports the initial impression that jokes
are not originally generated. Presumably, the most
frequent instances are explicitly learned and mem-
orized from the model training, e.g., in the RLHF
step that substantially contributes to ChatGPT’s
revolutionary capabilities. If and to what extent a
generated output is reproduced from training data
is a non-trivial question. If we get the opportunity
to access further training details, we will test that
subsequent hypothesis.

Nevertheless, we also observed jokes that were
modified or generated by ChatGPT. This and the un-
even distribution of output samples do not support
the initial hypothesis of hard-coded jokes. Chat-
GPT generalizes characteristics of the learned top
jokes, e.g., semantic format and wordplay puns,
and can squeeze new topics into the known pat-
tern. Although these are valid joke characteristics,
it is quite a one-sided conception of jokes and even
more of humor in general. Thus, ChatGPT under-
stands this specific kind of joke quite well but fails
to reflect a larger spectrum of humor.

Joke Explanation. The model is able to grasp
and explain stylistic elements, such as personifica-
tions and wordplays, impressively well. Yet, there
are obvious limitations: ChatGPT struggles to ex-
plain sequences that do not fit into the learned pat-
terns. Further, it will not indicate when something
is not funny or that it lacks a valid explanation.
Instead, it comes up with a fictional but convincing-
sounding explanation, which is a known issue with
ChatGPT.

Joke Detection. We identified three main
characteristics that generated jokes had in com-
mon, i.e., structure, wordplay, and topic. The
presence of a single joke-characteristic, e.g., the
question-answer template, is not sufficient for a
sample to be wrongly classified as a joke. The
fact that ChatGPT was not misled by such surface
characteristics shows that there is indeed a certain
understanding of humorous elements of jokes.
With more joke characteristics, a sample is more
likely to be classified as a joke.

Although ChatGPT’s jokes are not newly gener-
ated, this does not necessarily take away from the
system’s capabilities. Even we humans do not in-
vent new jokes on the fly but mostly tell previously
heard and memorized puns. However, whether an
artificial agent is able to understand what it learned
is an exceptionally tough question and partly rather
philosophical than technical.

In the present experiments, all prompts were
posted in an empty, refreshed chat to avoid un-
controlled priming. But, clearly, context plays an
important role in the perception of humor. Chat-
GPT is able to capture contextual information and
adjust its responses accordingly to the preceding
course of conversation. This is an intriguing ca-
pacity, which we would like to include in future
investigations.

6 Conclusion

We test ChatGPT’s ability to recognize and reflect
human humor. The model is able to correctly iden-
tify, reproduce, and explain puns that fit into the
learned pattern, but it fails to meet puns of other
kinds, resulting in a limited reflection of humor.
Also, it cannot yet confidently create intentionally
funny original content.

The observations of this study illustrate how
ChatGPT rather learned a specific joke pattern in-
stead of being able to be actually funny. Never-
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theless, in the generation, the explanation, and the
identification of jokes, ChatGPT’s focus bears on
content and meaning and not so much on superficial
characteristics. These qualities can be exploited to
boost computational humor applications. In com-
parison to previous LLMs, this can be considered
a huge leap toward a general understanding of hu-
mor.

We plan to conduct similar tasks on newly re-
leased GPT4 models [11] and on equivalent open
source models, such as LLaMa [20] and GPT-
NeoX [1], to compare their capabilities regarding
joke generation and understanding.

Limitations

The present study comes with two major limita-
tions. First, humor is highly subjective, and a
valid and reliable evaluation is hard. Things can
be perceived as funny for very different reasons -
even for being particularly not funny, such as anti-
jokes. Thus, when ChatGPT generates an odd joke
about ML, one could even argue that ChatGPT has
a sense of humor that is just different from ours.
Also, humor is diverse in reality. The present in-
vestigation focuses on one specific form of humor,
namely standalone jokes. There are more manifes-
tations to consider, which would require a much
more complex experimental setup.

Second, we cannot confidently trace back the
outcome of the system or map it to specific input
data. This is challenging for large data-driven mod-
els in general, but especially in this case, where
we neither have access to the model itself nor to
any training data or to the exemplary samples from
RLHF. This prompt-based investigation creates a
good intuition for the opportunities and limitations
of ChatGPT. However, our observations and con-
clusions are solely based on system outputs. Fur-
ther insights are needed to truly understand those
relations.

Ethics Statement

ChatGPT has achieved massive public attention
and societal impact, as people use the tool for all
different kinds of tasks. This impact comes with a
huge responsibility and risks, such as discriminat-
ing biases or spreading misinformation.

However, the system fails to meet the require-
ments of open science, as data, training details, and
model characteristics are kept private. We, there-
fore, consider our work an important contribution

to understanding ChatGPT’s capabilities and objec-
tively highlight its potential and limitations.
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A Access Dates

Models such as ChatGPT are constantly approved
and changed. Thus, observations made on one day
are not necessarily similarly valid on another day.
Therefore, we list the dates of experimental access
as precisely as possible in the following. All dates
are in 2023.

Joke Generation: 22. - 31. January
Joke Explanation: 03. - 13. February
Joke Detection: 23. February - 01. March

B Joke Generation - Top 25 Jokes

The majority of generated samples were the same
25 puns, which are presented in the following as
T1 - T25 together with each number of occurrence:

T1. Why did the scarecrow win an award?
Because he was outstanding in his field. (140)

T2. Why did the tomato turn red?
Because it saw the salad dressing. (122)

T3. Why was the math book sad?
Because it had too many problems. (121)

T4. Why don’t scientists trust atoms?
Because they make up everything. (119)

T5. Why did the cookie go to the doctor?
Because it was feeling crumbly. (79)

T6. Why couldn’t the bicycle stand up by itself?
Because it was two-tired. (52)

T7. Why did the frog call his insurance company?
He had a jump in his car. (36)

T8. Why did the chicken cross the playground?
To get to the other slide. (33)

T9. Why was the computer cold?
Because it left its Windows open. (23)

T10. Why did the hipster burn his tongue?
He drank his coffee before it was cool. (21)

T11. Why don’t oysters give to charity?
Because they’re shellfish. (21)

T12. Why did the computer go to the doctor?
Because it had a virus. (20)

T13. Why did the banana go to the doctor?
Because it wasn’t peeling well. (19)

T14. Why did the coffee file a police report?
Because it got mugged. (18)

T15. Why did the golfer bring two pairs of pants?
In case he got a hole in one. (13)

T16. Why did the man put his money in the freezer?
He wanted cold hard cash. (13)

T17. Why don’t seagulls fly over the bay?
Because then they’d be bagels. (13)

T18. Why did the chicken go to the seance?
To talk to the other side. (11)

T19. Why was the belt sent to jail?
Because it held up a pair of pants. (11)

T20. Why did the chicken cross the road?
To get to the other side. (7)

T21. Why did the computer go to the doctor?
Because it had a byte. (6)

T22. Why did the cow go to outer space?
To see the moooon. (6)

T23. Why did the man put his money in the blender?
He wanted to make liquid assets. (6)

T24. Why don’t skeletons fight each other?
They don’t have the guts. (5)

T25. What do you call an alligator in a vest?
An investigator. (5)

C Joke Explanation

In this task, ChatGPT was asked to explain each of
the top 25 generated jokes. The prompt for each
joke is "Can you explain why this joke is funny:
[joke]." This prompt is not noted for each joke in
the following, as it is redundant. ChatGPT’s re-
sponses are complete. Only the formatting of texts
might be changed in favor of the paper structure.

The majority, i.e., 23 of 25 generated explana-
tions, were valid. Only the explanations E8, which
is discussed in Ex. 9.1 in Sec. 4.2, and E16 are not
accurate. A selection of exemplary explanations is
presented in this section. The explanation numbers
match the number in the top joke list in Sec. B. The
Explanations E3, E8, and E20 are discussed in the
main paper. The comprehensive list of explanations
is provided in the project repository4.

E2. Why did the tomato turn red? Because it
saw the salad dressing. The joke is based on a
pun or wordplay. When a tomato ripens, it turns
from green to red. The question "Why did the
tomato turn red?" sets up an expectation that there
will be a logical reason, such as exposure to sun-
light or reaching maturity. However, the punchline
"Because it saw the salad dressing" is unexpected

4will be added after the anonymity period ends.
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and humorous because it is a play on words. The
word "dressing" has a double meaning here; it can
refer to the salad dressing (a condiment typically
used on salads) or the act of dressing up or looking
nice. So the joke is implying that the tomato saw
the dressing (meaning the nice-looking salad) and
got embarrassed, blushing and turning red.

Overall, the joke is a lighthearted play on words
that relies on the listener’s understanding of the
multiple meanings of the word "dressing" to create
a humorous surprise.

E3. Why was the math book sad? Because it had
too many problems. This joke is a play on words,
specifically on the word "problems." In mathemat-
ics, a "problem" typically refers to a question or
exercise that requires a solution, whereas in every-
day language, "problems" can refer to difficulties
or challenges. In the joke, the math book is said to
be "sad" because it has too many "problems."

While the word "problems" in this context could
refer to the mathematical exercises in the book, the
joke also suggests that the book is sad because
it has too many difficulties or challenges to deal
with. The double meaning of "problems" is what
makes the joke humorous. Additionally, the idea of
a book having emotions like sadness is personifi-
cation, which is another common element of jokes.
The unexpected pairing of a book and emotions can
also contribute to the humor of the joke.

E6. Why couldn’t the bicycle stand up by itself?
Because it was two-tired. The joke is a play on
words, specifically on the word "tired." In the con-
text of the joke, "two-tired" sounds like "too tired,"
which means being exhausted or lacking energy.
However, the actual meaning of "two-tired" in the
joke is that the bicycle has two tires instead of a
stand or kickstand to support it.

So, the punchline is unexpected because it uses
a homophone (a word that sounds the same but has
a different meaning) to create a double meaning
in the sentence. This incongruity between what we
expect to hear and what is actually said is what
makes the joke humorous.

E8. Why did the chicken cross the playground?
To get to the other slide. The joke is a play
on words, using the double meaning of the word
"slide". In a playground, there are often two types
of slides - a playground slide that children can
slide down and a baseball slide, which is a sliding
technique used in baseball. The joke sets up the

expectation that the chicken is crossing the play-
ground to get to the other side, which is a common
setup for a joke. However, the punchline surprises
the listener by using the word "slide" in a differ-
ent way, revealing that the chicken actually wants
to use the playground slide. The unexpected twist
on a familiar joke structure, along with the clever
wordplay, makes the joke humorous.

E16. Why did the man put his money in the
freezer? He wanted cold hard cash. This joke
is funny because it plays with the multiple meanings
of the phrase "cold hard cash."

Literally, "cold hard cash" refers to physical
currency that is cold to the touch and difficult to
bend or manipulate, as opposed to checks or digital
payments. However, in this joke, the phrase takes
on a figurative meaning as well, suggesting that the
man wanted his money to be "cold" or safe from
theft, and "hard" or difficult for anyone to access.

By placing his money in the freezer, the man
achieves both meanings of "cold hard cash" in a
humorous way. The pun on the phrase is unex-
pected and clever, making the joke amusing.

E20. Why did the chicken cross the road? To
get to the other side. The humor in this joke lies
in the unexpected and straightforward punchline.
When someone hears the setup of the joke, they are
likely expecting a clever or surprising answer to
why the chicken crossed the road. However, the
punchline is just a simple and obvious explanation
- the chicken crossed the road to get to the other
side.

The joke is an example of an "anti-joke," a type
of joke that intentionally avoids a typical punchline
and instead delivers a mundane or literal answer.
In this case, the answer is so obvious that it’s unex-
pected and therefore amusing to many people.

E22. Why did the cow go to outer space? To see
the moooon. This joke is a play on words and
relies on the similarity in sound between "moo"
(the sound a cow makes) and "moon" (the natural
satellite that orbits the Earth). The punchline, "to
see the moooon," is humorous because it combines
the idea of a cow going to outer space with a pun
that emphasizes the word "moon" in a way that
references the cow’s vocalization.

Additionally, the joke is also amusing because it
presents a nonsensical scenario of a cow traveling
to outer space, which is unexpected and somewhat
absurd. The humor comes from the surprise and
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playfulness of the wordplay and the unexpectedness
of the punchline.

D Joke Detection

In the joke detection task, ChatGPT was openly
asked to categorize different samples. The sam-
ples were in one of five conditions: The original
joke, (A) with removed wordplay, (B) with a re-
moved topic (which entails removed wordplay), (C)
removed structure, and (D) removed structure &
wordplay. In set C, the joke is still valid, as only the
sentence structure but no component of the comic
element is modified. All other modifications result
in "unfunny" variations of the original joke. Thus,
from a human perspective, the original jokes, as
well as samples from set C, would probably be cat-
egorized as jokes, and samples from sets A, B, and
D not.

All modifications that are considered in this in-
vestigation are listed in the remainder of this chap-
ter, together with their classification. The original
jokes are classified as a joke without exception and
can be found in Sec. B. An overview of sample sets
and results is displayed in Tab. 1.

The input prompt for each sample was "What
kind of sentence is that: [sample]." ChatGPT’s re-
sponses were diverse and could contain individual
explanations of sentence structure or stylistic el-
ements. In terms of joke classification, however,
responses could be grouped into three categories:
Joke or pun, potentially humorous, and no joke.
These classes are defined as follows.

[P] Joke/ Pun ChatGPT immediately classifies
the sample as a joke or pun with a statement like
The sentence "[...]" is a joke or a play on words. It
is a type of humor known as a "pun.". The response
might contain information about the semantic struc-
ture, like It is a question-and-answer format, where
the question sets up the joke and the answer deliv-
ers the punchline. In some cases, an explanation
of the comic workings is also delivered, as in The
sentence is a joke or a pun, which is a form of
wordplay that exploits multiple meanings of a term,
or of similar-sounding words, for humorous effect.
In this case, the word "[...]" is used in two ways:
first, [...]; and second, [...], which creates a play
on words. Either way, the response clearly states
the sample to be a joke or a pun, or both.

[H] Potentially Humorous In some responses,
ChatGPT only mentions the humorous potential of

the input statement secondary. It does not immedi-
ately label the sample to be a joke or pun, e.g., The
sentence "[...]" is a declarative sentence. It makes
a statement or expresses a fact. In this case, the
sentence describes an action taken by a chicken,
which is unusual and may be intended to be hu-
morous or absurd. In some cases, the focus is
on stylistic elements, such as in The sentence is a
personification, where an inanimate object is given
human-like qualities and actions. [...], which are
actions typically associated with humans.

[N] No Joke ChatGPT does neither classify the
sample as a joke or pun nor mention the comic
potential of the input sentence. In this context, "no
joke" does not mean that the sample is explicitly
stated to be not a joke, but no similar quality is
mentioned at all. Instead, the response focuses
on grammatical structures or similar. Exemplary
responses for this category are The sentence "..."
is a declarative sentence. It presents a statement
or a fact and ends with a period or The sentence
"[...]" is a dialogue or a conversation between two
people where one person is asking a question and
the other person is answering it.

D.1 Modification A - Minus Wordplay

To create these samples, the wordplay was removed
from each original joke by minimally altering the
wording. This modification also eliminates the
comic element of jokes, which is they would most
likely not be perceived as funny by humans.

[N] Why did the scarecrow win an award?
Because he did very good work.

[N] Why did the tomato turn red?
Because it had a lot sun recently.

[P] Why was the math book sad?
Because it was a rainy day.

[P] Why don’t scientists trust atoms?
Because they tend to lie.

[P] Why did the cookie go to the doctor?
Because it was feeling unwell.

[P] Why couldn’t the bicycle stand up by itself?
Because it didn’t have racks.

[H] Why did the frog call his insurance company?
He had a scratch in his car.

[N] Why was the computer cold?
Because the heater was broken.
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Included Characteristics Classification
Condition N wordplay structure topic [P] [H] [N]

Original 25 ✓ ✓ ✓ 25 0 0
Mod A 19 ✗ ✓ ✓ 8 1 10
Mod B 25 ✗ ✓ ✗ 0 0 25
Mod C 25 ✓ ✗ ✓ 9 4 12
Mod D 25 ✗ ✗ ✓ 0 0 25

Table 1: Classification results of the joke detection task: Condition is either the original sample, i.e., one of the top 25
jokes, or one of four modifications. Included characteristics illustrates which of the three identified characteristics
are included. N is the number of samples per condition. The classification is either [P] joke, [H] potentially funny,
or [N] no joke.

[N] Why did the hipster burn his tongue?
He drank hot coffee.

[N] Why don’t oysters give to charity?
Because they have no money.

[N] Why did the computer go to the doctor?
Because it was sick.

[P] Why did the banana go to the doctor?
Because it was sick.

[P] Why did the coffee file a police report?
Because it got robbed.

[N] Why did the golfer bring two pairs of pants?
In case one gets damaged.

[N] Why don’t seagulls fly over the bay?
Because they are mostly living in ports.

[N] Why was the belt sent to jail?
Because it stole in a store.

[P] Why did the computer go to the doctor?
Because it had a headache.

[P] Why did the chicken go to outer space?
To see the moon.

[N] Why don’t skeletons fight each other?
They are dead already.

D.2 Modification B - Minus Topic

To create the samples of this condition, the joke-
typical and potentially humorous topic was re-
moved from the jokes. For instance, in the case
of personification, i.e., if the protagonist of the
original joke was an object, such as a tomato or
a computer, it was replaced by a natural, human
protagonist, such as a teacher or a scientist. The typ-
ical question-answer format remained unchanged.
However, just as in Modification A, the actual pun
gets lost.

[N] Why did the scientist win an award?
Because he did very good work.

[N] Why did the man turn red?
Because he saw the neighbour dressing.

[N] Why was the child sad?
Because it had many problems.

[N] Why don’t scientists trust journalists?
Because they make up everything.

[N] Why did the woman go to the doctor? Because
she was feeling crumbly.

[N] Why couldn’t the man stand up by himself?
Because he was drunk.

[N] Why did the driver call his insurance com-
pany?
He had a jump in his car.

[N] Why did the kid cross the playground?
To get to the other slide.

[N] Why was the student cold?
Because it was winter.

[N] Why did the coworker burn his tongue?
He drank his coffee too hot.

[N] Why don’t millionaires give to charity?
Because they’re selfish.

[N] Why did the man go to the doctor?
Because he had a virus.

[N] Why did the teacher go to the doctor?
Because he wasn’t feeling well

[N] Why did the driver file a police report?
Because it got robbed.

[N] Why did the athlete bring two pairs of pants?
In case one gets dirty.

[N] Why did the man put his money in the freezer?
To hide it from intruders.
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[N] Why don’t pigeon fly over the bay?
Because they mostly live in cities.

[N] Why did the daughter go to the seance?
To talk to her mother.

[N] Why was the cashier sent to jail?
Because she held up a dress.

[N] Why did the man cross the road?
To get to the other side.

[N] Why did the man go to the doctor?
Because it had a bite.

[N] Why did the astronaut go to outer space?
To see the moon.

[N] Why did the man put bananas in the blender?
He wanted to make a smoothie.

[N] Why don’t schoolboys fight each other?
They don’t have the guts.

[N] What do you call a man in a vest? A vest
wearer.

D.3 Modification C - Minus Structure

In these samples, only the sentence structure of
the original jokes was altered in order to eliminate
the prominent question-answer structure. Thus, the
actual pun remained intact, and the joke topic was
unchanged.

[P] The scarecrow won an award because he was
outstanding in his field.

[N] The tomato turned red because it saw the
salad dressing.

[N] The math book was sad because it had too
many problems.

[P] Scientists don’t trust atoms because they make
up everything.

[N] The cookie went to the doctor because it was
feeling crumbly.

[P] The bicycle couldn’t stand up by itself because
it was two-tired.

[P] The frog called his insurance company be-
cause he had a jump in his car.

[N] The chicken crossed the playground to get to
the other slide.

[N] The computer was cold because it left its Win-
dows open.

[N] The hipster burned his tongue because he
drank his coffee before it was cool.

[P] Oysters don’t give to charity because they’re
shellfish.

[N] The computer went to the doctor because it
had a virus.

[N] The banana went to the doctor because it
wasn’t peeling well.

[H] The coffee filed a police report because it got
mugged.

[N] The golfer brings two pairs of pants in case
he got a hole in one.

[N] The man put his money in the freezer because
he wanted cold hard cash.

[H] Seagulls don’t fly over the bay because then
they’d be bagels.

[H] The chicken went to the seance to talk to the
other side.

[H] The belt was sent to jail because it held up a
pair of pants.

[N] The chicken crossed the road to get to the
other side.

[P] The computer went to the doctor because it
had a byte.

[N] The cow went to outer space to see the
moooon.

[P] The man put his money in the blender because
he wanted to make liquid assets.

[P] Skeletons don’t fight each other because they
don’t have the guts.

[P] An alligator in a vest is called an investigator.

D.4 Modification D - Minus Wordplay 2

Samples of this condition are again modifications
from sample set D. Additionally to altering the sen-
tence structure, the wordplay was removed, such
as in Set A. This resulted in potentially unfunny,
one-line statements.

[N] The scientist won an award because she did
good work.

[N] The man turned red because he saw his neigh-
bour dressing.

[N] The child was sad because it was raining out-
side.

[N] Scientists don’t trust journalists because they
tend to lie.

339



[N] The teacher went to the doctor because he was
ill.

[N] The man couldn’t stand up by himself because
he was drunk.

[N] The driver called his insurance company be-
cause he had a scratch in his car.

[N] The child crossed the playground to get to the
other slide.

[N] The student was cold because the heater was
broken.

[N] The coworker burned his tongue because he
drank hot coffee.

[N] Millionaires don’t give to charity because they
are selfish.

[N] The woman went to the doctor because she
was sick.

[N] The chef went to the doctor because he was
sick.

[N] The driver filed a police report because she
got robbed.

[N] The athlete brings two pairs of pants in case
one gets damaged.

[N] The man put his money in the freezer to hide
it from thieves.

[N] Pigeons don’t fly over the bay because they
are mostly living in cities.

[N] The daughter went to the seance to talk to the
other side.

[N] The cashier was sent to jail because she held
up a dress.

[N] The man crossed the road to get to the other
side.

[N] The man went to the doctor because he had a
bite.

[N] The astronaut went to outer space to see the
moon.

[N] The man put his bananas in the blender be-
cause he wanted to make a smoothie.

[N] Schoolboys don’t fight each other because
they don’t have the guts.

[N] A man in a vest is called a vest wearer.
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