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Introduction

Linguistic annotation of natural language corpora is the backbone of supervised methods of statistical
natural language processing. The Linguistic Annotation Workshop (LAW) is the annual workshop of
the ACL Special Interest Group on Annotation (SIGANN), and it provides a forum for the presentation
and discussion of innovative research on all aspects of linguistic annotation, including the creation and
evaluation of annotation schemes, methods for automatic and manual annotation, use and evaluation of
annotation software and frameworks, representation of linguistic data and annotations, semi-supervised
“human in the loop” methods of annotation, crowd-sourcing approaches, and more. As in the past, this
year’s LAW provides a forum for annotation researchers to work towards standardization, best practi-
ces, and interoperability of annotation information and software. These proceedings include papers that
were presented at the 17th Linguistic Annotation Workshop (LAW-XVII), co-located with ACL 2023 in
Toronto, Canada, on July 13, 2023.

This edition of the workshop is the seventeenth meeting of the ACL Special Interest Group for Annota-
tion. The first workshop took place in 2007 at the ACL in Prague. Since then, the LAW has been held
every year, consistently drawing substantial participation (both in terms of paper/poster submissions and
participation in the actual workshop) providing evidence that the LAW’s overall focus continues to be an
important area of interest in the field, a substantial part of which relies on supervised learning from gold
standard data sets. This year, we received 51 submissions, out of which 26 papers have been accepted
to be presented at the workshop. In addition, 9 papers accepted to the Findings of ACL 2023 have been
invited to be presented at the LAW.

The papers presented at LAW-XVII cover phenomena in a diverse range of 23 languages: Ancient Greek,
English, Turkish, German, Czech, Spanish, Bengali, Italian, Hungarian, French, Chinese, Arapaho, Ara-
bic, Gujarati, Hebrew, Hausa, Hindi, Indonesian, Javanese, Kannada, Sundanese, Swahili, and Yoruba.

The special theme of LAW-XVII is Ethics and Annotation. The workshop includes a discussion session
about various aspects of ethics related to annotation work, e.g., the treatment of annotators, psychological
health of annotators, bias, ethics in crowd-sourcing annotation scenarios, or annotation of information
regarding ethics in text. LAW-XVII also features invited talks by Emily Bender (University of Washing-
ton, USA), Anne Lauscher (University of Hamburg, Germany), and Lilian Wanzare (Maseno University,
Kenya).

Our thanks go to SIGANN, our organizing committee, for their continuing organization of the LAW
workshops, and to the ACL 2023 workshop chairs, Eduardo Blanco, Yang Feng, and Annie Louis, for
their support. Most of all, we would like to thank all the authors for submitting their papers to the work-
shop and our program committee members for their dedication and their extremely thoughtful reviews.

The LAW-XVII Program Co-Chairs:
Jakob Prange and Annemarie Friedrich
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Medieval Social Media: Manual and Automatic Annotation of
Byzantine Greek Marginal Writing

Colin Swaelens?!, Ilse De Vos? and Els Lefever!
1 LT3, Language and Translation Technology Team
Department of Translation, Interpreting and Communication
2 Department of Linguistics Ghent University, 9000 Ghent, Belgium
{colin.swaelens, i.devos, els.lefever } @ugent.be

Abstract

In this paper, we present the interim results
of a transformer-based annotation pipeline
for Ancient and Medieval Greek. As the
texts in the Database of Byzantine Book
Epigrams have not been normalised, they
pose more challenges for manual and au-
tomatic annotation than Ancient Greek,
normalised texts do. As a result, the exist-
ing annotation tools perform poorly. We
compiled three data sets for the develop-
ment of an automatic annotation tool and
carried out an inter-annotator agreement
study, with a promising agreement score.
The experimental results show that our
part-of-speech tagger yields accuracy scores
that are almost 50 percentage points higher
than the widely used rule-based system
Morpheus. In addition, error analysis re-
vealed problems related to phenomena also
occurring in current social media language.

1 Introduction

Despite the nonexistence of the world wide
web in the Middle Ages, Byzantine book epi-
grams bear some resemblance to current social
media, such as Twitter.! Just like a tweet, a
book epigram is usually a rather short, per-
sonal statement of an author, who expresses
themselves on their daily occupation, i.e. copy-
ing manuscripts. Furthermore, the typeface
of both tweets and book epigrams displays a
lot of orthographic inconsistencies as the con-
tent is often written phonetically. However,
the big difference between social media and
Byzantine book epigrams is the amount of text
available for NLP: 575,000 tweets are sent ev-
ery minute, while the Database of Byzantine
book epigrams (DBBE) (Ricceri et al., 2023)
counts 12,000 epigrams in total.

! Byzantine and Medieval will be used as synonyms,
covering the period between ca. 500 and 1500 AD

1

The Byzantine book epigrams that make up
the DBBE, can be defined as metrical para-
texts, i.e. poems standing next to (para, from
the Greek word mopd) another text or fig-
ure. They often appear in the margins of
manuscripts or as scribblings between two para-
graphs. Concerning content, these epigrams,
among other things, comment on the main text
of the manuscript, give some insight in the life
of the scribe or show off the scribe’s knowledge.
DBBE Occurrence 32143 serves as an example,
provided with the authors’ translation:

(1) comep Egvol yaipovaly idely TaTpido
oDTW xal ol Ypapovteg BLBAlov TéAog
Just like travellers rejoice upon seeing
their homeland,

so do writers upon reaching the end of a
book.?

The orthographic idiosyncrasies these book
epigrams display are mainly due to a phonetic
evolution, called itacism, which indicates the
shift of the classical Athenian pronunciation
of the vowels t [i], n [e], v [y] and the diph-
thongs et [gj], ot [0j] to the pronunciation [i].
The scribe of the book epigram — who may
or may not have authored it — did not always
know (or care?) which of the five [i]’s needed
to be written. The disyllabic word idelv (to
look), for example, is present in 19 different
forms in DBBE. Exactly that is the added
value of DBBE compared to other pre-Modern
Greek corpora: these corpora generally pro-
vide Greek that is normalised to an Ancient
Greek model, while DBBE provides both the
original transcription of the manuscript and
an edited, normalised version. The former is
called occurrence, the latter type.

2Translations are made by the authors, unless stated
otherwise.
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The texts of the DBBE will be subject of fur-
ther linguistic and literary research, for which
these texts are ideally all annotated. Since
manual annotation is not feasible for all words,
we opted for an automatic way to do so. Pre-
liminary tests showed that existing systems for
morphological analysis do not perform well on
the text of the occurrences. To overcome the
shortcomings of current systems for morpholog-
ical analysis, we developed a novel transformer-
based part-of-speech tagger for Ancient and
Medieval Greek.? To evaluate the performance
of the tagger, a novel gold standard for Byzan-
tine Greek was developed, where all tokens
were provided with a coarse-grained part-of-
speech tag and full morphological analysis. In
addition, we also performed an error analysis,
which revealed several problems that are very
typical to this kind of texts, i.e. texts where
the material context (the manuscript) strongly
affects the language.

2 Related Research

The interest in NLP for pre-Modern Greek has
increased over the last few years, thanks to —
among other things — the availability of open-
source corpora. The first corpus initiative for
Greek texts was the Thesaurus Linguae Grae-
cae (TLG) (Pantelia, 2022), a comprehensive
digital library of Greek texts written between
800 BC and 1453 AD (viz. the fall of Byzan-
tium), that sums up to more than 110M to-
kens, covering 10,000 works and 4,000 authors.
The TLG, however, is not freely available. An
open-source alternative is the Open Greek and
Latin Project, that consists of the Perseus
Digital Library (Crane, 2022), a collection of
more than 13,5M tokens of mostly classical
Greek prose and poetry, on the one hand, and
the First1K Project, a complementary part to
Perseus summing up to 25,5M tokens of classi-
cal and post-classical Greek prose and poetry”.

In addition to these two text corpora, several
treebanks were developed. The Ancient Greek
Dependency Treebank (AGDT) (Bamman and

3As Greek is a highly inflectional language, we use
part-of-speech tag to cover both the part-of-speech and
the full morphological analysis of a word in the rest of
the paper.

“https://opengreekandlatin.org

Shttps://opengreekandlatin.github.io/
First1KGreek/

Crane, 2011; Celano, 2019) stores 560,000 to-
kens from both classical prose and poetry, that
were manually provided with a part-of-speech
tag, morphological analysis, lemma and syn-
tactic relation. PROIEL (Haug and Jghndal,
2008) has a more specific content: the tree-
bank stores the New Testament in Greek and
four other languages, counting 277,000 tokens.
The Gorman treebank (Gorman, 2020) is a
treebank of around 550,000 tokens of exclu-
sively classical Greek prose. As a last example,
the Pedalion Trees (Keersmaekers et al., 2019)
are almost completely complementary to the
AGDT (apart from some texts) and count some
320,000 tokens. The Pedalion Trees contain an-
notated texts from Trismegistos (Depauw and
Gheldof, 2014), a database of papyrus texts,
that displays the original text with all its id-
iosyncrasies and even errors, just like the oc-
currences in DBBE. All of the above mentioned
treebanks make use of or have extended the
Universal Dependencies (Nivre et al., 2017).

Since the development of Morpheus (Crane,
1991), a rule- and dictionary-based system to
perform part-of-speech tagging (or morpholog-
ical analysis) of Greek tokens, multiple part-
of-speech taggers have been developed to cope
with Morpheus’ two main pitfalls: it does not
disambiguate ambiguous forms and it cannot
deal with out-of-vocabulary words. Celano
et al. (2016) did a comparative study, which
showed that MateTagger (Bohnet and Nivre,
2012) outperformed Hunpos tagger (Halacsy
et al., 2007), RFTagger (Schmid and Laws,
2008), the OpenNLP part-of-speech tagger®
and NLTK Unigram tagger (Bird, 2006) on
Ancient, normalised Greek data. When Keers-
maekers (2019) repeated that experiment with
Mate tagger, RFTagger and MarMot tagger
(Mueller et al., 2013) to find out which is best
suited for papyrological data, RFTagger outper-
formed the other two. Schmid (2019) also de-
veloped RNN tagger, the neural counterpart of
RFTagger. Singh et al. (2021) explored the pos-
sibilities of a transformer-based part-of-speech
tagger on DBBE types, the normalised text of
the book epigrams, which yielded promising
results.

Shttps://opennlp.apache.org
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3 Data Compilation and Annotation

Our aim is not to annotate the DBBE types, the
normalised poems, but the DBBE occurrences.
To achieve this, we trained a transformer-based
language model, of which the embeddings are
used to train a part-of-speech tagger. Sec-
tion 3.1 describes the data sets used for training
the language model and fine-tuning it for part-
of-speech tagging, while Section 3.2 describes
the manual annotation and validation of the
Byzantine Greek evaluation set.

3.1 Training Data Compilation

Since transformer-based language models are
very greedy and the Greek data available is
rather scarce, we complemented all corpora
described in Section 2, except for the TLG,
with the Modern Greek Wikipedia data, shown
in Figure 1. This is done, because Byzan-
tine Greek is situated in time between Ancient
Greek and Modern Greek, and because Byzan-
tine Greek displays already quite some Mod-
ern Greek characteristics (Holton et al., 2019).
Data labelled as incerta could not be situated
in any time period, varia treats anthologies.
From now on, we call this the LM data set. In
addition to this data set, we compiled a train-
ing set for the part-of-speech tagger, consisting
of all above described treebanks, summing up
to 1,132,120 Ancient Greek tokens.

aria
2%

Incerta
0%

Pre-Byzantine
25%

Byzantine
6%

Post-Byzantine
67%

Figure 1: BERT training data

3.2 Evaluation Data Annotation

We compiled a test set of 10,000 tokens from
the DBBE occurrences to evaluate whether
the part-of-speech model is able to analyse
the Byzantine data given its training on An-
cient Greek data. This evaluation set has been
manually annotated, following the AGDT an-
notation guidelines (Celano, 2018), so that the
DBBE, when eventually annotated, is comple-
mentary to the existing resources. However, we
first carried out an inter-annotator agreement
experiment (IAA), which has — to the best of
our knowledge — not yet been conducted for
either Ancient or Byzantine Greek. The aim
of this TAA study is twofold: firstly to eval-
uate whether the label set shown in Table 1
is suitable for this corpus of Byzantine book
epigrams; secondly to evaluate whether the
manual annotations are reliable and consistent
across annotators, which is a prerequisite to
use the resulting corpus for evaluating and —
in the near future — training our part-of-speech
tagger.

Given the nature of our data, we saw it nec-
essary to add one label to the AGDT label
set, namely missing. As mentioned above, our
corpus consists of faithful manuscript transcrip-
tions. As shown in Example 2, words or word
groups that are illegible are marked with (...).
These so-called lacunae are rather rare in Greek
text editions. This is why pre-existing corpora
— which consist only of text editions — do not
need any label for them. For easy reference,
we decided to name this label missing.

(2) (...) xpovoy te xar Adyovs xoi TRV
(...) yronon te kje logus  kje tin
Qoo
fisin

(...) time and also words and the nature

DBBE Occurrence 30520

The IAA experiment was carried out by three
annotators, linguists with profound knowledge
of Ancient Greek. They were asked to anno-
tate some 1,000 tokens we extracted from the
epigrams shown in Table 3 with the features
shown in Table 1. Because of the highly in-
flectional nature of the Greek language, the
annotation consisted of both the assignment of



a part-of-speech and the token’s morphological
analysis. Since the part-of-speech tag and the
morphological analysis of a token are aggre-
gated in one label, our tag set sums up to more
than 1,200 labels. The eventual tag consists of
nine slots, corresponding to the nine columns
in Table 1. This label set follows, just like the
treebanks in Section 2, the Universal Depen-
dencies label set. To relieve the annotators, we
bootstrapped the tokens making use of Singh
et al.’s part-of-speech tagger to already suggest
a morphological analysis. However, this was a
difficult assessment, as we know that the an-
notators might be influenced by the result of
the bootstrapping. The annotators were asked
to annotate no more than two hours a day
to assure that they could stay focused. Upon
completion, we calculated the IAA scores with
Fleiss’ Kappa.

The IAA experiment resulted in an agree-
ment of 92.72% for the part-of-speech and
89.83% for the complete morphological analysis.
The agreement scores are very high, showing
almost perfect agreement (>90%) for the part-
of-speech tagging and morphological analysis
in isolation, and very strong agreement (80-
90%) for the combined label. These scores are
very encouraging, especially because we per-
form part-of-speech tagging on Greek data, for
which different tags are often possible and ar-
guments can be made for different analyses of
the same word.

This can be illustrated with the word ya-
ow (on behalf of) followed by a genitive. One
can argue that its part-of-speech is a noun, yé-
pLg, since its accusative is used in an adverbial
way. It is just as valid, however, to state that
xoptv is an adverb an sich. In our test set,
not once is there an agreement between the
three annotators about the token yéptv. One
of the annotators consistently tags yéptv as
a preposition, while the other two annotators
tagged two occurrences of y&ptv as noun, and
the other four as preposition. For the eventual
annotation, yéotv is tagged as adverb when
followed by a genitive; otherwise it is tagged
as a noun.

While further investigating cases of disagree-
ment, some tendencies caught the eye. About
50% of the disagreement is attributed to the
part-of-speech tag, especially the difference be-

tween noun and adjective. According to the dic-
tionary LSJ (Liddell et al., 1966), the last word
of Example 3, @iAov (friend), is an adjective.
This adjective, however, can be substantivised
by putting an article in front, as is the case
in Example 3. Two of our annotators tagged
iAoy as an adjective, one as a noun. For the
eventual annotation of the gold standard, these
substantivised adjectives were annotated as a
noun.

(3) xelpog extelvag deklodTon ToV iAoy
with extended hands, he greets his friend
DBBE Occurrence 21375

The next category of disagreement is related
to the gender of words. Quite some Greek
words have the same morphology for both mas-
culine and feminine, e.g. the adjective &mLotog
(untrue), or for both masculine and neutral,
e.g. the genitive singular &yabod (good), or
even for the three genders, e.g. the article in
the genitive plural T®v (the). The article T@v
is twelve times attested in our IAA study and
caused disagreement four times. In our view,
this is due to fatigue or negligence of the an-
notators, as the gender can be deducted from
the agreeing noun, as shown in Example 4.
Two annotators tagged this T@v as masculine,
notwithstanding its agreement with the neutral
word BovAevudtwy (decisions).

(4) émMPBoiog NV TOGY 00P®Y BoLAsLUA-
TwWY
the intelligence, partaking in wise deci-
sions

DBBE Occurrence 30520

For future annotations we explicitly pointed
out to not assign a tag before the whole con-
stituent was read, in the hope to prevent this
type of inaccuracies.

Nevertheless, we dare say that the label set
is well suited for this annotation task, given
the high agreement scores.

4 A Novel Part-of-Speech Tagger for
Byzantine Greek

4.1 BERT Language Model

As we desire our part-of-speech tagger copes
with all idiosyncrasies of our Medieval Greek
corpus, the need emerged to include context



PoS Person | Number Tense Mood Voice Gender | Case | Degree
adjective 1 singular aorist imperative active common nom comp
adverb 2 plural future indicative medial feminine acc super
article 3 dual fut. perf. infinitive med-pass | masculine gen -
conjunction - imperfect optative passive neutral dat
exclamation perfect participle - - vocC
interjection pluperfect | subjunctive -
punctuation present -

noun -

numeral

particle

preposition

pronoun

verb

missing

Table 1: Overview of the nine slots that make up the part-of-speech tag of each token. That tag is a
combination of the part-of-speech and the morphological analysis of the token.

Figure 2: Convergence of loss on held out test set.
The blue graph is the pre-Byzantine and Byzantine
data set, the red one is complemented with post-
Byzantine greek.

into the model. Firstly, we developed two
BERT (Devlin et al., 2018) language mod-
els: one that has been trained on the LM
data set without Modern Greek, described
in Section 3.1, and a second that has been
trained on the complete LM data set, includ-
ing Modern Greek. This LM data set consists
of 31,467,014 pre-Byzantine tokens, 7,952,719
Byzantine tokens, 85,575,140 post-Byzantine
tokens and 2,418,672 tokens that could not be
classified in one of the previous classes, count-
ing 127,413,536 tokens in total, as shown in
Figure 1. This data served as input for the
BERT model, optimised for Masked Language
Modelling, with the following parameters: 15%
of the input tokens are replaced by [MASK]
tokens, the maximum sequence length per sen-
tence was limited to 512 sub-words and 12
hidden layers were used. The validation loss
convergence as a function of time of both lan-
guage models is shown in Figure 2.

As illustrated by the loss functions in Fig-

ure 2, it is clear that the language model
trained on all pre-Byzantine, Byzantine and
post-Byzantine Greek data performs best. We
call this language model DBBErt, and made
it available for the research community’. This
model will be the basis for the fine-tuning for
part-of-speech tagging.

4.2 Part-of-Speech Fine-tuning

As a second step, the DBBErt language model
is incorporated into our part-of-speech tagger,
that, as mentioned in Section 1, also provides
the full morphological analysis.

As a training set, we used the treebanks
described in Section 2 and extracted the part-
of-speech tags and morphological information.
In addition we extended the training set with
2,000 manually annotated tokens from DBBE
occurrences. To train the part-of-speech tag-
ger, we made use of the FLAIR framework
(Akbik et al., 2019). The contextual token
embeddings from DBBErt (cf. Section 4.1)
are stacked with randomly initialised charac-
ter embeddings. These are processed by a bi-
directional long short-term memory (LSTM)
encoder and a conditional random field (CRF)
decoder: a combination commonly used for
sequential tagging tasks. The LSTM has a hid-
den size of 256 and starts with a learning rate
of 0.1 that is linearly decreased during training.

4.3 Evaluation of the Part-of-Speech
Tagger

For the evaluation of our part-of-speech tagger,
we have to keep in mind that the training was

"This model is available at https://huggingface.co/
colinswaelens/DBBErt
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Model Accuracy | Precision | Recall F1
RNN Tagger 63.04% 65.27% 63.04% | 61.92%
fine-tuned pre-Byzantine | 63.29% 69.19% | 63.29% | 62.14%
and Byzantine LM
fine-tuned DBBErt LM 69.89% 73.22% 68.57% | 67.32%

Table 2: Evaluation scores for the full morphological analysis for (1) RNN Tagger, (2) the tagger fine-tuned
on the LM containing pre-Byzantine and Byzantine data, and (3) the tagger fine-tuned on DBBErt

(containing all Greek data).

done with mostly Ancient, normalised Greek
data, while the evaluation set existed of not-
normalised Byzantine Greek epigrams. As an
intermediate step, we first evaluated the perfor-
mance of our part-of-speech tagger on a test set
consisting of manually annotated tokens from
DBBE types. Our model yielded an accuracy
score of 83.64%, a score competitive to Singh
et al.’s 86.66% on that same test set. The
slight difference in performance might be at-
tributed to the fact that Singh et al. retrained
a Modern Greek language model that stripped
off all diacritics of both training and test data.
Our model, however, did take into account all
diacritics present in Medieval Greek.

The final evaluation, however, is performed
on 8,000 tokens from DBBE occurrences and
resulted in 69,89% accuracy. The drop in ac-
curacy is not surprising, given the very chal-
lenging nature of the Byzantine poems, which
is also illustrated by the performance of Mor-
pheus (cf. Section 2) on our test set of occur-
rences. Morpheus could not process 44% of
the test set (out-of-vocabulary tokens), 30%
of the tokens were ambiguous and not disam-
biguated, while only 24% of the test set was
disambiguated. In the end did Morpheus yield
an accuracy score of 19%. We also compared
our results with RNN Tagger (Schmid, 2019), a
neural model that displayed state-of-the-art re-
sults for Ancient Greek. As shown in Table 2,
our novel part-of-speech model outperforms
RNN tagger, which obtains an accuracy score
of 63%, with more than 6 percentage points.
For completion, we also trained a model fed
with the word embeddings from the smaller pre-
Byzantine and Byzantine model. This model,
which was not trained on post-Byzantine data,
clearly performs worse that the tagger fine-
tuned on the full language model. In addition
to this quantitative analysis, we also performed

a qualitative analysis of the results of our part-
of-speech tagger with a special focus on two
phenomena that also appear in current social
media posts.

5 Error Analysis and Discussion

As mentioned in Section 1, the book epigrams
bear some resemblance to modern social media
posts. Exactly those similarities are an inter-
esting starting point for our error analysis.

Let us begin with the appearance of a social
media comment, which can accompany a pic-
ture, an opinion on someone’s message, or just
a retweet of another tweet. Those social media
comments could be categorised as paratexts:
a text standing next to (para, from the Greek
o) another text, just as our book epigrams.
They are mostly to be found in the margins
around the main text of a manuscript, a ma-
terial property of this corpus that determines
the first category of errors. To illustrate this
error type, we will discuss the following verse
(English translation in italics):

(5) + X(ptotd)v éel {hovrta Befpotov adTOY
ovTo i
Christ, the always living God, being mortal
as well.
DBBE Occurrence 20483

The word Oefpotoy is not an existing word
but a mistake made by the scribe, who er-
roneously combined the abbreviation of Ogdv
(God) with the next word, Bpotév (mortal). Al-
though it was standard practice to abbreviate
0edv as Oe with a dash above it, it is clear that
the scribe of this manuscript did not intend to
write an abbreviation. 146 related occurrences
show that our scribe did not realise this was
an abbreviation, and thus wrote the two words
as a compound. The performance of the part-
of-speech tagger, however, was not affected too



much by these irregularities: 6Ogfpotov was
analysed as a noun, accusative masculine sin-
gular, which is the correct analysis of Bpotov.
Most of the other erroneous compounds are
analysed correctly, what might be attributed
to the sub-word tokenizer used to train DB-
BErt. The opposite phenomenon, erroneously
split words, occurs as well in DBBE:

(6) voxta 3¢ apPpoaciny thy od Oéuic EEov
oufvor -
Through the immortal night that should
not rightfully be called by its name
DBBE Occurrence 31488

The last two words of this verse are the result
of an incorrect split of the word €€ovopfvou.
This error might have been caused by confu-
sion with the future participle of “to have”, the
existing word €Eov, the second part, however,
does not make any sense at all. Although not
correctly analysed, the part-of-speech tagger
made a reasonable attempt. It tagged EEov
and opfjvor as a verb, the former as active in-
dicative aorist 3 singular, the latter as active
infinitive aorist. Both analyses are, to our opin-
ion, based on the suffixes of the words. Most
of these split words are analysed incorrectly.

The second category of mistakes can be at-
tributed to an even more salient characteristic
of present social media posts, namely the writ-
ing mistakes due to a phonetic way of writing.
The English word because, for instance, can
be found on twitter as becuz, as both are pro-
nounced identically. The same principle applies
to a lot of words in DBBE, which are written
incorrectly, as shown in the following examples:

(7) elppdoog ECOQwOoeY Tjpey peTelyoLg
Being in tune, he threw it into darkness,
he made an end to it with his sound 8
DBBE Occurrence 17374

(8) &mole) povaotng vedputolc) oixét(ng)
Thy servant the monk Neophytos®
DBBE Occurrence 17594

The examples above contain several spelling
mistakes that were made because of a phonetic

Stranslation by Bentein et al. (2010)
9translation by Marava-Chatzenikolaou et al. (1978)

way of writing. The words elpuwoag and pe-
Telyovg of Example 7 are incorrect because
of the itacism (See Section 1). Although the
stem is completely incorrect, eippwoog was
analysed correctly as a verb, active partici-
ple aorist nominative masculine singular. As
for peteiyovg, there might be two reasons for
it not being analysed correctly: the spelling
mistake and the fact that it is an incorrect
contraction of pet'fjyovg. The first word of
Example 8 should have been 6mwg instead of
&mog, yet both the spiritus and the length of
the vowels have lost their distinctive value af-
ter the classical period. We noticed that if the
orthographic mistake happens at the ultimate
and /or penultimate syllable, the algorithm out-
puts an incorrect morphological analysis. This
is in line with our conclusion about the com-
pound words (cf. supra): the embeddings are
sub-word based, so if the sub-words are nonsen-
sical, the part-of-speech tagger will not provide
a correct morphological analysis.

6 Conclusion and Future research

The Database of Byzantine Book Epigrams
stores a very challenging corpus with its own
peculiarities and problems for automatic pro-
cessing. This automatic processing is neces-
sary since manual annotation is not feasible
for the complete DBBE corpus. To develop
a more flexible approach that is able to cope
with lots of orthographic variety and out-of-
vocabulary words, we trained a novel language
model for Greek, the DBBErt, and fine-tuned
it for part-of-speech tagging. To evaluate this
part-of-speech-tagger on Byzantine Greek, we
developed a novel gold standard, which was
manually annotated using the AGDT annota-
tion guidelines. This label set was first subject
of an TAA study, that showed very high agree-
ment scores.

Although the evaluation showed promising
results, the error analysis exposed once more
the inherent problems of the book epigrams,
which philologists still agonise over.

An important next step in our research is the
development of a lemmatizer, which will make
the annotation of our corpus complete. Once
this annotation is done, we will research how
similarity can be measured between hemistichs,
verses and epigrams in the DBBE, in order



to link similar texts copied (and sometimes
altered) by different scribes.

Limitations

The main limitation of our research, is the
limited amount of data available. Transformer-
based language models are very data-greedy,
which made us add Modern Greek data to
our model for Ancient and Medieval Greek to
have a substantial amount of data. The na-
ture of the data is a second limitation. We
want to process the Greek texts as they are
found in manuscripts, in their original form.
That entails that the texts not only contain
orthographic irregularities but, as mentioned
in Section 5, also words that are either erro-
neously split or glued together. As a result, the
non-existing words in the corpus considerably
impact the system performance for the task of
morphological analysis.
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A Appendix A

This table shows all occurrences used in the
inter-annotator agreement study.

Occ. id | Tokens
17368 50
18180 33
18446 9
19604 101
20167 60
21375 43
22487 91
22734 75
23607 10
23615 12
23631 16
23632 19
25463 52
26551 66
30520 354
30844 31

Table 3: The set of epigrams used for the inter-
annotator agreement study, summing up to 1,022
tokens.
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Abstract

The mythological domain has various ways of
expressing events and background knowledge.
Using data extracted according to the hylistic
approach (Zgoll, 2019), we annotated a data set
of 6315 German sentences from various mytho-
logical contexts and geographical origins, like
Ancient Greece and Rome or Mesopotamia,
into four categories: single-point events (e.g.
actions), durative-constant (background knowl-
edge, continuous states), durative-initial, and
durative-resultative. This data is used to train a
classifier, which is able to reliably distinguish
event types.

1 Introduction

In narratological terms, events have been defined as
“constitutive features of narrativity” (Hiihn, 2014),
the atomic building blocks of a story. An utterance
is an event if it communicates a change of state, a
“transformation”, which is a fundamental property
of any event. In order to produce a plot or a story,
events need to follow a chronological or diegetical
order, with events being subject to a change in time.
Succession and transformation are therefore key
principles in a narrative (Todorov, 1971).

Pustejovsky (2021) distinguished two types of
event structures in texts: the surface structure, rep-
resented by verbal predicates, and the latent event
structure, which refers to sub-events and their rep-
resentations.

According to Herman (2005), events are often
conjoined with states, in the sense that a source
state S occurs before the transition into a target state
S’, triggered by an event (or series of events) E.

In narrative annotation studies, distinctions be-
tween events and states are most commonly at-
tributed to the eventfulness of the predicate. The
focus on the question what constitutes an event
is very much on the question “Who does what to
whom?”

10

This works presents the annotation efforts to clas-
sify different types of events in the mythological
and religious domain. Textual sources from those
domains often do not narrate plots in a straightfor-
ward manner. Instead, they use stylistic devices,
like prolepses, to transport their narrative, which
can make automatic extraction and event labelling
challenging.

For this study, different types of events and their
chronological order have been extracted by domain
experts from the fields of Ancient Near Eastern
Studies, Religious Studies and Classics from a
large variety of sources.

For each source, a sequence of events and back-
ground information was manually extracted based
on the original, e.g. in ancient Greek or Sumerian,
where available. Those sequences were derived
according to the hylistic approach (Zgoll, 2019)
from the narrative domains of mythological and
religous studies (Zgoll and Zgoll, 2020; Gabriel
et al., 2021). Each sequence corresponds to one
variant of a (mythological) plot in the respective
source.

The context window of the myth variant, i.e.
which passages of the source refer to a mytho-
logical plot, is identified by the domain expert.
Hence, the text passages that correspond to the
sequences, as well as the sequences themselves,
differ in length. The sequences can be used for
comparatistic tasks, such as the comparison of nar-
rative plots or background information, e.g. the
characterization of entities. The distribution of
disciplines from which the sources are taken are
presented in Figure 2.

The narrative sequences contain practically no
discourse markers, and are comprised of individual
statements (hylemes) which are strictly in present
tense. The hylemes contain events, including sta-
tive events or states in the chronological (narrative)
order, not the diegetic order.

As an example, we use the quote ‘Orpheus
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came to his end by being struck by a thunderbolt’!.
From this sentence, the following short sequence
of statements (hyleme sequence) can be manually
extracted:

1. ‘Orpheus is struck by a thunderbolt.’
2. ‘Orpheus dies.’
3. ‘Orpheus is dead.’

The task of this work is to annotate the event
types of each individual statement (hyleme). The
data is in German, examples have been translated
by the author for this paper, where necessary.

This paper is structured as follows: Section 2
frames the work into context of similar annotation
efforts. Section 3 compares the categorisation of
events used in this work with previous annotation
efforts by Gius and Vauth (2022). The data set
used for this study is described in Section 4. In
Section 5, we describe the annotation effort and its
results. We present a simple classifier to determine
the event types, which we describe in Section 6.
Finally, the paper ends in a discussion in Section 7.

2 Related Works

Our work is situated in the context of mytholog-
ical research, but has potential for application in
other domains. On the linguistic level, it is related
to the study of lexical aspect (or Aktionsart) and
the situation entity (SE) annotation task. Friedrich
et al. (2016) label SE types from clauses in a super-
vised sequence modelling task using features of the
main verb, its main referent, and the clause itself.
They report good results across different genres. In
an earlier study, Friedrich and Pinkal (2015) anno-
tated clausal aspect for automatically recognising
whether a clause describes a habitual, episodic, or
static phenomenon.

Metheniti et al. (2022) sucessfully identified tem-
poral aspect (telicity and duration) in English and
French data sets using a transformer approach.

Furthermore, there are a number of practical
approaches which attempt to define and narrow the
narrative concept of events and their representation.

Chambers and Jurafsky (2008) introduce an ap-
proach to use unsupervised learning of event chains
centered around an event protagonist. They train a
temporal classifier to produce a temporally ordered
narrative chain. In a subsequent study, they present
the concept of narrative schemas, as “coherent se-

"Pausanias, Description of Greece
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quences or sets of events” (Chambers and Jurafsky,
2009). By applying an unsupervised learning ap-
proach, they add semantic roles to the argument
structure of their event chains. Multiple events
chains are then combined into a narrative schema.

TimeML (Pustejovsky et al., 2005a,b) is a
markup language designed based on XML which
provides a standardized way of annotating tempo-
ral expressions and events in text, including the
temporal relationships between events. It is used
for the annotation of temporal and event informa-
tion. Four automatic TimeML annotation systems
have been evaluated by Ocal et al. (2022).

Reiter (2015) compared the annotation of narra-
tive segments performed through crowd-sourcing,
by student annotators and summary annotations.
Kwong (2011) annotated a corpus of fables regard-
ing their structural and semantic properties, includ-
ing temporal information. Events that are part of a
script, such as ‘baking a cake’, have been automati-
cally mapped to narrative texts by Ostermann et al.
(2017).

Events and event types in narrative plots have
been studied by Gius and Vauth (2022). They oper-
ationalize the concepts of narrativity and tellability
as discourse phenomena. They use spans of text de-
fined by finite verbs as annotation units. Guis’ and
Vauth’s concepts of states and events are probably
closest to those of the hylistic theory presented by
(Zgoll, 2019). Therefore, we will compare the two
annotation approaches in more detail in the next
section.

3 Event Categories

The narrative event model of Gius and Vauth (2022)
and Vauth and Gius (2021) uses four categories
of events: change of state, process events, stative
events, and non-events. The basis of their event rep-
resentation is the finite verb in ‘minimal sentences’,
i.e. all tokens that are assigned to the verb.

In contrast, the categories used for hylistic anal-
ysis are: single-point (punctual), durative-constant,
durative-initial and durative-resultative. We clas-
sify a statement (hyleme) into one of these four
categories, but the value is of course mainly asso-
ciated with the verb. In both theories, each annota-
tion unit has one finite verb. Figure 1 illustrates the
difference between four hyleme types.

Single-point hylemes are true at one point during
the narrative sequence extracted from the source.
This includes active actions, passive experiences,



reactions, perceptions or feelings. The single-point
event has its beginning and end during the sequence.
However, that does not necessarily indicate an
event with a short duration.

Durative hylemes hold true for a part of the
sequence or over the course of the entire se-
quence. There are three sub-types: Durative-
constant, durative-initial, and durative-resultative.
Durative-constant hylemes are always true, e.g.
“Orpheus is the son of Oeagrus.” They often com-
municate background knowledge about the nar-
rative. Additionally, certain 1N/nS statements”
(Genette, 1983), e.g. “Hades works the sails” are
also considered durative-constant.

There are two types of states which are true over
a part of the sequence, but change their value at
some point. Durative-initial hylemes are true at
the beginning of the sequence. Durative-resultative
hylemes are statements that become true at some
point during the sequence (e.g. ‘Orpheus is dead.”)
and remain true for the rest of the sequence. In
the mythological domain, these context-sensitive
hylemes often connect contexts and plots. Hyleme
sequences follow a relative temporal order, without
discourse markers.

Table 1 shows how different example sentences
from Kafka’s Metamorphosis are annotated accord-
ing to both theories.

Guis and Vauth’s category ‘change of state’, used
for the first example sentence in Table 1, corre-
sponds widely to the single-point category that is
used for the annotations presented in this work.
However, the category ‘change of state’ can be re-
alised with different properties (Gius and Vauth,
2022). One of those properties is iterative. In
most cases where this property would be applied,
the hylistic theory would dictate the annotation of
durative-constant (resp. -initial or -resultative), e.g.
“Charon works the sails”. This statement refers to
an action that is characteristic for a character. It
can be either ongoing, continuous, or characteristic
in the sense that Charon is someone who is capable
of performing this action.

The second example sentence “found he him-
self in his bed into a monstrous insect-like creature
transformed” would be annotated as single-point
statement according to hylistic theory, because the
predicate “found” implies that he realises he has
been transformed into a bug exactly once? during

*narrating one time what happened n times”
3 Afterwards he knows that he is a bug. (durative-constant)
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the course of the narrative. However, a hylistic
analysis of the plot would necessarily include a
statement like “Gregor Samsa is a human trans-
formed into a bug”, which would be annotated as
durative-constant. This statement does not need
to be explicitly stated in the text, it can be implied.
The sentence “His room lay quietly between the
four well-known walls” demonstrates where the
main difference between the two theories lie:

According to Gius and Vauth (2022), this sen-
tence is annotated as a stative-event. While the
hylistic theory (Zgoll, 2019) also recognises that
this is an ongoing state, it distinguishes between
types of ongoing states. Hylemes that are valid
at the beginning, but change during the course of
the narrative are categorised as durative-initial, e.g.
Eurydice is alive. Hylemes that are the result of an
event, e.g. A snake bites Eurydice — Eurydice is
dead, are durative-resultative. Thirdly, there are
hylemes that are true over the entire course of the
narrative, e.g. Eurydice is Orpheus’ wife. Those
statements are durative-constant. They communi-
cate the background knowledge that is the basis
of a narrative, e.g. information about characters,
their relations between each other and properties
of the world in which a (mythological) story takes
place. In order to determine the hylistic event cat-
egory of the third sentence, therefore, we need to
establish if the quietness of the room is a) the result
of something that happened previously, or b) the
initial state that is changed later-on, e.g. by some-
one barging in, or ¢) a general characterisation of
the room. Durative-resultative statements are often
preceded by a single-point statement, which corre-
sponds to a change of state event according to Gius
and Vauth (2022). However, occasionally durative-
resultative statements are the result of the entire
narrative, e.g. “No one can solve this incantation”
is the result of the entire narrative of the invocation
MS 2353 (CUSAS 32, 19a) (George, 2016; Rudik,
2011).

Non-events are not represented in hylistic theory,
because they do not contain plot relevant infor-
mation. Non-events contain mainly conditional,
subjunctive, or modalised statements (Vauth and
Gius, 2021).

4 Data

As explained in the previous section, the event
definition used in this paper is different from the
ones mentioned in Section 2. Furthermore, event



Table 1: Comparison of Event and State Categories

Sentence

Guis and Vauth, 2022

Hylistic Class

“Gregor Samsa one morning

from uneasy dreams awoke”

“found he himself in his bed into a
monstrous insect-like creature transformed”
“His room lay quietly between

the four well-known walls”

“She would have closed the door
to the apartment”

durative-initial _ durative-resultative

durative-constant

\J

single event
.

Figure 1: Types of Hylemes

statements (hylemes) are not derived directly from
the textual representation in a source. Mytholog-
ical plots and descriptions of background knowl-
edge are often not told in a straightforward manner.
Rather, they allude to related aspects of similar
myths, and use comparisons, context and inter-
textuality in ways that makes the interpretation
of what exactly happens in a myth variant hard
to understand for laymen and even harder to pro-
cess using NLP tools. Even the order of events is
sometimes difficult to establish, as the following
example illustrates:

(1) “But Orpheus, son of Oeagrus, [they
sent backy with failure from Hades],
[showings him only a wraith] [of the
woman for whom he cames]; [her real
self they would not bestows], [for he was
accounted to have gone upon a coward’s
quest; ], e

We can see that the sequential order of events is
different from the order presented in the source.
Chronologically, Orpheus first goes on a coward’s

“Plato  Symp. 179d http://data.perseus.org/
citations/urn:cts:greeklLit:t1g0059.t1g011.
perseus-engl:179d

Change of state
Process Events

Stative Events

Non-events
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single-point
single-point

durative(-constant,
-initial, or -resultative
dependent on context)
NA

quests (1), in order to rescue his wife (2), but they
(= the inhabitants of the netherworld) do not give
him his real wife (= Euydice), but show him only a
wraith of her (3). As a result, they send him back
with failure (4). Fictional texts often follow their
own order or use non-linear narrative, in order to
create tension or highlight certain aspects of the
plot. In-text annotations can rarely account for the
discrepancy, especially if the events are presented
without discourse markers or temporal expressions.
The hylistic theory distinguishes between the order
in the source and the chronological order.

The next example will illustrate how main
plot events in classical sources are communicated
merely by allusion.

(2) “If Orpheus, arm’d with his enchant-
ing lyre,

The ruthless king with pity could inspire,
And from the shades below redeem his
wife;”d

In this variant of the myth Orpheus and Eury-
dice, we know that Orpheus has a lyre, which has
some enchanting properties. He successfully in-
spires some unnamed ruthless king (possibly Dis
through Proserpina (Bowra, 1952)). Exactly how
he achieves this is left out, because this passage
might allude to other variants of the myth, where
this is discussed in more detail. Then Orpheus re-
deems his wife from the shadows below, alluding
to the netherworld (Hades). This information alone
does not tell us much about what exactly takes
place. In Georgics, 4, 453-527, Vergil himself tells
a more detailed story of how the events took place.
This includes how exactly Eurydice dies, and the

5Vergil. Aeneid. 6, L.98-123 http://data.perseus.
org/citations/urn:cts:latinlLit:phi@690.phi00@3.
perseus-engl1:6.98-6.123


http://data.perseus.org/citations/urn:cts:greekLit:tlg0059.tlg011.perseus-eng1:179d
http://data.perseus.org/citations/urn:cts:greekLit:tlg0059.tlg011.perseus-eng1:179d
http://data.perseus.org/citations/urn:cts:greekLit:tlg0059.tlg011.perseus-eng1:179d
http://data.perseus.org/citations/urn:cts:latinLit:phi0690.phi003.perseus-eng1:6.98-6.123
http://data.perseus.org/citations/urn:cts:latinLit:phi0690.phi003.perseus-eng1:6.98-6.123
http://data.perseus.org/citations/urn:cts:latinLit:phi0690.phi003.perseus-eng1:6.98-6.123

Distribution of Hyleme Sequences by Background
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Figure 2: Distribution of narrative sequences (hyleme
sequences) by topic, Ancient Near Eastern Studies
(ANES): 102, Classics: 33, Religious Studies: (RS)
93

fact that Orpheus is presented with conditions for
bringing his wife back from the netherworld (i.e.
he is not allowed to look at her).

Both examples show that extracting information
from the texts is a challenging task that needs to be
guided by informed scholars. This issue severely
magnifies if we do not consider the well docu-
mented Classical domain, but extend studies to
fields like Ancient Near Eastern Studies, where
sources are often scarce, and their supporting mate-
rial (e.g. cuneiform on stone tablets) can be dam-
aged or difficult to read.

Therefore, the context-window, the plot inherent
events and background knowledge presented in the
228 sources have been extracted manually. Each
source is presented in one sequence of event state-
ments, so called hyleme sequence (Zgoll, 2019).
The hylemes were originally not annotated with
their state or event types. However, in order to
process the sequences for further study using NLP
methods, e.g. measuring the similarity of plots or
aligning variants of the same myth, the annotation
of single-point events, and durative statements was
needed.

Each hyleme sequence describes the plot of one
myth variant and related background information.
The statements usually do not contain fixed or rel-
ative temporal expressions, or relations such as
before or after. Instead, the succession of events is
expressed through the sequential order.

The annotated data is a set of 6315 hylemes
and their assigned category. It is not, as discussed
above, an annotation of concurrent text from the
sources, but sequences describing the plot that were
extracted manually.

The statements themselves are usually short, con-
cise sentences in German, consisting of only main
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clauses, containing one finite verb in present tense
and active voice (where possible). Co-references
are widely avoided. Instead, each statements con-
tains the resolved arguments, which are repeated
in the subsequent statements, even if they are only
communicated by co-references in the text. One
sentence in a source can translate to multiple state-
ments, e.g. “Orpheus is the son of Oeagrus.”, “The
gods send Orpheus back from Hades as a failure.”,...
Aspects which are alluded but can be safely de-
termined by the informed scholar (e.g. Orpheus’
wife’s name is Eurydice) are added in square brack-
ets. Those implications can be part of the statement,
e.g. a name, or an entire statement. For instance, in
the example sentences from Kafka’s Metamorpho-
sis, the first statement “Gregor Samsa one morning
from uneasy dreams awoke” would be preceded by
a statement like “Gregor Samsa is sleeping” in a
hylistic analysis.

5 Annotation

The data set was annotated by six annotators. Since
durative-initial and durative-resultative statements
are context-sensitive, annotators always processed
the entire sequence. Each narrative sequence was
annotated twice. Table 2 gives an overview of the
annotators’ disciplines, and level of education.

Annotator | Background Level of
Education

Al ANES B.A.

A2 CS/CL M.Sc.

A3 Classical Studies | B.A.

A4 ANES/DH Doctoral Deg.

A5 ANES B.A.

A6 ANES M.A.

Table 2: Annotators’ backgrounds

All annotators had previous experience with the
hylistic theory. Additionally, they were trained in
an initial annotation meeting. Each annotator was
given a set of sequences, which were annotated
individually and discussed by the group afterwards.
Annotators were also given a set of guiding ques-
tions and example statements to help them chose
the right event category where in doubt. The guid-
ing questions were presented in a flowchart. Addi-
tionally, annotators with explicit knowledge in the
field, e.g. Classics, were also asked to check the
original sources for guidance where in doubt. For
example, the English statement “Orpheus brings



back the dead (from the netherworld)” can be
interpreted as single-point or durative-constant.
Through the original Greek source, it can be de-
termined that it should be annotated as durative-
constant, because the imperfect form (dvijyev) is
used (Bowra, 1952). In a second meeting, ques-
tions that arose during the annotation process were
discussed.

Items were annotated in 11 different pairings,
with varying first and second annotators. In all but
one cases, the inter-annotator agreement for the an-
notation task ranges from substantial (x 0.61-0.80)
to almost perfect agreement (x 0.81-0.99). The
agreement is reported in Table 3. Annotator pairs
A2-A4 and A4-AS have perfect agreement over the
shared annotations. Pair A2-AS5 has a relatively
low value of k = 0.4. This is due to one particu-
larly long sequence containing 114 hylemes. Many
statements in this sequence contain descriptions
of a mythical house, e.g. “The vault of the house
is a rainbow”. These were annotated as durative-
constant by one annotator, while the other inter-
preted these descriptions as results of some action
in the sequence, and therefore annotated them as
durative-resultative. Consequently, event type an-
notations of all descriptions of the house in that
sequence are mismatching (consequential error).
This results in a low overall x for the annotator pair
A2-AS.

Pair No. of items | Cohen’s k
Al1-A2 | 4552 0.848930
Al1-A3 | 398 0.874665
Al-A4 | 299 0.929306
Al1-A5 | 149 0.733025
Al-A6 | 96 0.631285
A2-A3 | 187 0.918325
A2-A4 | 90 1

A2-A5 | 127 0.402008
A3-A4 | 136 0.866710
A3-AS5 | 239 0.811959
A4-AS5 | 42 1

Table 3: Inter-annotator agreement (Cohen’s k) between
pairs of annotators

In cases where the first and second annotator dis-
agreed, the gold standard was derived by discussion
in a separate meeting, or following the judgement
of the annotator whose discipline the sequence be-
longs to. Performance of annotators against gold
standard, and total number of annotated items are
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Figure 3: Distribution of the event types in the final data
set (gold standard annotation)

reported in Table 4.
Annotator | Gold No. of items
Al 0.939978 | 5494
A2 0.914271 | 4956
A3 0.951389 | 960
A4 0.953625 | 567
AS 0.705362 | 557
A6 0.631285 | 96

Table 4: Cohen’s  of annotators against Gold standard

The final gold labels are an important founda-
tion for the next analyses, e.g. plot comparison
and alignment or the comparison of background
information in the individual sources. The distri-
bution of the gold-standard labels is shown in Fig-
ure 3. The majority of the data consists of single-
point statements, of the durative statements, the
durative-constant hylemes are the largest group.
Three hylemes had to be excluded from the data,
because their types could not be determined (e.g.
the statement “The kur-gara and gala-tur ...?” has
a missing predicate due to the source not being
properly readable).

6 Classifier

Based on the gold labels of the annotation as de-
scribed in the previous section, two event type clas-
sifiers were trained.® The resulting models can be
used to pre-classify new statements, and to classify
statements in future data sets that can be used for
comparison, e.g. including movie adaptations of
mythological narratives.

The separation of the data into durative and
single-point statements is an important first step for
the subsequent analyses of the narrative sequences,

®The classifiers and an excerpt of the annotated data
can be found under: https://gitlab.gwdg.de/franziska.
pannach/hylva_event_types For access to the full data,
kindly contact the author.


https://gitlab.gwdg.de/franziska.pannach/hylva_event_types
https://gitlab.gwdg.de/franziska.pannach/hylva_event_types

since single-point statements correspond to events,
whereas durative hylemes correspond to descrip-
tions of background knowledge.

The task to automatically classify event types
is not trivial. Especially, automatically distin-
guishing the three types of durative hylemes is
challenging. This is due to multiple reasons.
Firstly, the three classes are unbalanced, with more
durative-constant hylemes, and very few durative-
initial hylemes. Additionally, durative-initial or
-resultative hylemes can be quite similar to durative-
constant hylemes in terms of vocabulary and gram-
matical structure. As discussed above, their value
is often context-sensitive.

For the classification task, a multinomial naive
bayes model was selected. For that purpose, the
data set was split into a training and test set with
a split of 75 %-25 %. The hyper-parameters were
selected by performing a grid search. In particu-
lar, the grid search established whether the feature
vector is best constructed using a bag-of-words or
TF-IDF vectorizer.

As a result, the hyper-parameters were set as:
Laplace smoothing parameter o = 0.01, bag-of-
words features, and an n-gram range of 3.

Firstly, we analyze the results for binary
classes single-point and durative, which combines
durative-initial, durative-constant, and durative-
resultative statements. For that purpose, all three
labels were subsumed under the coarse class du-
rative for training. The binary classifier performs
well on single-point hylemes, and reasonably on
durative hylemes. The performance of the classifier
is reported in Table 5.

Secondly, we investigate how the classifier per-
forms if trained on just the different types durative
hylemes. For that purpose, all single-point hylemes
were removed from the training and test set. The
majority of the test set consists of durative-constant
hylemes (69 %) and durative-resultative hylemes
(24 %). The results are reported in Table 6.

Lastly, we present the classifier for the classifi-
cation of fine-grained classes. It was trained on the
entire training and test set including fine-grained
durative classes. A second classifier combining the
first two models (binary and durative-only) in two
steps was trained but did not improve results.

Table 7 shows the performance of the fine-
grained classifier. The confusion matrix for the
classifier is shown in Figure 4. We can see that
the classifier favours the single-point class. This is
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Figure 4: Confusion matrix for the classifier trained on
the gold labels, DI = durative-initial, durative-constant,
DR = durative-resultative, SP = single-point

most apparent in the case of durative-constant state-
ments, which were misclassified as single-point in
70 cases.

‘ Precision ‘ Recall ‘ F1
0.83 0.75 0.79
091 0.94 0.92

durative
single-point

Table 5: Performance of the binary classifier

Precision ‘ Recall ‘ F1

dur.-initial 0.50 0.23 0.32
dur.-constant 0.81 0.90 0.85
dur.-resultative | 0.62 0.51 0.56

Table 6: Performance of the durative classifier

7 Discussion

In order to annotate event types for the mytholog-
ical and religious domains from the source, the
sequence of events and background information
has to be extracted. Automatically extracting these
events from can be challenging, as demonstrated
in the examples in Section 4. Therefore, the se-
quences of statements describing events and states
from the sources was achieved manually. Sub-
sequently, we present annotations based on the
hylistic theory (Zgoll, 2019), which was devel-
oped specifically for the mythological domain, but
can be easily applied to other types of narrative
as well. The data includes over 6300 statements
from 228 narrative sequences. The statements
have been annotated into four categories. Single-
point statements, communicating events, durative-
constant (background information), durative-initial



‘ Prec. ‘ Recall ‘ F1 ‘ Support
d.-initial 0.50 | 0.17 0.25 | 30
d.-constant 0.72 | 0.67 0.69 | 294
d.-resultative | 0.55 | 0.45 0.49 | 103
single-point | 0.90 | 0.95 0.93 | 1151

Table 7: Performance of the fine-grained classifier

and durative-resultative, which hylemes indicate
that their truth value changes during the course
of the sequence. After training the annotators, an
overall satisfying inter-annotator agreement x was
reached.

The main weakness of the presented approach is
that the event categories are not assigned directly to
the text. This is due to the original source material
being extremely diverse in form, language, and
genre. Instead, the labels are assigned to the hyleme
sequences which require significant manual effort
and knowledge of the original material.

Durative labels, especially durative-initial and
durative-resultative, are context-sensitive. The
value of a statement has to be assessed within the
context of the narrative sequence. Since two identi-
cal statements can have different labels in different
contexts, the classification task is particularly chal-
lenging. This is the case especially if the label
depends not only on a single preceding statement
(e.g. Eurydice dies. — Eurydice is dead.), but on
the entire sequence (e.g. Nobody can solve this
invocation.)

When hyleme sequences are extracted from mod-
ern texts in well-resourced languages, such as Ger-
man or English, the manual effort could be allevi-
ated by employing NLP methods, such as named
entity recognition or semantic role labelling. With
a larger number of texts and corresponding se-
quences, it would also be possible to automatically
identify candidate statements from text.

The gold standard data represents the actual dis-
tribution of labels, i.e. single-point statements (ac-
tions) are more prevalent than durative statements.
Hence, the final data set is skewed which explains
the performance of the classifier. In this work, a
simple Naive Bayes classifier was implemented
for demonstration purposes. A more sophisticated
model, e.g. following a multi-lingual transformer
approach (Conneau et al., 2020), would potentially
deliver better results.

In future studies, the plots of mythological and
religious narrative can now be studied and com-
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pared using NLP and alignment techniques on
sequences of single-point statements. The back-
ground information in durative-constant can be
included, or processed separately to represent the
narrative-inherent background knowledge.
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Abstract

In this paper, we give a brief survey of the
difficulties in handling the syntax of mathe-
matical expressions in Universal Dependen-
cies, focusing on examples from English lan-
guage corpora. We first examine the preva-
lence and current handling of mathematical
expressions in UD corpora. We then examine
several strategies for how to approach the han-
dling of syntactic dependencies for such ex-
pressions: as multi-word expressions, as a do-
main appropriate for code-switching, or as ap-
proximate to other types of natural language.
Ultimately, we argue that mathematical ex-
pressions should primarily be analyzed as nat-
ural language, and we offer recommendations
for the treatment of basic mathematical ex-
pressions as analogous to English natural lan-

guage.
1 Introduction

Universal Dependencies (UD, Nivre et al. 2016,
2020; de Marneffe et al. 2021) is a project
that aims to develop cross-linguistically consis-
tent guidelines for multiple annotation layers, in-
cluding syntactic dependency relations. Math-
ematical and numerical expressions comprise a
particularly challenging class of cases, which re-
quire special attention to handle. Thus far, work
on how to handle numerical expressions in UD
has included analysis on annotating date and time
cross-linguistically (Zeman, 2021), discussion of
numbered entities in nominal expressions (Schnei-
der and Zeldes, 2021), and discussion of different
types of numeral related expressions in UD cor-
pora of Uralic languages (Rueter et al., 2021).
However, there has been little discussion of how
mathematical expressions, such as equations and
other language which includes mathematical sym-
bols and operators, should be handled in UD. As
mathematical expressions are likely to appear as
little more than edge cases in many corpus gen-
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res, this is understandable, but mathematical ex-
pressions can also feature prominently in corpora
related to academic and scientific domains, such
as the ACL Anthology Corpus (Rohatgi, 2022)
and the academic section of the Corpus of Con-
temporary American English (COCA) (Davies,
2010). Unfortunately, the amount of corpora built
for technical domains is limited, and the special-
ized nature of the language in such corpora has
been a barrier in annotating them with more com-
plex schemas, such as dependency relations. This
means that there is a large gap in availability for
annotated texts containing mathematical expres-
sions that can be leveraged by NLP systems.

As a result, technical texts with mathematical
expressions can be viewed as a low-resource do-
main, and state-of-the-art systems trained on stan-
dard language will inevitably face a large drop in
performance when handling such out of domain
texts (Plank, 2016; Joshi et al., 2018). This is
particularly an issue for real world applications
of NLP technologies in technical domains, such
as text mining or document processing in indus-
trial engineering, where copious amounts of tech-
nical documents are generated by industry systems
(Dima et al., 2021).

Pushing for the annotation of domain specific
technical corpora will help to address this gap and
provide more resources for NLP systems attempt-
ing to handle technical language. This will first
require discussions on how to handle the annota-
tion of such technical language, including stan-
dards for the handling of mathematical expres-
sions. In this paper, we will first examine the
current state of mathematical expressions in UD
corpora, and then we will consider several possi-
ble approaches for handling such expressions. We

"While resources remain limited, we do note the re-
lease of a genre diverse UD test corpus, GENTLE, which
contains dependency annotations and has a genre sec-
tion for mathematical proofs: https://github.com/
UniversalDependencies/UD_English-GENTLE/
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will then give recommendations on how to han-
dle the dependency relations for basic mathemati-
cal expressions, which we hope will encourage the
inclusion of more mathematical texts in future an-
notation work.

It should be noted that while many arguments
about syntactic analysis of mathematical expres-
sions apply cross-linguistically, the focus of this
paper is on mathematical expressions in English
corpora, as mathematical English is the basis of
most academic and professional STEM discourse,
making it a logical place to start.

2 Prevalence and Existing Treatment of
Mathematical Expressions in UD Data

In this section we will examine the prevalence
of mathematical expressions in Universal Depen-
dencies corpora (version 2.11),% as well as the
distribution of dependency relations used to han-
dle such expressions. We will also compare the
prevalence of mathematical expressions in UD
corpora with the prevalence of mathematical ex-
pressions in a subsection of the ACL Anthol-
ogy Corpus, illustrating that expanding UD cov-
erage more broadly into academic and technical
domains would require a meaningful treatment of
such expressions.

2.1 Prevalence in UD and ACL Data

In order to estimate the prevalence of mathemati-
cal expressions in UD corpora, we created a regu-
lar expression to query sentences containing com-
binations of numerical values and Unicode math-
ematical operators and symbols (a more detailed
description of this query is provided in Appendix
A). To determine the accuracy of this query, its
performance was evaluated on a subsection of the
ACL Anthology Corpus (which provides the full-
text and metadata for papers and abstracts in the
ACL (Association of Computational Linguistics)
Anthology).?

From the 2021 papers in the ACL Anthol-
ogy Corpus, 125 documents were randomly se-
lected to be analyzed. The documents were sen-
tence split and tokenized using Trankit (Nguyen
et al., 2021),* and "gold" mathematical expres-

https://lindat.mff.cuni.cz/
repository/xmlui/handle/11234/1-4923

*https://github.com/shauryr/
ACL-anthology—-corpus

*https://github.com/nlp-uoregon/
trankit
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sions where identified using the "formula" tag an-
notations included in the xml format of the cor-
pus. After running our query on the ACL doc-
uments, the results were compared to the "gold"
from the "formula" tag annotations. The resulting
false positives and false negatives were then man-
ually adjudicated for the actual presence/absence
of mathematical expressions.

The performance of our query on this data sam-
ple was found to have a precision of 0.93, a recall
of 0.88, and an f-score of 0.90, which we believe is
accurate enough to give an estimate of the preva-
lence of mathematical expressions in UD corpora.
However, it is worth noting that because many of
the genres in the UD corpora are substantially dif-
ferent from the technical language in ACL papers,
there is likely to be a somewhat higher proportion
of false positives when we apply our query to the
UD data.

Applying our query to all of the available UD
corpora, we found 886 instances of sentences con-
taining mathematical expressions, which corre-
sponds of 0.05% of sentences in the UD corpora.
These instances are spread over a total of 51 dif-
ferent corpora in 43 different languages, meaning
that 20% of corpora and 31% of languages within
UD contain some type of mathematical expres-
sion. While this may still seem like a marginal
phenomenon, if we examine the prevalence of
mathematical expressions by genre, as shown in
Figure 1, we see that the proportion of sentences
containing mathematical expressions rises to over
0.1% for several genres, including academic, le-
gal, and medical. As data selected for UD co-
prora may purposely avoid difficult to annotate
non-standard language such as mathematical ex-
pressions, it stands to reason that the typical pro-
portion of mathematical expressions in these gen-
res is likely even higher.

In order to further illustrate the genre depen-
dent nature of the prevalence of mathematical ex-
pressions, we examined another subset of the ACL
Anthology Corpus. We again used Trankit to sen-
tence split and tokenize the 5847 paper documents
from 2021 (those with both abstracts and paper
bodies). Again using the "formula" tag annota-
tions from the xml format of the corpus to iden-
tify sentences and tokens with mathematical ex-
pressions, we calculated the frequency of mathe-
matical expressions in the data.

We found that 68% of the documents contained
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Figure 1: Proportion of sentences containing mathe-
matical expressions for each genre category in UD.

some kind of mathematical expression, that 3.7%
of the sentences contained a mathematical expres-
sion, and that 4.5% of all tokens were contained
within mathematical expressions. The prevalence
of mathematical expressions in this data sample
shows that we will need a standardized method of
handling mathematical expressions if we want to
expand UD corpora to cover such academic, sci-
entific, and technical domains.

2.2 Frequencies for Mathematical Operators
and Dependency Relations

We will now turn our attention to how the mathe-
matical expressions we have identified in the UD
data are currently being handled in terms of de-
pendency relations. Searching the UD sentences
we previously determined to contain mathematical
expressions, we found that the expressions con-
tained 33 unique mathematical symbols/operators,
and we calculated the relative frequency of each of
these symbols. The relative frequencies of some
of these operators (those with relative frequency >
0.5%) are shown in Figure 2. In this Figure, we
see that these operators are primarily those for ba-
sic arithmetic ("+", "-", "/", "*"), basic predicate
relations ("=", "<", ">"), and parentheses ("(", ")").

Figure 3 shows the proportions of the depen-
dency relations from all of the mathematical op-
erators we observed in the previously identified
mathematical expressions. We see that by far the
most prominent relation is punct (punctuation),
with a proportion of approximately 72%, and that
cc (coordinating conjunction) is the next most fre-
quent relation at 7.5%. Though punct is a gener-
ally uninformative dependency relation, this may
not immediately strike us as an inappropriate han-
dling of the operators we observed, considering
that about 46% of them were parentheses.
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Figure 2: Frequency proportions (> 0.5%) for operators
in UD mathematical expressions. (Green: Arithmetic
operators, Purple: Predicate operators, Blue: Brack-
ets.)
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Figure 3: Dependency relation proportions (> 1%) for
operators in UD mathematical expressions.

However, looking at the relative frequencies of
the dependency relations for the individual oper-
ators, we found that the conjoining operator "+"
and the predicate operator "=" have punct at
proportions of 32% and 41% respectively (the
full cross table of mathematical operators and
their dependency relation proportions is included
in Appendix B). This demonstrates that in the
current handling of mathematical expressions in
UD, informative operators, such as "=", are fre-
quently not analyzed meaningfully, instead being
dismissed as syntactically uninformative punctua-
tion.

3 Difficulties Presented by Mathematical
Expressions

In this section, we will examine several types of
mathematical expressions that present difficulties
for analysis with Universal Dependencies.’ Ex-
amples of these types of expressions were taken

SA list of the Universal Dependency relations discussed
in this paper and their abbreviations can be found in
Appendix C. A full list of UD relations can be found
here: https://universaldependencies.org/u/
dep/index.html
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Figure 4: Mathematical Expression without Predica-
tion (Source: GUM)

from The Georgetown University Multilayer Cor-
pus (GUM) (Zeldes, 2017).% Additional examples
taken from the ACL Anthology Corpus, and the
academic section of COCA’ for each of the ex-
pression types discussed can be found in Appendix
D.

3.1 Expressions without Predication

First, we will discuss mathematical expressions
which lack predication. By this we mean expres-
sions that lack a relational operator like "=" or
"—", and as such could theoretically be evaluated
down to a single mathematical term. Such expres-
sions may be as simple as "3*5", but they can also
become substantially more complicated (see ad-
ditional examples in Appendix D.1). We single
out this type of expression for discussion because
it is a class of expression that can be thought of
as a constituent unit, functioning essentially as a
complex noun phrase. Such expressions may ap-
pear within a larger phrase of natural language, in
which case they frequently occupy a syntactic po-
sition similar to that of a noun phrase.

They may also appear as individual units that
can be combined to create more complicated
mathematical expressions, such as equations. Be-
cause these expressions seem to act as individual
units, it can be debated to what extent their internal
structure should be represented. The headedness
of an expression such as "8 - 6 / 2" is dubious,
but it is clear that the order of operations which
readers use to interpret the expression carries an
understanding of hierarchy that we would want to
include in a syntactic representation. Just as com-
plex noun phrases receive internal syntactic analy-
sis, we should also strive to provide an analysis to
the internal structure of mathematical expressions
without predication.

®https://github.com/amir-zeldes/gum
"https://www.english-corpora.org/coca/
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Figure 5: Mathematical Equation (Source: GUM)

Keeping these points in mind, we consider Fig-
ure 4, which includes an example of a mathemat-
ical "unit" expression and accompanying UD an-
notation taken from the GUM corpus. We see that
this "unit" expression is used as a modifier to the
noun "bottles", and that there is a mix of numbers,
mathematical operators, and unit abbreviations.
The main relation in the mathematical expression
is handled with con7j (which is reasonable), but
it is the units that serve as the conjoined elements
in the analysis rather than the numbers. The ex-
pression serves as an example of how in corpora
we may find mathematical expressions with inter-
nal elements that we may not consider to be truly
mathematical (such as units) and how they may
create complications, as it is not immediately clear
whether the numbers or the units should be pre-
ferred as the head in this example. Additionally,
in this analysis, the mathematical operator "Xx" is
dismissed as punctuation (in both POS and deprel)
and "5" is treated as a regular counting determiner,
which fails to capture how multiplication is overtly
indicated in the expression.

3.2 Equations

The second type of mathematical expression we
will consider is equations (see additional examples
in Appendix D.2). While equations are largely
composed of the sorts of predication lacking ex-
pressions that we discussed in the last section, they
also contain mathematical operators, such as "<",
">" and "=", which define relationships between
different expressions, and introduce a predicate
structure to the main expression.

We see an example of an equation and accompa-
nying UD annotation in Figure 5. In this example,
the "=" operator is taken to be the root of the ex-
pression, which makes sense as it is proposing a
relation between the elements to its left and to its
right, just as the verb "equals" does in natural lan-
guage. However, it is questionable whether or not
the nsubJj and obj relations are appropriate for
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Figure 6: Math and Natural Language Mixed Equation
(Source: GUM)

the equals operator. We may consider the equals
relation in mathematics to be similar to that of the
verb "equals", which typically takes the xcomp
relation in UD analysis rather than obj. In fact,
we see an example of "=" being modeled in such a
manner in Figure 6, which we will discuss below.

Another point worth noting in this example is
that there is a tokenization issue where "u?" is sep-
arated as "u" and "2" without any indication of
how the two tokens were originally related, which
creates an ambiguity which was not present in the
original expression. Even knowing the intended
relation, it is unclear what single dependency rela-
tion could be used to express the "to the power of"
relation. While not directly part of the syntactic
analysis, tokenization is a task that will inevitably
have consequences on what options are available
during the syntactic analysis. It is particularly im-
portant to keep in mind for equations and other
mathematical expressions, which frequently have
nonstandard formatting which could prompt many
tokenization ambiguities and errors (further dis-
cussion of such issues can be found in Appendix
E).

3.3 Math and Natural Language Mixed
Expressions

Within corpora which are primarily natural lan-
guage, it is possible that mathematical expressions
may appear as an isolated block, entirely divorced
and alien from the rest of the text. However, it
is more frequent for such expressions to be inte-
grated into the natural language of the rest of the
document to various degrees. In fact, there are
many instances where segments of mathematical
expressions are so deeply integrated into the nat-
ural language of the surrounding text that the de-
cision of whether or not to call them mathemati-
cal expressions at all becomes uncertain. We will
refer to such instances as mixed expressions (see
additional examples in Appendix D.3).

One such example is shown in Figure 6. In
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this example, we see mathematical operators being
used convey a definition, where all of the units be-
ing related are natural language terms. Again, we
see the addition operator being treated as a coor-
dinating conjunction, though, as previously noted,
this time the equals operation is treated in a syn-
tactically different manner than we saw in the ex-
ample in Figure 5. It is worth questioning whether
the equals operation in these two cases is the same,
in which case they should have the same analysis.

We also may question whether the units exam-
ple in Figure 4 is also an example of a mixed ex-
pression. The involvement of natural language el-
ements in both of these expressions illustrates that
the line between mathematical expressions and
natural language can be blurry.

4 Approaches for Handling
Mathematical Expressions

Now that we’ve examined several examples of the
types of mathematical expressions that can appear
in scientific and academically oriented corpora, we
will discuss various approaches we can take to an-
alyze these expressions with dependency relations.

4.1 Multi-word Expressions

Multi-word expressions (MWES) are expressions
that are made up of multiple tokens that are con-
sidered to be syntactically idiosyncratic and can
be analyzed as a single unit (Sag et al., 2002).
At first glance, this may seem like a reasonable
way to consider mathematical expressions, which
frequently appear as analogous to a single nomi-
nal unit when they are integrated with natural lan-
guage. However, simply deciding to treat mathe-
matical expressions as analogous to MWEs would
not give an immediate solution. Previous work
on the handling of multi-word expressions in UD
has indicated that MWEs are not treated uniformly
across UD corpora, but are frequently analyzed
with the relations compound, fixed, and flat
(Kahane et al., 2017).

First, compound would be difficult to apply
to any complicated expression consisting of more
than a few terms. Additionally, compound im-
plies a right headedness (in English) that is not
representative of the structure of most mathemat-
ical expressions, many of which are composed
of relations such as multiplication and addition,
which are commutative in nature, defying the no-
tion of headedness.



Next, fixed is an analysis that works for
MWESs which are idiomatic set phrases that are not
open to general extension. However, mathemati-
cal expressions have endless variation through the
use of established operations. In short, the gen-
eral notion of a mathematical expression is pro-
ductive, so the application of fixed seems mis-
guided. While some internal parts of a mathemat-
ical expressions could still independently be con-
sidered to be f£ixed, this would need to be con-
sidered at the level of individual languages, since
many UD languages independently keep a closed
list of expressions that can make use of the fixed
relation.

Finally, f1at completely gives up on the in-
tent to represent the internal complexities of math-
ematical expressions. It it an unsatisfying simpli-
fication, but it is not without its merits. First, it
requires minimal effort to implement and apply to
isolated mathematical expressions, and can work
as a hold over while more in depth standards for
analysis are developed. However, it will not be
able to account for grey areas where mathemati-
cal expressions or symbols are integrated into the
surrounding natural language.

4.2 Code-Switching

Code-switching refers to a process in which two
or more languages are switched between over the
course of a single communication (Myers-Scotton,
2017). In Universal Dependencies, when an in-
stance of code-switching is identified, the methods
of analysis can be completely switched over from
the standards of the first language to the standards
of a second language using the Foreign feature
and the Lang MISC attribute. As such, we could
consider math to be its own completely indepen-
dent language, like English or French, which de-
serves its own separate analysis, rather than trying
to incorporate its analysis into the scope of the nat-
ural language that surrounds it.

However, if the syntax of the language is un-
known, as would currently be the case with math-
ematical expressions, the UD guidelines recom-
mend that the flat or flat:foreign label
be used for all dependency relations in the code-
switched segment (Sanguinetti et al., 2022). Such
an analysis would be syntactically uninformative
and would still leave open the need for developing
UD standards to handle mathematical expressions.

Additionally, while there are some contexts
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where prolonged use of mathematical expressions
may more strongly suggest that code-switching
is warranted, such as multi-line proofs or deriva-
tions, we would still need a way to handle the use
of mathematical operators and symbols integrated
with natural language. Such instances could
be considered as intra-sentential code-switching,
where the switching happens within a clause
or phrase, and the individual symbols could be
marked with Foreign, but we would still need
a means of determining the dependency relations
needed to connect these tokens with the rest of the
sentence.

Furthermore, treating math as a separate lan-
guage would open up questions of when a niche
domain can be considered independent enough to
merit being handled though code-switching. If
math can be its own language in UD, we might
also extend the same consideration to domains like
chemistry or computer programming which are
rife with specialized jargon.

4.3 Natural Language

To treat a mathematical expression as natural lan-
guage means to represent its internal structure as
completely as possible with the existing relations
of UD. We see evidence that mathematical expres-
sions should be treated as analogous to natural lan-
guage through the existence of mixed math and
natural language expressions, such as the exam-
ple in Figure 6, and through examples of mathe-
matical expressions being integrated into passages
of natural language. These examples show us that
the line of what should and should not be consid-
ered a mathematical expression is not always clear.
Because this line is not clear, code-switching or
MWEs alone would not be sufficient to handle
mathematical expressions or elements that are in-
tegrated with natural language. As such, it is
worthwhile to develop standards of how to treat
mathematical expressions in a manner analogous
to natural language.

The most intuitive strategy for analyzing math-
ematical expressions as natural language is to treat
the written expression the same as its spoken form.
As most mathematical expressions can be verbal-
ized in conversation, it stands to reason that we
should be able to syntactically analyze them as
language as well. Of course, when we verbalize
mathematical expressions there may be instances
where the words in the verbalized expression do



not map neatly onto the written symbols, or where
different speakers (particularly speakers of differ-
ent languages) may not verbalize things in same
way. Additionally, even once the expressions are
considered in their spoken forms, it may still not
be obvious which dependency relations should ap-
ply, as is often the case with technical, jargon filled
natural language. As such, it is worthwhile to
develop additional guidelines for the treatment of
mathematical expressions as natural language.

5 Preliminary Recommendations for
Analysis of Mathematical Operators as
Natural Language

In this section we offer some brief guidelines on
how to treat mathematical operators as analogous
to English natural language in the application of
dependency relations. As previously shown in
Figure 2, mathematical operators present in UD
corpora are primarily those for basic arithmetic,
predicate relations, and parentheses. As such,
these operators will be the focus of our recom-
mendations. Since functions are a fundamental
means of expressing relations in mathematics, we
also give brief recommendations for the treatment
of function application.

In these guidelines, we follow the view put for-
ward by Schneider and Zeldes, 2021 that the re-
lation nummod should be strictly used for quan-
tity modification, as opposed to being a more gen-
eral modifier to be used in any situation involving
numbers. As such, we generally treat free standing
numbers in mathematical expressions (e.g., "4" in
"X + 4") syntactically the same as we treat vari-
ables like as nominal terms.

non,

X

5.1 Predicate Operators (e.g., =, <, >)

If we want to handle mathematical operators in a
manner analogous to handling natural language,
we may start by considering how the operators
would be realized in spoken language. The pred-
icate operator "=" is pronounced as the verb
"equals" in spoken language, and it seems reason-
able to treat "=" similarly. As discussed in Sec-
tion 3.2, the verb "equals", is generally analyzed
with arguments taking the nsub j relation and the
xcomp relation. An example of such an analysis
is shown below in (1) for the expression "x = 1":

(D
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nsubj  xcomp

X 1
NOUN SYM NUM

Similarly, we may consider that "<" is gener-
ally pronounced as "less than" when spoken aloud.
However, we must additionally take into account
that the natural language context surrounding the
operator will influence what syntactic analysis we
want to apply to it. For instance, in the example
"Let us consider x < 5", "x < 5" is itself a term
where "x" is the head and "< 5" is a modifying ex-
pression for the type of "x". In this example, we
can analyze "< 5" as an adnominal clause headed
by "5". The clause then functions as a modifier to
the leftmost term "x", and we give its head the re-
lation acl. "<" is then an extent modifer for the
nominal term "5", so we give it the relation ob1.
The analysis for this example is shown in (2) be-
low:

(2
acl
/f’*\“”\,s

SYM NUM

xcomp
obj

e

mfﬂ
Let us consider x
VEBB PRON VERB NOUN

We may also consider the example "We will
prove that x < 5", where "x < 5" is itself an equa-
tion with predication. In this instance, "<" must
be the predicate and serve as the head of "x < 5".
It follows that we may treat "x" as the nsubj of
the predicate, and because the predicate relation is
that of a comparative adjective, we may treat "5"
as an obl argument to "<". The analysis for this

example is shown in (3) below:

3)
ccomp
nsubj mar
a n3rekj obl
e
We will prove that x < 5

PRON AUX VERB  SCONJ NOUN SYM NUM

The ">" operator can be analyzed in a manner
analogous to the above examples.

5.2 Conjoining Operators (e.g., +, -, *,/)

Next, we will consider the operators for the math-
ematical operations of addition ("+"), subtraction
("-"), multiplication ("*"), and division ("/"). It is
worth noting here that some of these operations
may be represented in multiple forms, not all of



which will have the same syntactic analysis (e.g.,
in mathematical expressions, multiplication can be
implied by the adjacency of terms, as well as by
the use of the "*" or "x" operators). We primar-
ily consider these operations to be conjoining re-
lations, and as such, we link the terms to the left
and right of the operator with the con j relation,
and the operator itself can be labeled with the cc
relation. An example of this analysis is shown in
(4) for the expression "X +y":
4

conj
C

f
X ¥
NOUN SYM NOUN
One benefit of this analysis is that it allows us to
distinguish the scope of certain operations. For in-
stance, consider the expression "8 - 6 / 2", which
evaluates to 5. In accordance with the order of
operations for mathematical expressions, in which
division occurs before subtraction, the division by
2 should just be applied to the 6. We can express
that by making "2" a dependent of "6". This anal-
ysis is show below:

4)
conj conj

NUM SYM NUM SYM NUM

In contrast, consider the expression "( 8 - 6 ) /
2", which used parentheses to force the subtraction
to occur first so the expression evaluates to 1 rather
than 5. We can express this difference by making
"2" a dependent of "8" rather than "6". The added
parentheses are treated as punctuation to the head.
This analysis is show below:

(6)
conj
punct
punct L cc
¥ 2R
({ 8 . 6 [ 2

PUNCT NUM SYM NUM PUNCT SYM NUM

As previously mentioned, multiplication can be
implied by the adjacency of terms, and in such
cases, there is no operator to assign the cc rela-
tion. Even so, if it is two adjacent variable terms
(such as "xy"), we believe it is still appropriate to
apply the relation conj. However, if it is a coef-
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ficient adjacent to a variable, as in "2x", then we
believe the coefficient can be treated as nummod
to the variable. This is because "2x" (pronounced
"two x") is generally interpreted as quantity mod-
ification on the number of "x", similar to how "5
bottles" is quantity modification on the number of
bottles.

While in this section we have treated basic
mathematical operators as conjoining relations,
we also note that it is possible to view them as in-
stances of more general function application (for
which we offer a recommended treatment in the
next section). While this is reasonable from a
semantic perspective, we believe that in the for-
mulation of mathematical expressions the verbal-
izations of these basic operators typically occupy
syntactic positions more similar to natural lan-
guage conjunctions (which themselves could be
modeled as simple functions if desired), and as
such can be handled using the conj and cc re-
lations in most instances.

5.3 Function Application

We will now consider how to analyze function ap-
plication in expressions such as "f(x)". This ex-
pression can be pronounced as "F of X", and so
we may analyze "f" as the head of the expression,
and "x" as a nominal extent modifier to the func-
tion using the nmod : npmod relation. The paren-
theses are treated as punctuation attached to "x".
This analysis is show below:
(N

nmod:npmod
/_p%\
f
f ( X

NOUN PUNCT

punct

Y

NOUN PUNCT

6 Conclusion

In this paper, we gave an high level overview of
the current treatment of mathematical expressions
in UD corpora, and considered various difficulties
that arise when attempting to handle mathematical
expressions with dependency relations by examin-
ing different types expressions attested in corpora
related to academic and scientific domains. We ar-
gued that in most cases mathematical expressions
should be treated in a manner analogous to natural
language, rather than being treated as multi-word
expressions with minimal internal structure, or as
instances of an entirely separate "language" that



would be handled via code-switching. As a part
of this argument, we provided guidelines for using
dependency relations to analyze basic mathemati-
cal expressions as natural language.

The main purpose of this paper is to raise aware-
ness of the problems presented by mathemati-
cal expressions, and present various alternative
philosophies for how to address them. We also
wish to highlight the current lack of UD resources
containing mathematical and technical texts. We
believe that the adoption of the philosophy to treat
mathematical expressions as natural language and
the further development of such guidelines will
help to facilitate the inclusion of such technical
texts in future UD corpora and expand the re-
sources available for the under resourced domain
of technical language.

Limitations

As previously mentioned, while many of our ar-
guments regarding syntactic analysis of mathe-
matical expressions can apply cross-linguistically,
this paper has primarily discussed how to analyze
mathematical expressions as analogous to English
natural language. As we argue that mathematical
expressions should be treated as natural language
in general (not just English), mathematical expres-
sions in non-English texts should be analyzed as
analogous to the primary natural language used in
that document. However, the recommendations in
this paper focus only on English language verbal-
ization of mathematical expressions.

Additionally, the guidelines offered here only
cover basic mathematical expressions, and more
substantial guidelines will need to be developed
in order to inform the annotation of texts contain-
ing more complicated mathematical expressions.
This paper also does not include annotations for a
significant amount of data, which would be useful
in demonstrating the validity of analyzing math-
ematical expressions as natural language. Future
work will need to include the further development
of guidelines and a demonstration of their applica-
tion on a substantial amount of data.
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A Query to Identify Mathematical
Expressions

This section gives a description of the search crite-
ria in the query we used to identify mathematical
expression in UD corpora. Our query identified
sentences containing the at least one of follow-
ing combinations of numerical values and Unicode
mathematical operators and symbols:

1. Atleast 1 token that is included in one of the
following Unicode blocks:

* Mathematical Operators
* Supplemental Mathematical Operators
¢ Mathematical Alphanumeric Symbol

2. Or, at least 2 basic mathematical operators

3. Or, at least 1 number, 1 basic mathematical
operator, and 1 ambiguous mathematical op-
erator

where "basic mathematical operators" are de-
fined as the following set of symbols: +, X, +, =, +,
>=, <=, and "ambiguous mathematical operators"
are defined as the following set of symbols: -, /, <,
> X, %% (,).
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Abbreviation Relation

acl clausal modifier of noun
cc coordinating conjunction
compound compound

conj conjunct

fixed fixed multiword expression

flat:foreign | foreign words

nmod : npmod NP as adverbial modifier

nsubj nominal subject

nummod numeric modifier

ob] object

obl oblique nominal

punct punctuation

xcomp open clausal complement
Table 1: Abbreviations of dependency relations dis-

cussed in this paper.

B Dependency Relation Proportions for
Mathematical Operators

acl
advel

advmod
amod
appos

B o

case
cc

0 o0 0 0 0 ) 0 0 0 0 0

0 0 0 0 0 [ [} 0 [ 0 0

0 o 0 0 0 [ 0 0 0 0 0

0 0 0 0 0 [ 0 0 [ 0 0

.6 0 0 0 [} ) 4 0 0 0 [}

1 0 0 0 .3 [ 0 0 [ 0 0

0 o0 0 0 .8 ) 0 0 0 0 (]
compound 17 0 0 0 0 0 49 0 39 0 37 0 23 0 0 0
conj 0 o0 0 0 (] 0 07 0 98 0 31 0 [ 0 [} 0
dep 0 0 0 0 0 20 54 0 2 20 67 47 8 0 0 [
discourse 0 0 () 0 0 0 04 () 0 0 1 0 0 0 0 0
fixed 17 [ 0 [ 0 0 02 0 0 0 02 0 0 [ 0 0
flat 0 o0 0 45 0 133 74 0 0 0 51 0 0 0 0 9.2
flat:foreign 0 0 0 0 0 0 0 0 0 0 06 0 0 0 0 0
flat:name 0 o0 0 0 09 0 12 0 78 0 04 0 0 0 0 0
list 11 0 0 182 0 0 35 0 157 0 41 256 [ 0 [} [
nmod 0 o 0 0 09 [ 3 59 0 4 84 0 0 333 71 477
nsubj 0 0 0 0 0 0 02 0 59 0 0 0 [ 0 0 0
nsubj:pass 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
obj 0 0 0 0 0 0 02 0 0 0 1 0 [ 0 0 0
obl 0 o0 0 45 0 0 09 0 0 0 04 0 0 0 0 )
parataxis 0 0 0 0 [ 0 14 0 0 4 76 279 0 0 0 0
punct 93.7 100 100 727 83 66.7 319 64.7 0 68 40.5 419 89.8 667 929 24.6
root 0 0 0 0 0 0 02 0 0 0 35 0 [ 0 0 0
xcomp 0 o0 0 0 [} 0 02 0 0 0 0 0 0 0 0 0,

Table 2: Dependency relation proportions for the
most frequent mathematical operators in Universal
Dependencies corpora (UD version 2.11, contains
243 treebanks, 138 languages).

C Dependency Relation Abbreviations

Table 1 lists the UD dependency relations dis-
cussed in this paper. The left column lists the de-
prel abbreviation used in the paper and the right
column gives a short description of the relation.

D Examples of Mathematical
Expressions in Corpora

This section gives additional examples of mathe-
matical expressions in corpora and includes dis-
cussion on notable aspects of each example.
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D.1 Expressions Lacking Predication
Examples taken from COCA:
(1

(n+1)

2

Square root of 37

3)
1+2+4+8+ 16+ 32 + 64 cents

Examples (1) and (2) above may function as in-
dependent nominal phrases, while the mathemat-
ical expression in example (3) acts as a modifier
to the word "cents". Example (2) also includes
an expression composed primarily of word tokens
rather than symbols, which provides additional
motivation for a natural language based analysis.

D.2 Equations

Examples taken from the ACL Anthology Corpus:
(1

Av=log(D/D(v))

2)
B=1+02xCxEfB2xC+E
3)
v=1/13=0.77

While examples (1) and (2) show expressions
with a single predicate operator, example (3)
shows that it is possible to have multiple predi-
cate operators in a single expression. Also, we
note that because "x" indicates multiplication in
example (2), it is likely that "3" is squared rather
than multiplied by "2", but the formatting has in-
troduced ambiguity into the expression.

D.3 Mixed Expressions

Examples (1) and (2) taken from COCA. Example
(3) taken from the ACL Corpus:

(D

The total number of productions ( unin-
telligible + simplified + correct )

2

Global fee = hospital costs + hospital
profits + physician fees
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3)
king - man + woman = queen

The above examples show expressions that mix
mathematical operators and words to convey var-
ious kinds of definitions. Notably, in example (1)
we see parentheses serving a similar function to
the equals signs in the other two examples.

E Expressions Unfit for Syntactic
Analysis

We would also like to highlight that there are is-
sues regarding how mathematical expressions are
represented and tokenized in corpora, which need
to be figured out before syntactic analysis can be
applied. While searching for example mathemat-
ical expressions to use in this paper, we came
across numerous examples where the reformatting
done to import the equation into the corpus leaves
it mangled and unintelligible to the extent that at-
tempting to apply a syntactic analysis would be
meaningless.

Here are example equations taken from the the
ACL Anthology Corpus, which were heavily al-
tered upon being imported into the corpus. For the
sake of comparison, the original equations from
the corresponding ACL papers are included di-
rectly below each equation:

©))

),co8(12121¥ ¥ ¥===xx=ni
ninibiaibiai B A

n

zaixbi
\/Zaiz x\/zmz

cos(A4,B) =

2

OH:(1)(1)iiPtRpPtR==112
H:(1)(1)iiPtRppPtR=#=

H,: P(t|R)=p=P(t|R)
H,: Pt |R)=p #p,=P( |R)

The examples above illustrate that importing
complex mathematical expressions into corpora
without taking into account how the formatting
should be represented and how the expressions
should be tokenized can result in expressions that



cannot be interpreted and thus cannot be syntacti-
cally analyzed. While it is essential to have some
means of handling ambiguous or mangled expres-
sions in an analysis of mathematical expressions,
it will also be important to consider representation
and tokenization issues separately.
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Abstract

We present a novel dataset for physical and ab-
stract plausibility of events in English. Based
on naturally occurring sentences extracted from
Wikipedia, we infiltrate degrees of abstractness,
and automatically generate perturbed pseudo-
implausible events. We annotate a filtered and
balanced subset for plausibility using crowd-
sourcing, and perform extensive cleansing to
ensure annotation quality. In-depth quantitative
analyses indicate that annotators favor plausi-
bility over implausibility and disagree more on
implausible events. Furthermore, our plausibil-
ity dataset is the first to capture abstractness in
events to the same extent as concreteness, and
we find that event abstractness has an impact
on plausibility ratings: more concrete event par-
ticipants trigger a perception of implausibility.

1 Introduction

The ability to discern plausible from implausi-
ble events is a crucial building block for natu-
ral language processing (NLP). Most previous
work on modelling plausibility however focuses
on the kinds of semantic knowledge necessary for
distinguishing a physically plausible event from
an implausible one (Wang et al., 2018; Porada
et al., 2019). As illustrated in Fig. 1, the current
study extends the traditional focus to discern physi-
cally plausible events such as cat-eat-sardine from
physically implausible ones such as rain-break-
belly. Furthermore, while recent datasets include
some events with conceptually abstract partici-
pants (Emami et al., 2021; Pyatkin et al., 2021), as
to our knowledge no dataset nor model up to date
has paid attention to the interaction of event plau-
sibility and abstractness of the involved concepts.
We propose to systematically examine plausibil-
ity across levels of abstractness, and distinguish
between abstractly plausible events such as law-
prohibit-discrimination and abstractly implausible
ones such as humour-require-merger. We hypoth-
esize that (i) plausible vs. implausible events can

physically plausible

é ( cat—eat—sardine ) (Iaw—pmhibit—discriminalion)
"TL X
% ( rain—break— belly ) ( humour—requires —merger )
é Mo o,

concreteness

Figure 1: Plausible and implausible example events in-
tegrating degrees of concreteness/abstractness, cf. phys-
ical (green) and abstract (pink) levels. Annotators might
agree (thumbs up) or disagree (thumbs down) on the
(im)plausibility of the events.

be captured through physical vs. abstract levels,
and that (ii) integrating degrees of abstractness into
events fosters the understanding and modelling of
plausibility (cf. Fig. 1).

We start out with a set of attested, i.e., plausi-
ble, natural language events in form of s-v-o triples
from the English Wikipedia, assign abstractness rat-
ings to event participants, and partition the triples
into bins with varying degrees of abstractness. We
then automatically generate pseudo-implausible
event triples and assign degrees of abstractness in
a similar way. To obtain human plausibility ratings
for each event triple, we conduct a crowd-sourcing
annotation study. We collect and validate a total of
15,571 judgements amounting to an average of 8.9
ratings for 1,733 event triples.

Human intuition regarding the assessment of
plausibility is, however, incredibly multi-faceted,
highly individual, and not easily reproducible au-
tomatically (Resnik, 1993). In particular, bound-
aries between categories to be annotated or pre-
dicted might not necessarily be strictly true or
false, i.e., either plausible or implausible, thus
reflecting the true underlying distribution of non-
deterministic human judgements with inherent dis-
agreement about labels (Baan et al., 2022). Over
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the past decade, a growing body of work has empha-
sized the need to incorporate such disagreement in
NLP datasets to reflect a more realistic and holistic
picture across NLP tasks (Plank et al., 2014; Aroyo
and Welty, 2015; Jamison and Gurevych, 2015;
Basile et al., 2021b; Uma et al., 2021a). Accord-
ingly, we argue for the necessity to preserve and
examine disagreement when annotating and mod-
elling plausibility, and represent inherent disagree-
ment in annotation in order to devise a range of
silver standards for analysis and modelling. More
specifically, we disentangle subjectivity from anno-
tation error, limitations of the annotation scheme,
and interface (Pradhan et al., 2012; Poesio et al.,
2019), and examine disagreements in physical and
abstract plausibility annotation.

Overall, we find that our annotators tend to fa-
vor plausibility over implausibility, and we observe
stronger disagreements for implausible in compar-
ison to plausible events. Second, we explore the
impact of abstractness on plausibility ratings. Here,
our results reveal a positive relation between plausi-
bility and events consisting of more abstract words,
while implausibility is mostly found in predomi-
nantly concrete events.

2 Background and Related Work

2.1 Capturing (Semantic) Plausibility

The notion of plausibility has been approached
from many perspectives. Inspired by the overview
in Porada et al. (2021), we present distinctions and
discuss viewpoints from previous work. Similarly
to related notions such as selectional preference
(Wilks, 1975; Resnik, 1993; Erk et al., 2010; Van de
Cruys, 2014; Zhang et al., 2019; Metheniti et al.,
2020) and thematic fit (Chersoni et al., 2016; Say-
eed et al., 2016; Pedinotti et al., 2021), plausibility
estimations capture non-surprisal in a given context.
For example, the event kid-sleep with the agent
kid is less surprising than tree-sleep and therefore
considered more plausible. Within the context of
(semantic) plausibility, however, plausible events
are not necessarily assumed to be the most typ-
ical or preferred events. This stands in contrast
with selectional preference or thematic fit, where
whatever is not preferred is considered atypical al-
beit, in principle, a given event might be plausible.
Wilks (1975) also discusses naturally occurring
cases where the most preferred option does not
yield the only correct interpretation: “[t]he point is
to prefer the normal, but to accept the unusual.”
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In this vein, Wang et al. (2018) propose the
task of semantic plausibility as “recognizing plau-
sible but possibly novel events”, where a “novel”
event might be an unusual but nevertheless plau-
sible event. Porada et al. (2021) further point out
that “[p]lausibility is dictated by likelihood of oc-
currence on the world rather than text”, and at-
tribute this discrepancy to reporting bias (Gordon
and Van Durme, 2013; Shwartz and Choi, 2020).
For example, it is much more likely that the event
human-dying is attested than the event of human-
breathing. The sum of all plausible events in a
given world thus encompasses not only the sum of
all attested events in a corpus (including modalities
other than text), but also possibly plausible events
which are not necessarily attested in a corpus.

In our definition what is preferred is considered
the most plausible, but what is unusual might still
be highly plausible. Plausibility therefore (i) ex-
ceeds the boundaries of (selectional) preference.
Further, plausibility (ii) is a matter of degree as
the preferred is considered more plausible. In turn,
what is unusual is still considered plausible albeit
to a lesser degree. Moreover, plausibility (iii) cap-
tures non-surprisal in a given context, and (iv)
denotes what is generally likely, but not necessar-
ily attested in a given corpus.

2.2 Measuring Semantic Plausibility

There are various positions on how to model, mea-
sure, and evaluate whether an event triple is plau-
sible. In this study, we model plausibility as the
proportion of what is considered plausible, requir-
ing a minimal label set of {implausible, plausible}
(Wang et al., 2018). Note that a value regarding
what is “true” is not involved in measuring plausi-
bility. Consider the examples eat-strawberry, eat-
pebble, and eat-skyscraper. Given our label set,
the first two events would be considered plausible
(even though they strongly vary in their degree of
plausibility and likelihood to be attested in text with
eating a strawberry considered more plausible than
the less, but still plausible process of eating a peb-
ble)!, while the last event is physically implausible.
Derived label sets such as {implausible, neutral,
plausible} may include a “neutral” label which is
considered to not carry plausibility information, as
it does not provide insight into whether an expres-
sion is (im)plausible (Anthonio et al., 2022).
'Using e.g., Google n-grams, eat-strawberry is clearly

attested more often than ear-pebble, while eat-skyscraper is
not attested at all.



When annotating plausibility, drawing hard lines
between labels is difficult and increases in com-
plexity when considering words and concepts that
are more abstract than concrete. This is especially
true when considering free-standing events where
no information on limiting factors regarding in-
terpretation can be inferred. An example would
be human-breathe which is plausible unless the
human in question is dead. A more complex exam-
ple would be human-have-human_rights, which is
likely to be considered plausible by the majority
of people and mirrored by corresponding laws in
many countries, but (a) not universally accepted by
each individual, and (b) not formalized as such by
all countries.

2.3 Physical and Abstract Plausibility

Concepts can be described in accordance with the
way people perceive them. While concepts that
can be seen, heard, touched, smelled, or tasted
are described as concrete, those that cannot be
perceived with the five senses are referred to as
abstract (Barsalou and Wiemer-Hastings, 2005;
Brysbaert et al., 2014). Examples of concrete con-
cepts include apple, house and trampoline, abstract
examples encompass absurdity, luck, and realism.
While instances at each extreme of abstractness oc-
cur, the notion is not binary but rather continuous,
including many concepts between each extreme.
Mid-range examples include concepts such as in-
flation, punctuality and espionage.

The grounding theory of cognition argues that
humans process abstract concepts by creating a per-
ceptual representation that is inherently concrete as
it is generated through exposure to real world situ-
ations using our five senses (Van Dam et al., 2010;
Brysbaert et al., 2014). However, more recent work
brings forth evidence suggesting that such repre-
sentations incorporate both perceptual and non-
perceptual features (Dove, 2009; Naumann et al.,
2018; Frassinelli and Schulte im Walde, 2019).

Regarding suitable abstractness ratings, we find
a variety of datasets of growing size and diversity
for many languages.> A widely used collection
are the concreteness norms devised by Brysbaert
et al. (2014), who collected ratings for approx. 40K
“generally known” English words such as sled and
dream, referring to strength of sense perception.

2See for a detailed overview, e.g., Schulte im Walde and
Frassinelli (2022); Charbonnier and Wartena (2019).
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2.4 Disagreement in Dataset Construction

While humans excel at assessing plausibility, they
might naturally disagree regarding the plausibility
of an event such as law-prohibit-discrimination. In
the course of the last decade, a growing line of re-
search argues for the preservation and integration
of disagreement in dataset construction, modelling,
and evaluation (Aroyo and Welty, 2015; Pavlick
and Kwiatkowski, 2019; Basile et al., 2021b; For-
naciari et al., 2021; Uma et al., 2021a)3. While
highly subjective tasks such as sentiment analysis
(Yin et al., 2012; Kenyon-Dean et al., 2018) and
offensive language detection (Leonardelli et al.,
2021; Almanea and Poesio, 2022) have gathered
particular attention, prior work has also presented
evidence for seemingly objective tasks requiring
linguistic knowledge such as PoS tagging (Gim-
pel et al., 2011; Hovy et al., 2014; Plank et al.,
2014). We thus argue for the necessity to disen-
tangle, devise, and examine disagreement when
annotating and modelling plausibility. In contrast
to previous work on plausibility assessments, we
represent inherent disagreement in annotation and
devise a range of silver standards for analysis and
modelling.

3 Construction of Event Targets

Our first goal is to create a dataset* that systemat-
ically (a) covers both plausible event triples that
are selectionally preferred or unusual, (b) captures
events attested in the real world, i.e., extracted from
triples produced in natural language, (c) measures
plausibility on a degree scale from plausible to
implausible, and (d) puts equal emphasis on both
abstractly and physically plausible events. We vi-
sualize the dataset construction process in Fig. 2.

3.1 Extracting Natural Language Triples

To compile a set of natural language triples, we first
extract all text from an English Wikipedia dump
using gensim (Rehtifek and Sojka, 2010). We then
randomly sample k articles® with £=50,000 and
syntactically parse the articles using stanza (Qi
et al., 2020). Next, we extract a triple (s,v,0)
whenever the following conditions are satisfied: s

3For an overview we refer to, e.g., Basile et al. (2021a);
Uma et al. (2021b).

*The dataset including event triples, ratings, and
aggregated labels is available at https://github.com/
AnneroseEichel/PAP.

>We only store the section texts and discard (section) titles
as they tend to not contain 3-tuples of the desired form.
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Figure 2: Simplified illustration of dataset construction starting with the extraction of attested event triples from
a sample of the English Wikipedia. We filter triples, assign abstractness ratings, bin, and sample 1,080 plausible
event triples for 27 abstractness combinations (marked in blue). Based on attested triples, we automatically generate
pseudo-implausible triples and similarly filter triples, assign abstractness ratings, perform bining, and sample 1,080

implausible event triples (marked in yellow).

is the lemma of the head of nsubj, o is the lemma
of the head of obj, and v is the lemma of the head
of the root verb. We only allow nouns in subject
and object positions and disregard proper names
and pronouns as well as nouns and verbs that are
part of a compound, yielding 62,843 triples. We
extract each triple once, keeping track of frequency
w.r.t sampled text data. Triples containing nouns
or verbs that are explicit or have offensive connota-
tions are filtered out using existing tools.® In total,
this leaves us with 62,473 triples.

3.2 Creating Physically and Abstractly
Plausible Triples

To discern triples containing highly concrete words
from triples which encompass more abstract words,
we assign abstractness scores to all nouns and
verbs in a triple, drawing on the concreteness rat-
ings by Brysbaert et al. (2014). We use a reduced
collection’ encompassing 12,880 noun and 2,522
verb targets to assign concreteness ratings to all
62,473 triples where a rating r exists for each word
w € {s,v,0}. Instances with nouns or verbs for
which no rating exists are discarded. Overall, the
assignment step yields 35,602 triples® with ratings.
As we are specifically interested in distinctive fea-
tures of abstractness vs. concreteness and cases
which can be found in the middle of the continuous
scale, we partition each constituent and each triple
into 5 bins [highly abstract, abstract, mid-range,
concrete, highly concrete]. To construct our dataset,
we then only consider the bins at each extreme as

Sfilter-profanity, alt-profanity-check

"For details on the filtering process, cf. App. A.1.

8Subject and object types amount to 4,140 and 4,551
unique words, respectively, while verb types are significantly
less diverse (1,218 unique words).
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well as the mid-range bin. Each constituent of a
triple ¢ can be either highly abstract (a), mid-range
(m), or highly concrete (c). Taking the Cartesian
product, we thus define 27 possible triple combi-
nations, e.g., triples consisting of words with very
high concrete ratings only, e.g., (¢, c,c) or fully
mixed triples, e.g., (¢,m,a). To extract triples
satisfying the conditions of each of the 27 possi-
ble triple combination, we carry out the following
steps:

(a) Partition each constituent in s,v,o0 in each
triple; .., into 5 bins of equal size, ranging
from very abstract to very concrete. Whenever
the relative threshold € between bins prohibits
perfectly equal sizes, we trade perfect bin size
for perfectly separated abstractness ratings.

(b) Extract all triples satisfying the conditions of
a combination e.g., (¢, ¢, c) from our set of
35,602 triples.

The distribution of all naturally occurring triples
for each triple combination € {(a, a,a), ...(c, ¢, )}
is presented in Fig. 6, App. A.2. To select plau-
sible triples for annotation, we randomly sample
40 triples for each combination, yielding a total of
1,080 plausible triples.

3.3 Constructing Physically and Abstractly
Implausible Triples

To construct implausible triples, we use the 35,602
cleaned triples for which an abstractness rating as
provided by Brysbaert et al. (2014) exists. This
restriction makes the task of implausible triple
generation non-trivial as the set of possible con-
stituents in each function is now limited to subjects,



verbs and objects that are attested to be plausible
in their given function. Generating perturbations
of attested triples as used by Porada et al. (2021)
—where only one constituent, e.g., the subject, is
perturbed while verb and object are kept— also re-
sults in disproportionally many plausible triples,
e.g., jurisdiction-evaluate-reaction.

We thus use only the following perturbations:
For each t € attested triples, we obtain a ran-
domly perturbed ¢’ serving as a pseudo-implausible
natural language triple. We uniformly generate
perturbations of the form (s',v’, 0), (s',v,0") and
(s,v',0'), where &', v/, and o’ are arguments ran-
domly sampled from the plausible triple collection
taking into account corresponding functions, e.g.,
only words for which the use as object is attested
in the corpus are randomly sampled as an object
perturbation. We discard all triples that exist in
the plausible triple collection and only keep unique
instances, thus yielding 35,600 pseudo-implausible
triples. After profanity filtering, we are left with
35,447 triples. We assign abstractness ratings and
apply the binning method as described in the previ-
ous section 3.2.

The distribution of physically and abstractly
pseudo-implausible triples per combination is
shown in Fig. 6 (b), App. A.2. In analogy to plau-
sible triple construction, we sample 40 triples for
each abstractness combination to obtain 1,080 im-
plausible triples.

4 Human Annotation

Our second goal targets the annotation of the col-
lected event triples with respect to subjective as-
sessments of plausibility on a degree scale (1-5)
ranging from implausible to plausible. For this, we
perform a human annotation study.

4.1 Collecting Ratings for (Im)Plausibility

Task We collect plausibility judgements on Ama-
zon Mechanical Turk® for our 2,160 plausible and
implausible triples. Each triple is annotated by 10
annotators. In particular, we ask annotators to in-
dicate whether a given sentence is implausible or
plausible using a sliding bar (corresponding to a
scale from 1 to 5). An example of the task with full
instructions as presented to annotators in our Hu-
man Intelligence Task (HIT) is illustrated in Fig 7,
App. B.1. To avoid bias, the slider is by default set
to the middle of the bar. Annotators are required

9https ://www.mturk. com/
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to move the slider and thereby make a decision for
either plausible or implausible. Task instructions
clearly inform about the possibility of submission
rejections if the slider remains in the middle posi-
tion.

Annotators Participation is limited to annotators
based in the United States and the United King-
dom. We further require annotators to have a HIT
Approval Rate > 98% and a number of > 1,000
approved HITs from previous work.

Quality Checks To track annotation quality, we
use an initial set of 20 manually produced check
instances (cf. App. B.2) that were judged clearly
plausible/implausible by the authors and an addi-
tional English native speaker. Annotators are pre-
sented batches of 24 randomly shuffled plausible
or implausible triples, plus one randomly sampled
check instance. In case of failed check instances,
we discard all annotations submitted by the corre-
sponding worker.

4.2 Annotation Post-Processing

After discarding submissions where the slider is
set to the default (rating=3) as well as submis-
sion from workers who failed a check instance,
we collect a total of 21,317 plausibility ratings.'”
We further perform the following post-processing
steps in order to minimise the impact of spam and
low-quality annotations regarding the plausibility
of a given event (Roller et al., 2013; Rodrigues
et al., 2017; Leonardelli et al., 2021), with datasets
statistics at every processing step shown in Table 3,
App. B.3. We first filter out ratings from work-
ers who submitted annotations for <10 instances.
Assuming that events observed in Wikipedia rep-
resent plausible events, we then exclude ratings
from workers whose annotations disagree with the
original label plausible in more than 75% of their
corresponding submissions.

After these steps, our number 7 of annotators A
still amounts to a large set of nA > 500 annotators.
To ensure sufficient agreement between annotators,
we calculate a soft pairwise Jaccard Coefficient J
(Jaccard, 1902)!! for all annotator combinations,
and only keep annotations from workers whose
submissions yield an average J > 0.4, following

10 After our main collection round, we experiment with basic
post-processing steps and perform a small second collection
round to collect 5 ratings for 84 triples with <8 ratings.

See App. B.3 for details on the calculation.
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Figure 3: (a) Number of plausibility ratings per rating option where ratings below 3 denote implausibility and
ratings above 3 denote plausibility. (b) Number of triples across ratings aggregated as averaged median ratings.
Ratings range from implausible {1, 2} to plausible {4, 5}.

Bettinger et al. (2020). Finally, we keep only triples
in the dataset if they received at least 8 ratings.

4.3 Dataset Statistics

After post-processing, we are left with 15,571 plau-
sibility ratings for 1,733 triples (80% of the orig-
inal triple set). With respect to instance coverage
per abstractness combination, we have an average
number of 32 triples per combination for both plau-
sible and implausible triples with a minimum of 27
triples for the combinations (a, a, m) and (m, ¢, ¢)
for plausible and implausible triples, respectively.
Triples receive between 8 and 12 ratings, with an
average of 8.9 ratings.

Estimated average Inter-Annotator Agreement
(IAA) across our post-processed dataset using the
previously introduced soft pairwise Jaccard Coeffi-
cient reaches 0.64. This indicates reasonable agree-
ment among annotators; cases of disagreement we
will explore in the next section.

5 Analysis of Human Judgements and
Disagreement

5.1 Examining Rating Distributions

Fig. 3 (a) shows the distribution of ratings across
the four rating options, with green and pink bars in-
dicating originally plausible and implausible label,
respectively. The distribution is skewed towards
plausibility with 68.98% ratings € {4,5}. We ag-
gregate all individual ratings as average median
rating per triple and show the resulting distribution
in Fig. 3 (b). While the distribution for originally
plausible triples (green bars) evens out as expected
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with a peak number of average median rating for av-
erage plausibility (avg. median ratings € (3;4]), a
similar peak can be observed given the distribution
for originally implausibly triples (pink bars). The
graph also shows differences, namely substantially
more triples with a median rating indicating weak
implausibility (avg. median rating € (2;3]) for
originally implausible triples. On the other hand,
high plausibility (rating € (4;5]) is annotated for
mostly originally plausible triples.

To further investigate the skew towards plausi-
bility, we visualize the average median rating for
originally plausible and implausible triples in Fig. 4.
The plot also illustrates the standard deviation of
the values as a cloud. We observe that annota-
tor ratings tend to show more overlap for plau-
sible triples, with standard deviation decreasing
with higher plausibility. In contrast, rating triples
labeled as implausible result in greater deviation
from the average mean rating decreasing only with
implausibility. Taking into account the black hori-
zontal line at a median rating of 3, we clearly see
that median ratings for originally plausible triples
are mostly above the cut line, thus indicating an
overlap with the original label. On the other hand,
median ratings for originally implausible triples are
mostly below the cut line, thus indicating a clash
with the original label.

These observations suggest (i) that humans fa-
vor plausibility over implausibility, while avoid-
ing the extreme on the plausibility end of the scale,
and (ii) that implausibility yields higher disagree-
ment, as annotators disagree more when rating
triples that were originally labeled as implausible.
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Figure 4: Average median ratings across originally plausible (a) and implausible (b) triples with standard deviation
visualized as cloud around average rating lines. Triples are represented numerically on the x-axis. The black
horizontal line denotes a median rating of 3. Average median ratings for plausible triples below the line disagree
with the original label, while the opposite is true for average median ratings for implausible triples. Here, ratings

above the line disagree with the original label.

5.2 Exploring the Impact of Abstractness on
Plausibility Ratings

Abstractness at Event Level To assess the re-
lation between degrees of abstractness for combi-
nations of words and plausibility on physical and
abstract levels, we first examine the proportion of
plausibility ratings across triples from each of our
27 abstractness combinations. For this, we calcu-
late a strict majority (=70%) for each triple. When-
ever ratings do not point to a majority, i.e., 50%
plausible vs. 50% implausible, we mark the triple
as unsure. We present a visualization in Fig. 5
where green bars denote a strict majority of plau-
sible ratings € {4,5}, pink bars refer to a strict
majority of implausible ratings € {1, 2}, and or-
ange bars illustrate the lack of clear majorities.
For attested plausible triples, original label
and proportional majority rating overlap in all
cases. In only three cases we observe majority
ratings proportions below 50%, namely for the
mostly concrete combinations (¢, ¢, m), (a,c,c),
and (a, ¢, m). In contrast, majority rating propor-
tions are generally higher for more abstract combi-
nations, e.g., (a, a,a), (m,a,a). While a very low
average of majority ratings for implausibility (1.3)
can be observed, an average of 26.2 is obtained for
triples with no majority. These observations sug-
gest that (i) implausibility is most likely assigned
to triples with concrete words, inducing higher dis-
agreement among annotators, (ii) plausibility is
most likely assigned given more abstract words.
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For perturbed implausible triples, the picture
looks different with only one abstractness combina-
tion for which original and majority rating propor-
tions overlap, namely (a, ¢, ¢). For four highly ab-
stract combinations (a, m, a), (m, a,a), (m, m,a),
(m,m, a), a plausible majority is observed. How-
ever, in comparison with attested plausible triples,
disagreement and uncertainty is much higher with
no clear majority for 80% of abstractness combi-
nations. These findings underline the observations
for attested plausible triples with (i) implausibility
being easier to catch given concrete words, and (ii)
plausibility connected to more abstract words.

Abstractness at Event Constituent Level We
further examine abstractness at constituent level,
i.e., we explore whether abstractness degrees of
individual constituents play a role. For this, we
again calculate strict majority ratings across triples
for each abstractness combination in a binary label
setup (cf. 5.2). We focus on triples with a = 70%
majority for either plausible or implausible and
calculate the proportion of concrete, mid-range,
and abstract constituents € {s, v, o} € t.

Results are presented in Table 1. For constituents
of triples receiving plausible majority votings, no
particular pattern stands out: we find relatively
equal shares for all constituents across abstract-
ness levels. For originally implausible triples rated
plausible, we observe a slightly higher share of
mid-range and abstract constituents. In contrast,
abstractness levels seem to play a more important
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Figure 5: Proportion of strict majority ratings (=70%) across abstractness combinations for attested plausible triples
(a) and perturbed implausible triples (b). Green bars denote a majority of plausible ratings € {4, 5}, pink bars refer
to a majority of implausible ratings € {1, 2}, and orange bars capture cases of no clear majority.

role for constituents of triples with implausible ma-
jority votings. For both originally plausible and
implausible triples, percentage shares clearly in-
crease for concrete subjects and objects as com-
pared to triples with plausible majorities. We also
observe more abstract verbs, while shares of con-
crete and mid-range verbs decrease. In addition,
a decrease in abstract subjects and objects as well
as mid-range subjects can be observed. Regarding
verb constituents, the line seems to be clear-cut
between verbs as we find an increase in abstract, a
decrease in mid-range, and relatively equal shares
for concrete verbs.

These examinations suggest that abstractness lev-
els of event constituents are especially important
when assessing the absence of plausibility. Gener-
ally, events with a majority voting for implausible
tend to include more concrete subjects and objects.
However, the picture gets more diverse with clear
increases in abstract verbs. Interestingly, these ob-
servations hold irrespective of the original label.

The exploration of abstractness at event con-
stituents underlines our findings from the previous
analysis focusing on abstractness at event level. We
again find that the majority of human annotators
tend to agree on what is plausible, while implausi-
bility seems to be harder to catch and introduces
more disagreement. Moreover, assignment likeli-
hood of plausibility increases with abstractness
of triple constituents, whereas assignment likeli-
hood of implausibility increases with concrete-
ness of triple constituents — no matter the underly-
ing original label.
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6 Final Dataset: Aggregations

To foster learning with and from disagreement, we
release not only (i) the raw annotator ratings, but
also (ii) provide the following standard aggrega-
tions to enable various perspectives for interpre-
tation and modelling; for further aggregation op-
tions see e.g., Uma et al. (2021b). We account
for both multi-class (label € {1,2,4,5}) and bi-
nary (label either plausible € {4, 5} or implausible
€ {1, 2}) categorizations. The dataset is available
at https://github.com/AnneroseEichel/PAP.

(a) Strict Majority with Disagreement
Classes are assigned based on a 70% majority
for a multi-class or binary setup. In case of no
clear majority, a label denoting disagreement is
assigned to reflect conflicting perspectives of
annotators.

(b) Distribution
To account for fine-grained disagreement and
uncertainty, we calculate class distributions for
a multi-class or binary setup.

(c) Probabilistic Aggregation

As we work with crowd workers, we also
provide probabilistic label aggregations us-
ing Multi-Annotator Competence Estimation
(MACE)'? (Hovy et al., 2013). MACE lever-
ages an unsupervised item-response model that
learns to identify trustworthy crowd annotators

and predicts the correct underlying label. We

Zhttps://github.com/dirkhovy/MACE
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among 1,733 valid triples  originally plausible originally implausible

maj. plausible  maj. implausible nomaj. maj. plausible maj. implausible no maj.
# triples 622 11 229 309 46 516
constituent constituent proportion (in %)
concrete subjects 0.106 0.182 0.158 0.100 0.152 0.144
concrete verbs 0.109 0.091 0.162 0.093 0.116 0.172
concrete objects 0.100 0.182 0.070 0.088 0.159 0.060
mid-range subjects 0.115 0.061 0.129 0.118 0.058 0.144
mid-range verbs 0.115 0.091 0.034 0.128 0.072 0.132
mid-range objects 0.111 0.061 0.125 0.111 0.138 0.042
abstract subjects 0.113 0.091 0.148 0.115 0.123 0.146
abstract verbs 0.109 0.152 0.148 0.112 0.145 0.129
abstract objects 0.122 0.091 0.025 0.134 0.036 0.031

Table 1: Overview of constituent analysis focusing on triples with a > 70% majority (maj.) for either plausible
or implausible triples (# triples). We present the proportion of concrete, mid-range, and abstract constituents
€ {s,v,0} € t for each abstractness level (concrete, mid-range, abstract) and constituent (subject, verb, object),
in %. For completeness, we also show constituent proportions for triples with no strict majority (no maj.).

provide both predicted silver labels and class
distributions for a multi-class and binary setup.

7 Discussion

We formulated the task of automatically distin-
guishing abstract plausible events from implausi-
ble ones as an extension of Wang et al. (2018) who
focused specifically on physical plausible events.
Based on the presented findings, we affirm our hy-
pothesis as to (i) whether plausible and implausible
events can be systematically captured on physical
and abstract levels by (ii) integrating degrees of
abstractness for combinations of words.

We further note differences in collected annota-
tions with assignment likelihood of plausible rat-
ings increasing with abstractness of events’ con-
stituents, while concreteness seems to facilitate
the detection of more implausible events. We hy-
pothesize that more concrete words evoke a more
stable mental image grounded in the real world.
Events like our introductory example rain-breaks-
belly that represent a violation of quite fixed mental
images are thus more often recognized as implau-
sible. In contrast, more abstract words that lack a
tangible reference object seem to open up a greater
space of potentially plausible interpretations. This
possibly invites annotators to cooperate and use
their imagination resulting in more plausible rat-
ings for more abstract triples.

Our findings further suggest that it is the recipi-
ent who comes up with an interpretation, thus mak-
ing sense of the seemingly implausible. Moreover,
generating fully implausible events is not trivial,
which should be taken into account when using
automatically generated implausible triples.
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Lastly, while events based on s-v-o triples or
comparably simple constructions have been suc-
cessfully leveraged for exploring selection prefer-
ence and thematic fit (Erk et al., 2010; Zhang et al.,
2019; Pedinotti et al., 2021), the addition of con-
text exceeding sentences constructed from s-v-o
triples could potentially resolve present ambiguity
and possibly reduce disagreement. We thus encour-
age future work extending this work by collecting
and analyzing plausibility ratings for more complex
constructions within broader contexts.

8 Conclusion

We presented a novel dataset for physical and ab-
stract plausibility for events in English. Based
on naturally occurring sentences extracted from
Wikipedia, we infiltrated degrees of abstractness,
and automatically generated perturbed pseudo-
implausible events. We annotated a filtered and bal-
anced dataset for plausibility using crowd-sourcing
and performed extensive cleaning steps to ensure
annotation quality. We provided in-depth analyses
to explore the relationship between abstractness
and plausibility and examined annotator disagree-
ment. We hope that the presented dataset is used for
both analyzing and modelling the notion of plausi-
bility as well as the exploration of closely related
tasks such as selectional preference and thematic fit
and relevant downstream tasks including common-
sense reasoning, NLI, and coreference resolution.
Moreover, we make both raw annotations and a
range of aggregations publicly available to foster
research on disagreement and enable interpretation
from various perspectives.



Limitations

In this paper, we present a collection of plausibility
ratings for simple sentences in English that are
automatically constructed from s-v-o triples that are
extracted from natural language. We are aware that,
for example, events such as eat-skyscraper might
have a plausible interpretation in a given fictional
world. When constructing our dataset, we do not
explicitly account for triples which might originate
from Wikipedia articles with content where other
possible worlds are assumed.

As we conduct a relatively large annotation ex-
periment via AMT crowd-sourcing, we aim to ap-
ply post-processing methods minimising the impact
of unreliable annotations on our analyses. With
more than 500 different final annotators and a very
subjective annotation task, we however note the
possibility of potentially wrong annotations due to
errors, limitations of task instructions, or the inter-
face (Pradhan et al., 2012; Poesio et al., 2019; Uma
et al., 2022). This is especially true for the implau-
sible portion of the dataset where no comparison
with an attested triple label is possible. Approaches
of mitigation could be concentrating on triples with
high (im)plausibility ratings or use e.g., probabilis-
tic methods to aggregate labels. We thus provide a
dataset version with labels aggregated using MACE
(Hovy et al., 2013).

As far as the transfer of the suggested approach
of dataset construction to languages other than En-
glish is concerned, we call attention to the potential
need to adapt the event extraction. Further, ab-
stractness ratings might not readily be available in
every language. In addition, AMT annotation for
languages other than English potentially requires
more time and resources, as annotator population
is heavily skewed towards speakers of English.

Ethics Statement

To generate our dataset of events, we use a por-
tion of the English Wikipedia which has been
shown to exhibit a range of biases (Olteanu et al.,
2019; Schmabhl et al., 2020; Falenska and Cetinoglu,
2021; Sun and Peng, 2021). While our goal is to
enable others to explore plausibility on physical
and abstract levels as well as sources of potential
disagreement, users of this dataset should acknowl-
edge potential biases and should not use to to make
deployment decisions or rule out failures.

In the context of our annotation task, we col-
lected plausibility ratings from crowd-workers us-
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ing Amazon Mechanical Turk between January, 20
and March 7, 2023. Crowd-workers were com-
pensated 0.02$ per instance. Although we aimed
for strict quality control during data collection, we
mostly compensated completed hits also when an-
notations were finally discarded because they did
fail a check instance or, sometimes, did not move
the slider. To this end, we engaged in email conver-
sations with crowd-workers in case they reached
out to clarify issues. We invested time to answer all
requests and made our decision-making transparent
to the annotators.
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A Dataset Construction

A.1 Filtering the Brysbaert Norms

To assign abstractness scores to all nouns and
verbs in a given event triples, we draw on the con-
creteness ratings for approximately 40,000 English
words devised by Brysbaert et al. (2014). The Brys-
baert norms were collected in an out-of-context
setting and without providing information about
the part-of-speech (POS). POS tags were added
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in a post-processing step, utilizing the SUBTLEX-
US corpus (Brysbaert et al., 2012). To account for
this, we follow Schulte im Walde and Frassinelli
(2022) and Tater et al. (2022) in adding the most
frequent POS tag associated with each target word
based on the English web corpus ENCOWI16AX
(Schifer, 2015). We then filter for noun and verb
target words where the POS tag provided by (Brys-
baert et al., 2014) and the POS tag extracted using
the ENCOW16AX correspond to each other. We
filter out all words with a frequency below 10K to
remove infrequent words. This way, we obtain a
collection of 12,880 noun and 2,522 verb targets.

A.2 Triple Binning and Distributions

The distribution of all naturally occurring triples for
each triple combination € {(a, a,a),...(c,c,c)} is
presented in Fig. 6 (a). While triple numbers accu-
mulate on the extremes highly abstract and highly
concrete, the number drops for triples consisting of
mid-range constituents. Mixed triple combinations
(a,m,c) and (¢, m, a) yield minimum numbers of
triples as well as triples with highly concrete or
abstract subjects and verbs (a, a, ¢) and (c, ¢, a).

Similarly, the distribution of all automatically
generated pseudo-implausible triples for each triple
combination is shown in Fig. 6 (b). Note that a
substantially higher number of valid implausible
triples is extracted using the binning process with
minimum numbers achieved for mostly medium-
range abstractness.

B Human Annotation

B.1 HIT Interface

Fig. 7 shows a full example of the HIT interface as
presented to HIT workers.

B.2 Check Instances

We list check instances in Table 2. In a post-
processing step, we exclude three implausible
check instances, e.g., water cuts ball, which might
be interpreted as plausible in the context of high-
pressure water systems which might be able to cut a
ball (marked in italics). We use the check instances
mainly after the the annotations process to increase
annotation quality by filtering out all submissions
where annotators failed a valid check instance.

B.3 Annotation Post-Processing

We show an overview of dataset statistics at each
post-processing step in Table 3. Specifically, we
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plausible

implausible

grandmother drinks tea
child eats banana
baker bakes cake

kid plays game

rabbit eats carrot

man builds house

man opens window
teenager drinks coke

grandmother drinks stone
child eats dream

baker bakes air

sun beats banana

baby eats storm

man breaks air

ant opens window

sun breaks door

woman drives car
player throws ball

woman drinks bridge
water cuts ball

Table 2: Plausible and implausible check instances.
Instances marked in italics are filtered out in a post-
processing step due to possible plausible interpretations.

present changes in number of ratings, validated
annotators, and number of triples with >8 ratings
across annotation post-processing. Post-processing
methods are applied in the order listed. Results in
a given row correspond to dataset statistics having
applied a given step.

Soft Jaccard Coefficient We estimate Inter-
Annotator Agreement (IAA) by calculating the Jac-
card Coefficient for all pairwise annotator combi-

nations
B |A N B

B |A U B

where the intersection of A and B captures all
cases where annotators agree that a triple is either
plausible (ratings € {4, 5}) or implausible (ratings
€ {1,2}), and the union of A and B denotes all
cases where both annotators provided a rating for
the same sentence regardless of their agreement.
As we are not enforcing strict rating agreement, we
refer to this way of calculating IAA as soft Jaccard
Coefficient.

J(A, B)
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Figure 6: Distribution of attested plausible (left) and perturbed implausible (right) triples per combination.

Instructions
Task: Please read the sentence carefully. Then decide whether the sentence is plausible or implausible and move the slider in the corresponding direction.
Try not to think too much and trust your gut feeling!

* Note that you have to move the slider in one direction. Ratings where the slider is set to the middle will be rejected.

« Please answer all 25 HITs.
« This experiment is for English native speakers only.

Your Task:

Is the following sentence plausible or not?
"paper introduces innovation”

Move the slider in the corresponding direction.

implausible plausible

Any comments?

Figure 7: HIT interface including task instruction and requirements for successful answer submission (ratings where
the slider is set to the middle can be rejected).

# annotators # ratings # triples

plausible implausible | plausible implausible total total

Raw (without check instances) 883 879 11,250 11,343 22,593 2,160
Failed checks/default submission 878 872 10,649 10,668 21,317 2,148
>75% disagreement orig. label 832 838 9,849 10,046 19,895 2,081
<10 ratings submitted 478 479 8,373 8,502 16,875 1,840
AMT approv. rate <80%, incl. 0% 468 471 8,269 8,333 16,602 1,819
Pairwise Jaccard Index <0.4 452 452 7,726 7,845 15,571 1,733

Table 3: Overview of changes in number of ratings, validated annotators, and number of triples with >8 ratings
across annotation post-processing. Post-processing methods are applied in the order listed. Results in a given row
correspond to dataset statistics having applied a given step, e.g., filtering out submission from annotators who failed
check instances as well as all submissions where annotators submitted a default rating of 3 results in the number of
21,317 valid ratings, including both ratings for plausible and implausible triples.
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Abstract

The Turkish particle dA is a focus-associated
enclitic, and it can act as a discourse connec-
tive conveying multiple senses, like additive,
contrastive, causal etc. Like many other lin-
guistic expressions, it is subject to usage am-
biguity and creates a challenge in natural lan-
guage automatization tasks. For the first time,
we annotate the discourse and non-discourse
connnective occurrences of dA in Turkish with
the PDTB principles. Using a minimal set of
linguistic features, we develop binary classi-
fiers to distinguish its discourse connective us-
age from its other usages. We show that despite
its ability to cliticize to any syntactic type, vari-
able position in the sentence and having a wide
argument span, its discourse/non-discourse con-
nective usage can be annotated reliably and its
discourse usage can be disambiguated by ex-
ploiting local cues.

1 Introduction

Discourse connectives are one of the most impor-
tant aspects of discourse structure. They are lexico-
syntactic elements that signal a pragmatic or se-
mantic relation (contingency, expansion, contrast,
etc.) between two discourse units such as verb
phrases, clauses or sentences (Asher, 1993; Prasad
et al., 2008). While the most well-known discourse
connectives belong to syntactic classes such as co-
ordinating and subordinating conjunctions (and,
but, because), adverbs (however) or prepositional
phrases (in sum), it is known that clitics can also
function similarly as discourse connectives (Konig,
2002), and may convey additive, contrastive or con-
cessive senses (Forker, 2016; Faller, 2020).
Clitics are particles that are phonologically de-
pendent on the lexical item to which they are at-
tached and in many languages, they play a role
in expressing focus. Usually, all types of phrases
(noun phrases, verb phrases, etc.) can function as
foci of a particle. In Turkish, too, most clitics are
attached to phrases. The enclitic dA is a special
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particle, which is both focus- and topic-associated.
In this respect, dA (orthographically “de”, “da”)
is even more worth investigating.'

The focus-sensitive characteristics and the dis-
course connective role of dA have long been no-
ticed in the Turkish linguistics literature (Kerslake,
1992; Ergin, 1975; Erdal, 2000; Goksel and Ozsoy,
2003). However, its discourse connective usage has
not been annotated in the existing discourse-level
Turkish corpora and, to the best of our knowledge,
it has not been the topic of a computational dis-
course analysis so far. The existing experiments are
limited to the disambiguation of the orthographic
forms da (one of the representations of dA) and -da
(one of the representations of the locative suffix,
-DA) (Arikan et al., 2019).2

It is known that connectives are susceptible to
usage ambiguity, that is “whether or not a given
token is serving as a discourse connective in its
context” (Webber et al., 2019a), and this has initi-
ated usage disambiguation tasks over connectives
in many languages. Well-known works that dis-
ambiguate English connectives involve Pitler and
Nenkova (2009) and Lin et al. (2010). Similar
tasks have been carried out in Chinese (Shih and
Chen, 2016), French (Laali and Kosseim, 2016),
German (Dipper and Stede, 2006; Schneider and
Stede, 2012) and Turkish (Bagibiiyiik and Zeyrek,
2023). To facilitate Natural Language Processing
(NLP) tasks such as text summarization, automatic
translation, knowledge extraction, etc., usage ambi-
guity tasks have to involve clitics as well as other
types of discourse connectives. Given that there

'The upper case letter “A” is used to represent the alter-
ation of vowels (“-e”, “-a””) with respect to the last syllable of
the preceding word.

2da, one of the representations of the clitic dA, can be
misspelled and written as a suffix, in which case it becomes a
homograph of one of the variants of the locative suffix -DA,
i.e. -da. This motivates the work on the disambiguation of
the orthographical forms. In the current work, the upper case
letter “D” represents the alternation of the alveolar consonants
(“t” and “d”) with respect to consonant assimilation rules.

Proceedings of the 17th Linguistic Annotation Workshop (LAW-XVII), pages 46-54
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is a research gap in the usage disambiguation of
dA in particular and Turkish clitics in general, this
paper describes an annotation study followed by a
classification task over a corpus where dA’s various
non-discourse connective roles are distinguished
from its discourse connective roles. The summary
of our contributions are:

* We construct a reliably annotated dataset of
the discourse and non-discourse connective
usages of dA following the principles of the
PDTB (Prasad et al., 2008; Webber et al.,
2019b) in terms of discourse connective spot-
ting.

By using a set of simple linguistic features,
we run machine learning experiments to dis-
ambiguate the cases where dA is used as a
discourse connective.

* We show that our basic features can distin-
guish between dA classes to a significant ex-
tent.

The outline of the paper is as follows: Section 2
focuses the linguistic behavior of dA. It provides a
description of its various functions demonstrating
its usage ambiguity. In Section 3, the data creation
stage of our work is described, the annotation style
and inter-annotator agreement results are presented.
In Section 4, we describe our experimental setup
by introducing the feature set, data processing (e.g.
lemmatization, tagging) and the classification algo-
rithms we used. An evaluation of the success of
the models and an error analysis are presented. In
Section 5, we summarize our work also discussing
its limitations and contributions, and offer some
ideas for future work.

2 Background

Turkish is a verb-final, agglutinating language,
where suffixation plays an important role both in
derivation and inflection. It has clitics such as m/
(the marker of yes/no questions), (y)DI and (y)mls
(copular markers), and dA. An important grammat-
ical fact that teases apart clitics and affixes is that
while clitics can attach to material already contain-
ing clitics, affixes cannot (Erdal, 2000).

2.1 Basic facts regarding dA

As shown by previous researchers, many clitics are
multifunctional, and the Turkish dA is no differ-
ent from the clitics in other languages in its multi-
faceted behaviour. It is basically an additive (akin
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to English too, also, as discussed in the extensive
typological study by Forker (2016)). This function
goes together with dA’s focalizer or intensifier role.
Moreover, dA has a variable position in the sen-
tence as it can cliticize to any syntactic type and,
as it is the case with most of the connectives, it is
not easy to demarcate the boundaries of its argu-
ments, i.e. ARGI, ARG2. In the current work, the
arguments to dA were not annotated.’

Syntactically, dA is placed at the right outermost
boundary of a word to the right of all other case
suffixes (Goksel and Ozsoy, 2003). Like other
clitics mentioned by Zwicky (1977), it cannot be
moved independently of its host without change in
meaning, but it can be moved with its host as long
as the constraints on word order configurations
permit. Goksel and Ozsoy (2003) show that dA
can occur with focused or unfocused constituents,
but always in a sentence that contains focus. In
sentences with dA, a set of alternatives is evoked
by focus (Rooth, 1992), or by dA itself, and dA
asserts the truth of one of these alternatives. In our
work, as also stated by Goksel and Ozsoy (2003),
we consider dA not an additive marker itself; rather,
when the presupposition it carries is interpreted
together with the rest of the utterance, the additive
sense arises.

Throughout the paper, the use of “a” and “b” in
the examples denotes the discourse segments linked
by a discourse connective. The discourse and non-
discourse connective role of the clitic is abbrevi-
ated as DC and NDC, respectively. Morpheme-by-
morpheme” analyses are provided to indicate the
variable position of dA in the sentence as well as
the word to which it clitizes (shown in bold fonts).

2.2 The discourse connective and
non-discourse connective usages of dA

Following the principles of the PDTB, we consider
dA a DC when it links two segments that have an
“abstract object” interpretation (propositions, even-
tualities, etc.) (Asher, 1993; Prasad et al., 2008).

3In the PDTB framework, the text spans with an abstract
object interpretation are legal arguments to a connective; con-
nectives link two text spans with an abstract object interpreta-
tion referred to as ARG1 and ARG2.

*The morpheme abbreviations we use throughout this ar-
ticle are as follows: ABIL abilitative marker, ACC accusative
case, AUX auxiliary, CAUS causative, COND conditional, CV
converb marker, DAT dative case, GEN genitive case, MOD
modifier, NEG negative, OPT optative, PL plural, POSS posses-
sive, PRES present, PROG progressive, PST past, SG singular,
VN verbal noun marker, 1 first person, 2 second person, 3
third person.



In its DC role, it always invites a continuative in-
ference: It allows the extension of information ex-
pressed in the first segment by providing further
detail in the second segment. The second segment
is a “separate but parallel” piece of information
(Konig, 2002) and it is often the host clause for dA,
as shown in (1) - (2):

() a. Sen-i sev-iyor-um de-di,
you-ACC love-PROG-1.SG say-PST
b. bende inan-di-m.
I  dA believe-PST-1.SG
‘He said ‘I love you’, and I believed
him.’ (DO)
2) a. Halil'in  gel-dig-in-i
Halil-GEN come-VN-2.SG.POSS-ACC
fark et-me-di-ler.
notice do-NEG-PST-3.PL
b. Halil de kadinlar-a bir saka

Halil dA ladies-DAT a joke
yap-ma-ya karar
do-VN-DAT decide-PST-3.SG
‘They did not notice that Halil came,
and Halil decided to play a joke on
the ladies.’ (DO)

ver-di.

dA can also occur in the first segment, attached to
the predicate as in examples (3), (4) or an auxiliary,
as shown in (5).

3) Bekle de,
Wait dA,

gel-ince konus.

come-CV speak.

‘Wait, and then speak when he comes.’
(DC)

Iyi giizel de,

okay nice dA

bir bak-alim.

have.a look-OPT

‘Okay, it’s nice, but let’s have a look.’

(DO

a.

b.

“)

)

Beni ara-din m da,
me call-PST.2SG AUX dA,

yanit  bekli-yor-sun
answer expect-PROG.2SG
‘Is it the case that you’ve called me so

you’re expecting an answer?’  (DC)

In (6), dA has a different function, namely, it intro-
duces a new topic rather than conveying a discourse
relation. In this excerpt, two friends (A and B) are
in an exhibition. Pointing to one of the paintings, A
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starts the conversation (segment a) and B responds
(segment b). We consider dA an NDC in this role.

(6) a. Bu tablo-yu da Ali al-d1.
This painting-ACC dA Ali buy-PST
b.  Giizel.
‘Nice’.
‘A: As for this painting, Ali bought it’.
‘B: It’s nice’. (NDC)

dA may appear in a discontinous form, acting as
a coordinator. In this usage, it often corresponds
to the conjunction both ... and in English. We
consider it a DC in its VP coordination role as
illustrated in (7), an NDC otherwise, e.g. when
adjectives are coordinated, as in (8).

@) a. Cocuk kedici-gi oksa-d1  da
child kitty-ACC caress-PST dA
b. op-tii  de.
kiss-PST dA
“The child both caressed and kissed the
kitty. (DCO)
(8) Kiz- 1n saglar-1 kizil da kivircik da.

Girl-GEN hair-POSS red dA wavy dA
‘The girl’s hair is both red and frizzly.’
(NDC)

In addition to these, dA can cliticize to conjunc-
tions and adverbs, yielding the emphatic form of
that conjunction or adverb. For example, ve de
‘and dA’ is the emphatic form of ve ‘and’ (9). In
these cases, the head of the discourse relation (ve)
is considered the discourse connective and dA its
modifier (Zeyrek et al., 2013). That is, we do not
consider dA as the sole discourse connective in
such cases and mark it as NDC.

9

Komik ol-mali-yim,

Funny be-ABIL-PRES-1.SG
giil-diir-meli-yim
laugh-CAUS-ABIL-PRES-1.SG

ve de asik
and MOD love

ol-mali-yim.
fall.in.love-ABIL-PRES-1.SG
‘I should be funny, make [people]

laugh; and furthermore, I should fall
in love. (NDC)

On the other hand, dA also cliticizes to the condi-
tional, (y)sA (10), contributing a concessive sense
to the sentence, akin to the role of ‘even though’.
Thus, we annotate its use with (y)sA as DC in ex-
amples like (10).



(10) a.  Aym Oneri-yi
same suggestion-ACC
sun-du-k-sa da,
offer-PST-1.PL-COND dA
b.  yanag-ma-di-lar.

accept-NEG-PST-3.PL
‘Even though we made the same sug-

gestion, they didn’t accept it.” (DC)

Forbes-Riley et al. (2006) show that there are
clausal adverbs (probably, usually) and discourse
adverbials (as a result, in addition, consequently).
These are semantically different forms; while
clausal adverbs are interpretable with respect to just
their matrix clause, discourse adverbials require an
abstract object interpretation from prior discourse.
So, clausal adverbs are not discourse connectives.
dA can cliticize to clausal adverbs such as belki
de ‘perhaps dA’, gercekten de ‘indeed dA’ (11). It
can also attach to discourse adverbs (dzellikle de
‘in particular dA’), but it is always considered a
modifier (hence NDC) when it is cliticized to an
adverb.

an

Gercektende  onuneli acik-t1.
Indeed MOD his hand open-PST
‘Indeed dA, he was very generous.” (NDC)

3 Data Construction and Reliability
Analysis

3.1 Data

To build a corpus for the current study, we started
with the TDB 1.1 (Zeyrek and Kurfali, 2017), an
annotated corpus of explicit and non-explicit dis-
course connectives, their binary arguments and
senses in the PDTB 2.0 style (Prasad et al., 2008).
Due to having linguistic characteristics quite differ-
ent than other connectives such as conjunctions and
adverbs, dA was not systematically annotated in the
TDB 1.1; its analysis was postponed until a new
annotation study that solely focuses on clitics or dA
itself could be launched. For the current work, we
had initially planned to work on the TDB to extend
it with a systematic annotation of dA.

A manual inspection of the TDB 1.1 showed that
it does not have an adequate number of discourse
and non-discourse dA occurrences. We decided to
create a new dataset, referred to as the dA Corpus,
by combining selected dA samples from the TDB
1.1 with those extracted from another Turkish cor-
pus, namely, the TS Corpus v2 (Sezer and Sezer,
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2013; Sezer, 2017).5 Table 1 shows the distribution
of the sources of selected samples in the corpus.®

# samples with dA
TDB 1.1 TS Corpus v2
436 438

Table 1: The dA corpus.

3.2 Annotation Style and Inter-annotator
Agreement (IAA)

Discourse connectives are clear signals that
show how discourse units are linked by a prag-
matic/semantic relationship. Taking this descrip-
tion and the PDTB 2.0 annotation guidelines as
our starting points, we wrote a set of guidelines
describing how to recognize the discourse connec-
tive and non-discourse connective uses of dA men-
tioned in the current paper. Each sample minimally
contained clauses to the immediate right and left
context of dA, but there were samples that had more
than one clause on each side, as they were deemed
necessary to infer the meaning of the text. Since a
piece of text may have multiple dA instances, the
tokens to be annotated were highlighted. All the dA
samples were annotated by two independent, native
speaker annotators. They were asked to annotate
all the text pieces where the clitic is highlighted.
Although the annotation of dA’s discourse senses
is out of our scope, we asked our annotators to pay
attention to the senses of dA when they infer a dis-
course relation made salient by dA. The annotators
were told that the basic sense of dA is to indicate
addition.” They were also told that they may infer
additional senses such as temporal succession (3),
concession (4), result (5).8 Since dA lacks such

SThe TDB 1.1is a 40.000-word, multi-genre (research
surveys, articles, interviews, news articles, novels), written
corpus of modern Turkish. The TS Corpus is based on the
BOUN Web Corpus (Sak et al., 2008), containing data from
news and other internet websites. It is composed of over
491M units, where all units are marked on the basis of word
type (POS tag), morphological structure tag (Morphological
Tagging) and root word (Lemma).

®The corpus is available
https://github.com/Turkishd A/dA-Corpus.

"In the current work, the additive discourse sense corre-
sponds to Expansion.Conjunction or Expansion.Detail. Arg2-
as-detail senses in the PDTB 3.0.

$1n cases like (3) a sense in addition to the additive sense
is inferred. These are a type of multiple relations introduced
in the PDTB 3.0. In other examples such as (4) and (5), dA
conveys a single sense. But the annotators are not required to
differentiate between single sense versus multiple senses of
dA tokens, which is left for further work.

at



additional senses in its non-discourse connective
roles, to notice them in the data would further help
the annotators while tagging its DC usage.

The annotation cycle involved two steps. First,
annotator] annotated the entire occurrences of dA
as DC or NDC. In two sessions, which lasted ap-
proximately two hours, the guidelines were ex-
plained to the independent annotator and a few
examples that are not involved in the data were
annotated jointly; then annotator2 tagged all the dA
occurrences highlighted in the corpus.

To measure the inter-annotator agreement, we
adopted the method used in Zeyrek et al. (2020) and
took one set of annotations (namely those created
by annotator1) as the correct annotations since the
annotations were created by one of the members
of our research team. We calculated the IAA with
the standard metrics of Precision, Recall and F1 in
formulas’ 1, 2 and 3, respectively. The results are
presented in Table 2.

We also evaluated the IAA with the kappa statis-
tic (Cohen, 1960) to assess base level agreement.
The result showed a substantial agreement between
annotators with a x score of 0.74.

# of correct DC' assg.s
# of DC assg.s

Precision =

ey

# of correct DC assg.s

Recall =
cea # of DC samples

2

Pl 2 % Precision * Recall

3)

Precision + Recall

Recall
0.86

F-score
0.87

Precision
0.89

Table 2: TAA results.

Once we obtained the inter-annotator results, in
the second step, we spotted and discussed the dis-
agreed cases in a series of meetings, and reached
a unanimous agreement as to whether a disagreed
dA token is DC or NDC. We thus obtained the gold
standard data. Table 3 provides the number of ad-
judicated DC and NDC tokens in the dA corpus.
Table 4 lists the different word classes to which dA
cliticizes and their frequencies (see Appendix A
for the distribution of POS tags across DC/NDC
instances).

° Assignments is abbreviated as assg.s.
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#DC #NDC
473 401

Table 3: Total number of DC/NDC gold standard anno-
tations.

POS #ofdA POS #ofdA
NOUN 307 ADP 22
VERB 263 AD] 22
PRON 70 NUM 7
CCONJ 67  AUX 3

ADV 59  DET 3

PRN 51 | Total 874

Table 4: Distribution of grammatical classes that host
dA.

4 The Machine Learning Approach
4.1 Features Used

We used a canonical set of features provided in Ta-
ble 5 enabling a simple exploitation of local cues.
Earlier work has revealed that the connective’s syn-
tactic context is a strong predictor of its DC role
((Lin et al., 2010; Gopalan and Lalitha Devi, 2016),
among others). Semantic associations as simple
as lexical cohesion manifested on surface through
repeating words, or links inferred among proposi-
tions pose the harder problem in disambiguation.
We observed that these hold for our data as well.
The former is addressed by a reduction to parts
of speech. The latter is crudely approximated via
forms, assuming word-level selection is a signal for
relevant constraints. Given that Turkish is a highly
inflectional and agglutinating language, morpho-
logical variation entails the risk of leading the mod-
els to overlearn the declensions over a shared word
root and result in the misclassification of dA, pri-
marily because semantic information encapsulated
in affixes is often tangential to our scope. To allevi-
ate this potential noise, we implemented lemmati-
zation and proceeded with the root forms. Finally,
we integrated proper nouns to the feature set so as
to capture cases like (2).

To model the context of dA, a discrete window
size is defined according to standard locality and
symmetry assumptions. Preliminary experiments
hinted at an inverse relation between performance
and text span, outputting a range of (-3, +3). Each
line in Table 5 shows how we modeled the relation
of three different features with dA’s context.



In Table 6, we illustrate what a data point looks
like by showing various representation levels of ex-
ample (2) above (see Table 7 for English glosses).

Definition
The POS tags of 3
words before and 3
words after dA
The lemmas of 3
words before and 3
words after dA
Whether one of the 3
words before dA is a
proper noun or not

Features  Range

POS (-3,43)

LEMMA  (-3,43)

ISPROPER  (-3,-1)

Table 5: The feature set for the usage disambiguation of
dA.

Strakové, 2017) to obtain tagged and lemmatized
discourse segments.

After constructing the final representations over
POS tags, lemmas and proper nouns, on the trans-
formed data, three supervised binary classifier mod-
els are trained based on Logistic Regression (Lo-
gRes) (Fan et al., 2008), Support Vector Machine
(SVM) (Cortes and Vapnik, 1995), and Random
Forest (RF) (Ho, 1995) algorithms for comparison.

We used the scikit-learn (Pedregosa et al., 2011)
library in a Python environment, and designed the
sessions in 10 epochs all including 5-fold cross
validation (CV), as standard test set evaluations
may not be consistent about the impact of features
when the characteristic variation throughout data
is considered (e.g. Shi and Demberg, 2017). Each
epoch contains 5 cycles shifting between 5 static

Level Form Level Form
Halil’in geldigini fark etmediler. They didn’t notice Halil came,

I Halil de kadinlara bir saka I and Halil decided to play a joke on the
yapmaya karar verdi. ladies.
[Halil’in geldigini | fark|| etmediler ||, (| They didn’t notice | Halil

II [ dApc | kadinlara || bir || saka 11 came], andpc [| Halil | decided to
yapmaya karar verdily, play|a] on the ]b

1 FARK(3N) ET(-2,v) HALIL(_LN) 1 NOTICEi(_3’N) NOTICEii(_g,V) HALIL(.])N)

KADIN(+1 N) BIR(4+2 DET) SAKA43 N)

Table 6: A demonstrative example of three levels of rep-
resentation of the data, namely, the raw, annotated and
encoded levels of example (2). Level 111 is a projection
of 11 onto a [-3,+3] window of dA’s immediate context.
The boxed words in II correspond to the respective to-
kens in III. Each token is further lemmatized and tagged
with POS information, resulting in the forms exploited
by the learning model. The tags N, V, DET stand for
noun, verb, determiner, respectively. The ISPROPER
feature is excluded here for the sake of simplicity.

4.2 Experiments and Results

The dA corpus was processed before running ML
algorithms over it. Firstly, since the number of DC
and NDC samples in the corpus were not evenly
distributed (cf. Table 3), we ran a few tests, and
noticed a slight performance bias towards the more
populated class. So, we pseudo-randomly excluded
72 DC samples and conducted the experiments on
802 data points (401 DC, 401 NDC).

The raw excerpts were processed by the UD-
Pipe 2.0 pipeline (Straka et al., 2016; Straka and
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LADY (+1,N) A+2,DET) JOKE(13N)

Table 7: English glosses of the example demonstrated in
Table 6. Note that fark et (Eng. ‘notice’) is a compound
verb and taken as two parts tokenwise in the final step,
which is denoted by superscripts (i, ii) in the gloss.

slices on shuffled (randomly reindexed) data with
1-4, or 20%-80% test-train allocations. Then, the
performance rate of the models is calculated by us-
ing the standard classification report and confusion
matrix functions to obtain accuracy scores.

The models correctly disambiguated dA with
the average accuracy of 0.77. Table 8 shows
how performance oscillated across CV-cycles and
epochs.!?

4.3 Important Features for Classification

We trained each of our models to examine the pre-
dictive strength of each feature (and feature group)
we used. Table 9!' shows that POS is the most

19The highest scores achieved are written in bold.
"Jem and prn are the abbreviations of lemma and proper
noun, respectively.



Parameters LogRes SVM RF
max. cycle 0.82 0.80 0.80
min. cycle 0.71 0.70  0.70
max. epoch 0.79 0.77  0.77
min. epoch 0.75 0.74 0.76
sd. (o) 0.030 0.029 0.028
average 0.77 0.76  0.77

Table 8: Standard deviation, minimum, maximum, and
average accuracy rates for classification with 5-fold CV
in 10 epoch evaluation.

predictive feature solely achieving a minimum ac-
curacy of 0.76. With all the features combined, the
model reached an accuracy of 0.82 in the best case.

Features LogRes | SVM | RF
pos+lem+prn 0.82 0.80 | 0.80
pos+lem 0.76 0.76 | 0.77
pos+prn 0.77 0.77 | 0.76
pos 0.76 0.77 | 0.76
lem+prn 0.73 0.73 | 0.74
lem 0.72 0.71 | 0.71

Table 9: Accuracy of the individual features used in the
classification and the best combination.

4.4 Error Analysis

After calculating the success rates, we carried out
an analysis to understand the possible causes of
classification errors.

The major cause of classification errors is due
to wrong POS tag assignment. This either hap-
pens when lemmatization is wrong or when the
part-of-speech tagger fails to recognize noun-based
(nominal or adjectival) predicates. For example,
in (3), the verb bekle ‘wait’ at the -1 position, is
wrongly lemmatized as ‘bek’ and assigned NOUN
instead of VERB. For our models, being VERB at
-1 is an important factor for the DC role of dA (e.g.
(3), (7)), and mislabeling leads to an error in disam-
biguation. Logistic Regression and Random Forest
sometimes correctly classify such tokens as DC,
while SVM has not classified them as DC in any
epoch. Hence, the false negative count increases.

Secondly, Turkish has nominal/adjectival predi-
cates (sentences that do not contain an overt verb
or auxiliary) such as the following:

Ahmet doktor.
Ahmet doctor
‘Ahmet is a doctor.’

(12)
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Only having access to the surface form of a word,
the part-of-speech tagger does not recognize the
predicatehood of words like giizel ‘[is] nice’ in
(4) or doktor ‘[is] a doctor’ in (12). These words
are straightforwardly labelled as ADJ and NOUN,
leading to mislabeling of the discourse connective
usage of dA (also see Bagibiiyiik and Zeyrek (2023)
for a detailed explanation of this kind of error).

5 Conclusion, Limitations and Further
Work

Our work has two main parts; in the first part, we
worked on a challenging annotation task not tar-
geted before in Turkish NLP: the task of how the
multi-faceted clitic dA can be annotated for its dis-
course and non-discourse connective usage. In the
second part, we showed that with an ML approach,
we can achieve success rates of an average of 0.77
in disambiguating the usage of dA.

However, our work is not without its limitations;
for example, it is limited by the size of the corpus.
It is assumed that as the dataset grows, more lin-
guistic features of a discourse connective can be
attested (Zeldes et al., 2019). Secondly, we are
aware that the linguistic features we used in the
ML experiments are not novel, but we believe we
have shown that with a minimal set of rules, we
can reach promising results in disambiguating the
usage of dA.

Our work not only contributes to Turkish but also
to discourse studies in general as we have brought
to light the discourse role of a clitic through an
annotation study and a computational analysis. It is
therefore hoped to set the stage for other languages
that have clitics with a discourse function. The
results presented here can be used as a benchmark
for Turkish clitics, and they can serve as a reference
point for other languages that have clitics with a
discourse function.
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A Appendix

In the figures below, we present the distribution of
POS types across DC/NDC instances.
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Figure 1: Distribution of POS tags by their relative
positions to dA within a [-3,+3] window, for DC and
NDC samples (Figures la and 1b, respectively). Co-
occurrence frequencies are scaled to [0-1] interval. Fig-
ure lc represents the rate of co-occurrence difference
between DC and NDC classes. Each value in the table
satisfies the following condition: ¢; ; = a; j —b; ;. Con-
vergence to 1 means a dominant DC characteristic at
that specific position-POS correlation, and convergence
to -1 means an NDC dominance.
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Abstract

High-quality labeled data is paramount to
the performance of modern machine learning
models. However, annotating data is a time-
consuming and costly process that requires
human experts to examine large collections
of raw data. For conversational agents in pro-
duction settings with access to large amounts
of user-agent conversations, the challenge
is to decide what data should be annotated
first. We consider the Natural Language Un-
derstanding (NLU) component of a conversa-
tional agent deployed in a real-world setup
with limited resources. We present an ac-
tive learning pipeline for offline detection of
classification errors that leverages two strong
classifiers. Then, we perform topic model-
ing on the potentially mis-classified samples
to ease data analysis and to reveal error pat-
terns. In our experiments, we show on a real-
world dataset that by using our method to
prioritize data annotation we reach 100% of
the performance annotating only 36% of the
data. Finally, we present an analysis of some
of the error patterns revealed and argue that
our pipeline is a valuable tool to detect critical
errors and reduce the workload of annotators.

1 Introduction

Modern machine learning methods rely heav-
ily on the availability of high-quality labeled
data (Ouyang et al., 2022; Schuhmann et al., 2022).
As a consequence, annotating large volumes of
data has become a priority across organizations.
However, data annotation is a time-consuming
and costly process: it requires, first, to train hu-
man experts who, then, have to manually exam-
ine large collections of raw data and assign labels.
Since assigning labels is often an ambiguous task,
itis a standard that each sample is labeled by mul-
tiple annotators and labels are assigned based on
inter-annotator agreement (Artstein, 2017). The
complexity of this process makes data annotation
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a common bottleneck when it comes to deploying
data-driven systems that should operate reliably
in production environments.

A relevant example of these data-driven sys-
tems are conversational agents that interact di-
rectly with human users. These agents typically
have at least two components, one for Natural
Language Understanding (NLU) and another for
Dialogue Management (DM). The NLU compo-
nent extracts intents and entities from the user ut-
terance at each conversation turn, while the DM
component decides on the next action based on
the NLU output (Bocklisch et al., 2017). Once de-
ployed, these assistants can have access to large
amounts of raw data in the form of user-agent
conversations. At scale, the amount of data avail-
able for annotation may soon exceed the capacity
of the human annotators. The challenge then
becomes how to select samples for annotation.
On the NLU side, it is desirable to prioritize the
annotation of utterances whose intent was mis-
classified during inference in order to correct ex-
isting flaws in the agent. However, automatically
finding those utterances is challenging, since in-
tent mis-classifications do not necessarily result
in failed conversations and conversations can fail
due to the misbehavior of other components of
the digital assistant, not only due to the NLU.

In this work, we consider a real-world scenario
where an intent classifier needs to run with lim-
ited resources, specifically, in CPUs and with low
latency. This discards modern Large Language
Models (LLMs) as a valid option. Nevertheless,
LLMs can be used offline to detect potentially
mis-classified data. We present a simple yet effec-
tive method based on voting that leverages two
LLMs to detect problematic utterances. In partic-
ular, we compare the prediction of two LLMs with
the intent assigned by the production classifier
and if there is no unanimity between the three
intents, we mark the utterance as problematic to
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prioritize its annotation and analysis. We embed
this method in an active learning pipeline consist-
ing of error detection, clustering and topic mod-
eling, followed by expert annotation. This way,
the human expert receives a curated set of prob-
lematic utterances clustered by topic, which facil-
itates the discovery of error patterns and greatly
reduces the required workload.

In our experiments, we simulate a real-world
environment, where an intent classifier is period-
ically exposed to new data that can be potentially
labeled and incorporated to the training data. We
evaluate on a held-out test set and show thaton a
real-world dataset, an intent classification model
trained with data labeled following the priority
given by our pipeline can reach with 36% of the
train data the same performance as with 100%,
which represents a major reduction in annota-
tion costs. Furthermore, we show a qualitative
analysis of the error patterns discovered by our
method on two public datasets and argue that our
pipeline is a valuable tool to early-detect intent
classification errors that could be critical for the
operation of a conversational agent.

2 Related Work

Error Discovery: Error discovery strategies
in machine learning can be categorised into
machine-initiated (or, active learning) and
human-initiated. While human-initiated ap-
proaches put a significant load on humans (At-
tenberg and Provost, 2010; Attenberg et al., 2015),
machine initiated approaches are either based on
dialogue failure (Khaziev et al., 2022), disagree-
ment with the expectation (Bhardwaj et al., 2020,
2022), or confidence of the classifier (Lewis and
Catlett, 1994). To label individual data instances,
existing active learning strategies mainly lever-
age crowds (Yan et al., 2011; Yang et al., 2018) or
components of a machine learning system (Nushi
et al.,, 2017). Detecting feature blindness errors,
namely unknown unknowns, with active learn-
ing methods is hard, since these methods gener-
ally rely on the model’s training results (Attenberg
etal., 2015; Lakkaraju et al., 2017). To mitigate this
limitation, our error prediction workflow involves
different machine learning models, diversifying
in this way the type of errors discovered.
Interactive machine learning (iML): iML
is a growing field in machine learning that
has demonstrated its success in building well-
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performing classifiers using fewer features (Fails
and Olsen Jr, 2003; Ware et al., 2001; Chen et al.,
2018). Moreover, it improves user’s trust and un-
derstanding of the system (Stumpf et al., 2009).
In this context, our approach stands out as we
provide a visualization of topic clusters to the an-
notators to facilitate their task.

3 Methodology

Our active learning pipeline consists of three
stages, intent classification, error detection and
topic modeling. The full pipeline is depicted in
Figure 1 as a block diagram.

Intent Classification This is the production
model that predicts the intent of the user utter-
ance. Due to the scalability constraints in terms
of latency and computing resources, this model
must have low inference time and run on CPUs.
Without loss of generality, in this work we employ
the Universal Sentence Encoder (USE) (Cer et al.,
2018) as embedder, followed by linear Support
Vector Classification (SVC). During live conversa-
tions, both the user utterance and the predicted
intent are stored and passed to the next stage of
the pipeline for offline error detection.

Error Detection We fine-tune two LLMs for in-
tent classification with the same training set used
to train the production classifier. Then, for each
utterance collected in production, we predict
their intent with the two LLMs and compare these
results with the intent predicted by the produc-
tion model. If there is disagreement between the
three intents we mark the utterance as problem-
atic. The LLMs used are DistilBERT (Sanh et al.,
2019) and DeBERTa-v3-base (He et al., 2021b,a)
since they differ significantly in size and pre-
training objectives, which diversifies the predic-
tions of hard-to-classify utterances.

Clustering and Topic Modeling We divide the
set of utterances marked as problematic in the
previous stage by the intent given in production.
Then for each intent, we perform clustering and
topic modeling following a similar approach to
BERTopic (Grootendorst, 2022) but with USE em-
beddings. We use UMAP (McInnes et al., 2018) for
dimensionality reduction, HDBSCAN (McInnes
etal., 2017) for clustering and c-TF-IDF for topic
modeling i.e. for generating topic keywords that
help the annotators to categorize the error type
within the cluster. We perform a random search
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Figure 1: Active learning pipeline: the utterances re-
ceived by the virtual assistant at production are passed
through an intent classifier, error detection and topic
modeling to create a curated dataset that is labeled by
human experts and integrated in the training data.

to select hyperparameters and pick the combina-
tion that minimizes the amount of data points
labeled as noise. Formally, we want to minimize
the proportion of data clustered with confidence
score smaller than 0.05.

For each intent, the topic modeling stage re-
turns a set of clusters of problematic utterances
with three topic words describing the cluster. This
is the final output of our pipeline which is then
given to the human experts for analysis and an-
notation. This way, the human experts receive
a curated and ordered set of potentially critical
utterances that can be quickly labeled and inte-
grated in the training set of the production model.

4 Experiments and Results

Here, we conduct a quantitative and a qualita-
tive evaluation. In our quantitative evaluation
we assess to what extent our pipeline reduces
the amount of labeled data needed to reach cer-
tain performance; and in the qualitative evalua-
tion we analyze discovered error patterns. We
run our experiments on two public datasets:
ATIS (Hemphill et al., 1990) and SNIPS (Coucke
etal., 2018); and an internal dataset (AUTO) con-
sisting of real-world data from the automotive
domain. ATIS is a dataset of queries about flight
information of 4,978 training samples and 893
test samples'. SNIPS is a dataset of interactions
between users and virtual assistants like Siri or
Alexa. We use the version with 26,000 utterances
and we set as label the joint fields “intent” and
“scenario”, which results in 64 classes.

lWe use: https://github.com/microsoft/CNTK
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4.1 Data Annotation

We simulate a real-world scenario where a pro-
duction model f);,4 classifies the intent of a large
number of samples. This prediction is combined
with that of two other models fe;1 and ferr2 to
perform offline error detection. As explained in
Section 3, f,roq consists of USE for embedding
followed by linear SVC, while fe, 1 and fe,,» are
DistilBERT and DeBERTa-base respectively.

To simulate our production setting for a given
dataset, we perform a 10-90 split of the training
data, where we use the 10% split to train the ini-
tial model. This corresponds to the first model
deployed in production, trained with a small
amount of initially available data. The remaining
90% of the train data simulates the data progres-
sively acquired in production. We follow an itera-
tive process with each iteration corresponding to
an annotation campaign where human experts
annotate a set of production samples. These sam-
ples are incorporated to the training data of f},;4,
which is then re-trained with the expanded train-
ing set. At each iteration i, we denote the training
dataas D f rain and the rest as DI ! Furthermore,
we use the held-out test set D' to assess the
performance of the intent classification model at
each iteration.

In detail, each iteration i starts with training
the intent classification model f,;o4 and fine-
tuning the error detection models fe;;1 and fe; 2
with Dfmi". At this point, to keep track of the
evolution of the performance of the model, we
evaluate f,,oq on D'**’ by computing the macro-
averaged F1 score. Then, we predict with the
three models the intent of 15%2 of D*!. Those
samples for which the three models do not agree
on the prediction are added with their ground-
truth labels to Dfi’ff " and removed from D;ﬁt,
this simulates the annotation by human experts.
The process is repeated until no new data is
added to D!"4i",

In Table 2, we report for each dataset the macro
F1 score obtained by f,,;,4 when training with
100% of the data as well as the percentage of data
needed to reach the same performance (within
a =0.005 error) with our active learning pipeline
(AL). We also report the maximum F1 attained
with our pipeline and the percentage of train data
needed to reach it. The results shown are the

215% is an arbitrary amount to simulate incoming data.
Proportions like 5% or 10% would serve the same purpose.


https://github.com/microsoft/CNTK

Dataset | Topic Examples Ground Truth Predicted Intent
flights, flight, Denver How much is a flight from Washington to Montreal flight airfare
ATIS flights, flight, Denver What is the. a'zrfare for flights from Denver to Pittsburgh flight airfare
on Delta airline
flights, flight, Denver List airlines that fly from Seattle to Salt Lake City flight airline
. . Please show me airlines with flights from Denver to . -
flights, flight, Denver Boston with stop in Philadelphia flight airline
events, calendar, today When is my next dentist appointment query_event_calendar delete_event_calendar
events, calendar, today = Show up the events for me today query_event_calendar delete_event_calendar
SNIPS events, calendar, today Tell me what is on my calendar for tomorrow query_event_calendar delete_event_calendar
meeting, hour, remind  Remind me about the meeting tomorrow at six set_reminder notification_calendar
meeting, hour, remind  Schedule a reminder one hour before the meeting set_reminder notification_calendar
Table 1: Examples of error patterns discovered per dataset by our pipeline.
Dataset 100% % Match | Max % Max report some patterns discovered in this way.
Data AL AL AL For ATIS, some utterances that should be clas-
ATIS 0.699 25.6 0.725  26.6 sified as “flight” are mis-classified as “airfare”
SNIPS | 0.745 54.8 0.745  54.8 or “airiline”, while for SNIPS, we see that in-
AUTO 0.784 36.0 0.795 35.7

Table 2: Results of the data annotation experiments;
performance numbers are macro F1 scores. % Match
AL is the amount of data labeled by the active learning
(AL) pipeline that matches the 100% Data score; Max
AL is the maximum performance reached with AL and
% Match AL is the amount of data to get that score.

mean across five different splits of the data.

For the three datasets, the amount of data
needed to match the performance of the full train-
ing set with our pipeline (AL) is much smaller. In
particular, for ATIS we need only 25.6% of the
data, for SNIPS 54.8% and for AUTO 36.0%. Fur-
thermore, for ATIS and AUTO we outperform the
model trained with the full train set with only
26.6% and 35.7% of the data respectively. These
results demonstrate the large savings in terms of
data annotation that can be obtained with our
pipeline, which in turn can represent a major re-
duction in costs for an organization.

4.2 Error Analysis

Next, we conduct a qualitative analysis of the er-
ror patterns discovered by our pipeline, similar to
the analysis that would be performed by human
experts during error exploration. We report re-
sults for the two public datasets, ATIS and SNIPS.
For each dataset, we simulate an imperfect pro-
duction classifier by training f,roq4 on 50% of the
data. Then, we run intent classification, error
detection and topic modelling on the remaining
50% of the data, as well as, on the test set. We
manually analyze the clusters produced to under-
stand where the model is failing and in Table 1 we
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stead of querying the calendar, the model is mis-
understanding to delete events, and instead of
setting reminders it is adding notifications. We
argue that certain intent mis-classifications, such
as the ones shown here, can be critical for the
operation of a virtual assistant and should be de-
tected as early as possible.

The analysis shown in this section requires lit-
tle technical knowledge for the human experts,
since they only need to look at the generated clus-
ters and assess which ones represent a major risk.
This can greatly speed up the error analysis pro-
cess, helping in the early detection of critical er-
rors and in reducing the amount of time that the
annotators need to spend looking at the data.

5 Conclusion

In this work we have presented an active learning
pipeline for conversational agents which consists
of intent classification, unsupervised error detec-
tion and topic modeling. In the experiments, we
show that our approach helps in prioritizing data
for annotation: in our real-world dataset (AUTO)
we reach the same performance with 36% of the
data when selected by our pipeline as with 100%
without prioritization. Therefore, this method
can provide major savings for organizations with
limited annotation capabilities. Furthermore, we
argue that our approach helps to discover in-
tent classification errors that may be critical for
the correct operation of the dialogue agent and
which, if not detected on time, could jeopardize
the viability of the system. In future work, we plan
to extend our proposed pipeline to support also
named entity recognition.
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Abstract

This work presents two corpora based on ex-
cerpts from two German novels with an infor-
mal narration style. We performed fine-grained
multi-layer annotations of animate referents,
assigning local and global prominence-lending
features to the annotated referring expressions.
In addition, our corpora include annotations
of intra-sentential segments, which can serve
as a more reliable unit of length measurement.
Furthermore, we present two exemplary studies
demonstrating how to use these corpora.

1 Introduction

The rapid development of NLP increases the need
for high-quality corpora and corpora of different
registers and languages. However, most of the avail-
able corpora are in English, and on formal written
genres such as Wikipedia (Belz et al., 2010), and
newspaper articles (Taylor et al., 2003). But in
order to study or generate more naturalistic, collo-
quial, and spoken language, corpora based on less
formal registers must be created and investigated.
Due to the high complexity of handling spoken
data, spoken corpora are less common than writ-
ten corpora in NLP studies. Using written corpora
that resemble conversational language is one way
to reduce the gap between colloquial and formal
speech data. In the current work, we present two
corpora based on excerpts from the German novel
Tschick' (Herrndorf, 2010) and the Austrian novel
Auferstehung der Toten? [henceforth AdT] (Haas,
1996). These corpora both have a conversation-like
narrative style.

We are building a conversation-like corpus to
study the choice of Referring Expressions (REs) in
naturalistic language use. Our motivation to use a
corpus other than the ones using formal language
is that the register of a text can influence the choice

"The English version of the novel is called Why we took

the car.
The English version of the novel is called Resurrection.
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of REs. For instance, some referential forms are
restricted to formal registers, whereas other forms
occur more often in informal language. An exam-
ple are the German demonstrative pronouns dieser
and der, where dieser is more likely to occur in
formal texts, and der in informal texts or spoken
language (Patil et al., 2020).

We find the creation of this corpus and the exten-
sive annotations valuable for the following reasons:
(1) Most written corpora are based on formal texts
such as newspaper or Wikipedia articles. However,
in this work, we investigate narrative texts with a
conversation-like narration style. (2) In addition to
third-person referents, we also include annotations
of singular and plural first- and second-person REs,
which extends the research of reference to speech
act participants. (3) Most available corpora rely
on punctuation marks, particularly full stops, for
sentence boundary detection. Thus, sentences of
widely varying lengths are compared with each
other. The current work includes an intra-sentential
layer of sentence segment annotations in order to
obtain comparable units for sentences. This also
allows us to account for insertions in a more pre-
cise way. (4) Various corpora have an annotation of
coreference (e.g., OntoNotes (Weischedel, Ralph
et al.)), but the annotation of RE forms is missing.
Few others offer RE form annotation; however,
they are majorly limited to coarse-grained anno-
tations such as the distinction between pronouns,
proper names, and definite articles. In this work,
we offer a fine-grained annotation of RE types in
line with the accessibility hierarchy of Ariel (2001).

The structure of this paper is as follows: in sec-
tion 2, we present an overview of available corpora
for the study of reference. Section 3 sets out the
motivation for our annotations. In section 4, we
introduce the corpora we are developing, followed
by a detailed overview of our annotation practice
in section 5. In section 6, we demonstrate the appli-
cation of the annotation by presenting case studies.

Proceedings of the 17th Linguistic Annotation Workshop (LAW-XVII), pages 61-72
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Finally, we conclude the paper with discussion and
conclusion in sections 7 and 8.

2 Related Work

There are numerous corpora that include annota-
tions of referring expressions. According to Vi-
ethen (2012), these corpora can be classified as
either collected or found. Collected corpora con-
sist of data gathered in systematically designed
experimental settings, whereas found corpora are
composed of naturally occurring language data ob-
tained in real-life situations, such as those found in
newspapers or telephone conversations.

Most well-known collected corpora that in-
clude referring expression annotations are based
on elicited language, using giver-director games
(e.g. Stoia et al., 2008; Di Eugenio et al., 1998;
Gatt et al., 2008; Howcroft et al., 2017). Therefore,
they do not include a rich character / protagonist
structure. Also, these elicited corpora do not show
a consistent, long-lasting narrative structure, but
rather short exchanges about mostly inanimate en-
tities. For instance, the SCARE corpus (Stoia et al.,
2008) is based on spontaneous instruction-giving
dialogues that were collected in a virtual reality
game. The corpus, however, only contains anno-
tations of REs referring to inanimate entities such
as a door, cabinet, and buttons that are entailed in
the virtual reality world. The COCONUT corpus
(Di Eugenio et al., 1998) is another corpus includ-
ing naturalistic language. It is based on computer-
mediated dialogues collected in an experiment in
which two human subjects collaborated via typed
dialogue on the task of buying furniture to deco-
rate two rooms of a house. The corpus includes
only annotations of REs that describe task objects.
Therefore, it only includes REs referring to inani-
mate entities. Also, the popular TUNA corpus (van
Deemter et al., 2006; Gatt et al., 2008) of elicited
spoken English only includes REs referring to inan-
imate entities. There is also a German pendant, the
G-TUNA corpus (Howcroft et al., 2017), which
also does not include annotations of animate ref-
erents. In addition, there are two other corpora as-
sociated with the analysis of German REs, namely
the GIVE-2 corpus (Gargett et al., 2010) and the
PENTOREEF corpus (ZarrieB et al., 2016). Both cor-
pora rely on elicited naturalistic spoken language
and only include annotations of REs referring to
inanimate entities.

There are also a few narrative corpora that have
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been elicited through experiments, which offer the
advantage of language production in a more “real-
life" context. A shortcoming of this approach is
that the elicited narratives usually describe a rather
random topic (in order to ensure comparability)
and are comparatively short and less complex. For
instance, the INSCRIPT corpus (Modi et al., 2016)
provides simple English narratives that are cen-
tered around a specific scenario. The narratives
were elicited by asking participants to describe a
given scenario in narrative form, pretending to be
explaining it to a child (Modi et al., 2016). The
corpus includes coreference annotations of REs
referring to both inanimate and animate referents.
But the corpus does not include detailed annota-
tions of the referential form or additional syntactic
and semantic features.

In addition to the above-mentioned corpora that
were collected in experiments, there are also vari-
ous found corpora containing reference annotation.
An example is the GNOME corpus that consists
of texts describing museum objects and patients’
information leaflets (Poesio, 2004a; Poesio et al.,
2004). The corpus contains extensive annotation
on the sentence and reference level. The anno-
tation of referents contains information such as
animacy, referential form, grammatical role, and
gender. Two other corpora which have been built
specifically for investigating the form of referring
expressions in context are GREC-2.0 and GREC-
People (Belz et al., 2010). The data in the GREC-
2.0 corpus contains the introductory paragraphs of
almost 2000 Wikipedia articles classified into five
categories: people, city, country, river and moun-
tain. The GREC-People corpus consists of 1,000
introductory sections of Wikipedia articles in the
category people, with subcategories chefs, com-
posers and inventors. A limitation of these corpora
is that in GREC-2.0, only references to the main
subject of the text have been annotated, and in the
GREC-People corpus, only references to human
referents are marked. Additionally, since the texts
consist of only the introductory section of an article,
they are relatively short.

The Narrative Corpus (Rithlemann and
O’Donnell, 2012) includes conversational narra-
tives, extracted from the demographically-sampled
subcorpus of the British National Corpus. How-
ever, the corpus does not include annotations
of referring expressions, but rather of broader
concepts such as speaker (social information on



speakers), text (text Ids, title, type of story, type of
embedding, etc.), textual components (pre-/post-
narrative talk, narrative, and narrative-initial/ final
utterances), and utterance (participation roles,
quotatives, and reporting modes).

To build annotated reference corpora, various
annotation schemes were also developed along
the way. The GNOME corpus is annotated
using a comprehensive set of guidelines from
the MATE/GNOME annotation scheme (Poesio,
2004b). Extensions of this scheme facilitated addi-
tional reference annotations, including the annota-
tion of abstract anaphora, i.e., cases where linguis-
tic antecedents are verbal phrases, clauses, and dis-
course segment (Navarretta and Olsen, 2008). Re-
flex, as a more recent reference annotation scheme,
facilitated the annotation of information status (in-
cluding coreference and bridging) as well as lexical
information status (semantic relations) of referents
(Riester and Baumann, 2017).

3 Linguistic motivation for annotations

It is well known that the form of an RE corresponds
to the cognitive status of the discourse referent
(e.g., Ariel, 2001; Givén, 1983). Psycholinguis-
tic research has shown that so-called prominence-
lending features (von Heusinger and Schumacher,
2019) influence the referential form of REs and
their interpretation (e.g., pronoun resolution of am-
biguous pronouns). It has been shown that multiple
local and global prominence-lending features con-
tribute to the interpretation of REs (Bosch et al.,
2007; Schumacher et al., 2016; Hinterwimmer,
2019; Givon, 1983). For instance, for pronoun reso-
lution, many cross-linguistic studies have examined
the grammatical role of the previous mention as an
influential feature (Bosch et al., 2007; Kaiser and
Trueswell, 2008). Other studies have highlighted
the importance of thematic roles (Schumacher et al.,
2016) as well as information structural cues at the
discourse level and distance (Givéon, 1983). Also,
perspectival features have been shown to influence
the RE form (Hinterwimmer, 2019).

4 Our corpora

The Tschick corpus was formed from 9 chapters of
the novel Tschick (Herrndorf, 2010): chapter 28 to
31, and 42 to 46. The novel can be described as a
road novel (Krammer, 2021) or a coming-of-age
novel (Lorenz, 2019). The AdT corpus was formed
from the first four chapters of the crime novel Aufer-
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stehung der Toten (Haas, 1996). Both novels rep-
resent immensely successful contributions to con-
temporary German literature and have been recog-
nized with awards. Table 1 presents a brief general
overview of the corpora’s length. Both corpora
are stored on the Open Science Framework web-
site (https://osf.io/bjn5a/) and are publicly
available for educational, research, and non-profit
purposes under appropriate attribution.’

Tschick  AdT
Tokenized sentences 723 799
Sentence segments 1633 1823
Mean chapter length 18144 45575
(segments)
Total REs 1559 1705

Table 1: Overview of the corpora’s length.

From a linguistic perspective, the novel Tschick
is interesting for two main reasons: First, the
novel is characterized not only by a naturalistic and
conversation-like narration style, but especially by
the very authentic and timeless use of youth lan-
guage. This allows the investigation of the use
of REs in a more ecologically valid setting. A
side effect of its colloquial language is that Tschick
includes very explicit swearwords and invective.
Further, the novel consists largely of a dialogue
structure, which is another factor supporting the
naturalistic language of the novel. Second, the
novel is written from the point of view of the first-
person narrator Maik and is thus characterized by
an autodiegetic narrator, i.e. a first-person narrator
1s at the same time the main character, the narrator
in a way tells his own story. The narration style
of Tschick and its characteristics is illustrated in
example (1), where the protagonists try to steal
fuel. From the example, the dominant dialogue
structure of the novel becomes clear. Square brack-
ets and bold words indicate sentence segments and
annotated REs, respectively (cf. section 5 below).

(D) [«Was willst du mir erzdhlen?] [Dass das
Wasser von unten nach oben lauft?»]

[«Du musst ansaugen.»]

[«Noch nie was von Erdanziehung gehort
(zero)?] [Das lduft nicht nach oben.»]
[«Weil es ja danach nach unten lduft.] [Es

lauft ja insgesamt mehr nach unten,] [de-

3A dataframe containing only the annotated REs and the
additional information is freely accessible for download. The
entire corpus is only available via a password-protected link
due to copyright restrictions. Please contact us if you would
like to access this corpus.
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shalb.»]

[«Aber das weill das Benzin doch nicht,]
[dass es nachher noch runtergeht.»]

“What are you trying to tell me? That the
water runs from the bottom to the top?
“You have to suck it in.

“Never heard of gravity? It doesn’t run up-
wards.

“Because it’s going down afterwards. It’s
running down more overall, that’s why.
“But the gasoline doesn’t know that it’s go-
ing down afterward.

In the novel Auferstehung der Toten (but also
all other Brenner volumes), the events are narrated
by an omnipresent, auctorial narrator, who never
appears as a protagonist. At the same time, the
private detective Brenner is present almost exclu-
sively and his thoughts, impressions, and feelings
are described. The narrator always comments and
evaluates what is going on. But most importantly,
the narrator uses a style strongly reminiscent of oral
language. The sentences are usually quite short and
contain few embeddings, but they contain numer-
ous left and right shifts, along with repeated omis-
sions and sentence breaks. Additionally, elliptical
structures are used with notable frequency. More-
over, the corpus is characterized by a simulated di-
alogicity (Nindl, 2009), i.e. the narrator repeatedly
addresses the reader directly by using the second-
person personal pronoun, which reinforces the oral
language impression (Hinterwimmer, 2020; Nindl,
2009). By using these stylistic features, the author
creates an artificial illustration of oral communica-
tion patterns. The following example (2) illustrates
the characteristics mentioned.

2) [Das gehort jetzt eigentlich nicht hierher.]
[Aber dem Brenner ist es auch nicht an-
ders gegangen.] [Der sitzt in seinem heillen
Zimmer] [und soll (zero) iiber seine Arbeit
nachdenken,] [aber statt dessen denkt er
iber seine Wohnung nach.] [Und jetzt paBl
(zero) auf,] [was ich dir sage.] [Zufall ist
das keiner gewesen,] [weil Zufall in dem
Sinn gibt es keinen,] [das ist erwiesen.]

That doesn’t really belong here. But it
didn’t happen any differently to the Brenner.
He sits in his hot room and is supposed to
think about his work, but instead he thinks
about his apartment. And now pay atten-
tion to what I'm telling you. It wasn’t a
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coincidence, because there is no such thing
as a coincidence, that’s been proven.

S Annotation practices in current work

In the current work, we present two corpora
based on excerpts from two novels with a very
conversation-like narration style. Although the
two corpora are relatively short, they stand out
for their extensive annotations. We annotated all
REs that refer to an animate referent and assigned
specific grammatical and semantic features to them.
Additionally, the sentences were separated into
segments to create a comparable sentence equiva-
lent, since the length of the sentences often varied
greatly. This approach is not often found in compa-
rable corpora but becomes important when dealing
with a text that contains very long sentences due to
many insertions.

5.1 Annotation scheme

The annotations were performed with the web-
based multi-layer annotation software WebAnno
3.6.7 (Yimam et al., 2013, 2014). A screen-
shot of the annotation window of WebAnno can
be found in the appendix, section 9. Prior to
the annotations, the data has been automatically
sentence-segmented. Inconsistencies were manu-
ally checked and corrected. Sentence boundaries
were indicated by sentence-final punctuation (such
as period, question mark, and exclamation point).
The sentences appeared on separate lines in the
WebAnno platform. The annotation process was
carried out in parallel by three linguistically trained
annotators, all being native German speakers. Both
corpora underwent multiple rounds of annotation,
during which the annotation scheme was refined
gradually. Therefore, no inter-annotator agreement
was calculated. First, the Tschick corpus was an-
notated, followed by the AdT corpus. The chapters
were always annotated chronologically. The anno-
tation procedure was as follows: [Step 1] annota-
tion of sentence segments, [Step 2] annotation of
all REs that refer to an animate referent, [Step 3]
specification of the RE type for each RE annotated
in step 2, [Step 4] adding information on grammat-
ical and thematic roles to each annotated RE from
step 2, and [Step 5] marking the referential chains
between the previous antecedent and RE.

Sentence segments Both corpora are character-
ized by their colloquial narration style. In collo-
quial speech, however, syntactic constructions do



not usually appear as neatly bounded sentences
or clauses, but as unstructured fragments (Hop-
per, 2004). And indeed, even though the corpora
are based on written texts, they both include sev-
eral instances of non-sentential, fragmented, or el-
liptical utterances, which are commonly observed
in spoken language. First, since sentences varied
greatly in length, intra-sentential segments (also
called segments in short) were annotated in order
to create a comparable sentence equivalent (step 1
of the annotation process). For this purpose, the
layer ‘segment’ was used. For the segmentation,
the previously performed sentence segmentation
was crucial, in which the sentence boundaries were
signaled by punctuation. Our goal was to anno-
tate all clausal elements as segments. For this, we
treated all main clauses and subordinate clauses
as separate clausal elements. The only exception
was restrictive relative clauses, which are depen-
dent on the entity they modify. Also, commas were
taken to signal segment boundaries in most cases.
See example (1) and (2) for an illustration of the
annotated segments.

REs In the current version of the corpus, we have
only annotated the REs that refer to animate dis-
course referents, using the layer ‘coreference’ for
this purpose (cf. (1) and (2) for the annotated REs
marked in bold). For each annotated RE, addi-
tional features were specified by using different
tagsets. The specified features were the type of
RE, the grammatical role, and the thematic role. In
order to assign the respective RE type to each anno-
tated RE, a selection was made from the following
list: personal pronoun (e.g., sie, er, es), d-pronoun
(die, der; das), demonstrative pronoun (diese, dieser,
dieses, jene, jener, jenes), proper name (Maik Klin-
genberg), definite DP (die Tdnzerin), indefinite
DP (eine Téinzerin), coordinated DP (die Téinzerin
und die Pianistin), relative pronoun (die, der, das,
welche, welcher, welches), resumptive d-pronoun,
resumptive personal pronoun, indefinite pronoun
(beide), possessive pronoun (mein, dein), posses-
sive proper name (Maiks), quantifier (keiner, jeder
alle), reflexive (sich), and zero pronoun.

For each annotated RE, the grammatical role and
the thematic role were identified. For grammatical
role, it was indicated whether the RE is the subject
(nominative), the direct object (accusative), or the
indirect object (dative) of the sentence. These an-
notations were always relative to the predicate. All
other forms carry the grammatical role oblique. For
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the thematic role annotation, not only the verb se-
mantics but also the larger (pragmatic) context was
considered. Following the proto-role approach, it
was indicated whether the marked RE is the Proto-
Agent, Proto-Patient, or Proto-Recipient (Primus,
2012) of the sentence. If none of these thematic
roles fitted, no thematic function was annotated in
order to reduce annotation efforts. In some cases,
grammatical and thematic roles were not annotated,
for instance for possessive expressions.

Regarding the annotation of REs, there was some
uncertainty among the annotators, especially in
the case of predicative constructions, since at first
glance these expressions look like normal REs (cf.
underlined NPs in (3)). Predicative constructions,
however, are not referential, as shown, for example,
by the fact that they cannot be referred to with a
pronoun. Rather, NPs used predicatively attribute
another information to a discourse referent.

3) Und Anfang Mirz taucht der Brenner auf
einmal wieder auf. Aber nicht als Polizist,
sondern als Privatdetektiv.

And at the beginning of March, the Brenner
suddenly reappears. But not as a policeman,

but as a private detective.

5.2 Additional (ongoing) annotations

When dealing with longer more naturalistic
discourse, investigating the simple antecedent-
anaphora relation is not enough to describe the un-
derlying referential behavior of the text. Rather, the
dynamically unfolding referential usage must also
be described. In addition to the features described
above, we, therefore, added further annotations that
relate to global discourse properties such as proper
referential chains and perspectival features.

Character names Since the referential chains
in our corpora were not annotated across chapter
boundaries (this was not possible in the WebAnno
software), the chain numbers for each referential
chain in each chapter start with the number one.
Within the context of a novel, however, one can
assume that the referential chain of a given referent
continues across chapter boundaries. Thus, it is
assumed that referents that have been introduced
in a certain chapter can be reintroduced by a sim-
ple proper name in another chapter and won’t be
reintroduced by an indefinite description or a modi-
fied proper name. To adequately analyze reference
chains, chain IDs were mapped to character names



to obtain chain information across chapter bound-
aries. Combined referential chains that consist of
at least 15 REs were mapped to character names to
indicate recurring characters in the corpus. All ref-
erential chains with less than 15 REs were marked
by ‘other’. The corresponding column in the cor-
pus is called referent_name. Therefore, by offering
information on the referent names, we not only
provide a way to analyze referential chains across
chapter boundaries, but also provide information
about which (recurring) character a particular RE
refers to; this is particularly useful for unspecified
REs such as pronouns or generic DPs. Another ad-
vantage of having this layer of annotation is that we
can later use it to build WebNLG-like reference cor-
pora (Castro Ferreira et al., 2018) that can be used
in End-to-End neural modeling of RE generation.

Perspective In a current, ongoing annotation pro-
cess, we annotate the perspective information of
each RE. In doing so, we would like to assign for
each RE the character of the story that uttered that
expression. So far, we have assigned perspective
information for the third-person singular personal
and d-pronouns that occur in subject and proto-
agent positions. Such information is of particular
interest in stories that contain several perspectival
shifts. For example, in stories that contain a lot of
direct speech, the perspective constantly switches
between that of the narrator and that of the charac-
ter who is uttering the direct speech act.

6 Studies

In the following, we show examples of analyses
that can be performed using our corpora.

Together, both corpora contain a total of 3264
REs that refer to an animate referent. Table 2 shows
the distribution of the 11 most frequent RE types.
The row ‘other’ summarizes the RE types that have
been annotated less than 20 times. For the Tschick
corpus, those RE types are quantifier, relative pro-
noun, coordinated DP, demonstrative DP, posses-
sive proper name, and demonstrative pronoun; and
for the AdT corpus, those REs are coordinated DP,
possessive proper name, reflexive pronoun, resump-
tive d-pronoun, and demonstrative DP.

As it becomes clear from Table 2, almost half of
the annotated REs are personal pronouns. A strik-
ing factor of the current corpus is that it also in-
cludes null cases (here referred to by ’zero’), which
are typically absent in German formal texts.
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RF Freq % % Cum.
PersPron 1390 42.59 42.59
Proper name 390 11.95 54.53
defDP 350 10.72 65.26
Zero 306 9.38 74.63
PossPron 250 7.66 82.29
D-Pron 152 4.66 86.95
IndefPron 133 4.07 91.02
indefDP 109 3.34 94.36
other 89 2.73 97.09
Quant 47 1.44 98.53
RelPron 25 0.77 99.30
Reflx 23 0.70 100.00
Total 3264 100.00 100.00

Table 2: Distribution of the annotated referring expres-
sions.

As mentioned earlier, dialogues contain refer-
ences to speech act participants. For referring to a
participant of a speech act, other referential forms
are used than when referring to referents that do
not take part in the conversation, but only occur in
the surrounding scene. For instance, second-person
pronouns are mainly used to refer to an interlocu-
tor or a future interlocutor, whereas third-person
pronouns refer to referents that appear outside the
conversational setting or are used by a narrator who
is not part of the story. Table 3 shows how ‘person’
of personal pronouns is distributed. We see that in
AdT most personal pronouns occur in third-person
singular. Almost equally often we find first-person
singular personal pronouns in the Tschick corpus.

Person Tschick AdT
1-sg 371 (44.86) 99 (17.58)
2-sg 76 (9.19) 85 (15.10)
3-sg 184 (22.25) 302 (53.64)
1-pl 163 (19.71) 26 (4.62)
2-pl 19 (2.30) 2 (0.36)
3-pl 12 (1.45) 40 (7.10)

Formal 2(0.24) 9 (1.60)
Total 827 (100.00) 563 (100.00)

Table 3: Distribution of person among all personal pro-
nouns in the two corpora. Percentages of frequencies
within a corpus are indicated in parentheses.

To get an overview of the broader distribution
of the REs, we grouped the RE types (see Table 2)
into three main categories of pronouns, determiner-
noun-combinations (henceforth called DP), and
names. We see that the largest share belongs to
pronouns (69.82 %, N=2279), followed by DPs
(14.06 %, N=459), and names (11.95 %, N=11.95).
Additionally, REs that cannot be classified within
these categories constitute 4.17 % of the total.

Moving on to feature specification, the mosaic



plots in Figure 1 and Figure 2 show the distri-
bution of grammatical roles and thematic roles
among the three main groups of RE types. Hor-
izontally, the plots are divided into the three main
RE types: name (N=100), DP (N=177), and pro-
noun (N=1243). Vertically, the plots are divided
into different classes of grammatical roles (Figure
1) and thematic roles (Figure 2).

Looking at Figure 1, it becomes clear that pro-
nouns in subject position overall account for the
largest share (55.1 %). In addition, when compar-
ing the different grammatical roles (vertically), it
can be noted that the grammatical role subject also
accounts for the largest share of grammatical roles:
72.5 % of the REs in the three main groups are
in the subject position. By a large margin, the
grammatical role oblique occurs second most fre-
quently (8.1 %), followed by the grammatical roles
direct object (7.6 %), REs with no grammatical role
(6.4 %), and indirect object (5.5 %). If we look at
the distribution within the grammatical role sub-
ject, we see that with 76.0 %, pronouns have the
largest share. Vice versa, within the pronoun group,
subjects have the largest share (75.6 %).

dir. indir.
Obj Obj noneoblique subject

Figure 1: Distribution of grammatical roles of all REs
grouped by the categories name, DP, and pronoun.

name

DP

pronoun

Looking at Figure 2, we see that pronouns in
the proto-agent role comprise the majority of REs
(57.0 %) among the three main groups. When
comparing the thematic roles, we see that the the-
matic role proto-agent accounts for the largest
share among all thematic roles (75.5 %). The the-
matic role proto-patient is the second most frequent
(12.1 %), followed by REs with no thematic role
(11.6 %), and the thematic role recipient (0.8 %). A
look at the distribution of the thematic role proto-
agent shows that pronouns account for the largest
group (75.6 %), and again vice versa, within the
pronoun group, the thematic role proto-agent has
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the largest share (78.3 %).

proto- .
patient recip.

‘ I

none proto-agent

name

DP

pronoun

Figure 2: Distribution of thematic roles of all REs
grouped by the categories name, DP, and pronoun.

In addition to our corpus analysis, we conducted
feature importance analyses to find out (1) which
features contribute the most to the choice of the
RE form, and (2) how they affect this choice. In
this analysis, our focus is solely on third -person
anaphoric REs within the AdT corpus®*. We first
trained an XGBoost model from the family of Gra-
dient Boosting trees (Chen and Guestrin, 2016)
using the features annotated in our corpus. Con-
cretely, we looked at the following features: the
grammatical role of the current RE and its an-
tecedent (gm and prev_gm), the thematic role of the
current RE and its antecedent (tm and prev_tm),
the segment distance between the current RE and
its antecedent (seg_dist), and the RE form of the
antecedent (prev_ref_type). To determine the
importance ranking of the features, we compute
the model-agnostic permutation-based variable im-
portance of the model (Biecek and Burzykowski,
2021). In particular, we measure the extent to
which performance changes when a particular fea-
ture is removed. Figure 3 shows the change in
performance for each feature in the case of a 3-way
classification task (pronoun vs. proper name Vvs.
DP). As shown in the figure, the distance calcu-
lated in the number of segments and the RE form
of the antecedent have the highest contribution.

We then conducted a SHAP (SHapley Additive
exPlanations) analysis to evaluate the positive and
negative contributions of each feature to the predic-
tion of each class. The SHAP analysis decomposes
the predictions of the model into contributions that

4 As Tschick features a first-person narrator and predomi-
nantly includes first- and second-person REs that do not un-

dergo changes in referential form, we exclude them from this
analysis.



Model AdT

seg_dist [N

prev_ref_type [N
gm N
prev_gm [N
prev_tm [N
tm
0 200 400 600

Cross entropy loss after permutations

Figure 3: Feature importance analysis of the RE form
prediction model. A higher loss indicates the greater
importance of a feature.

DP
seg_dist = longDist

prev_tm = Proto-Pat —
tm = Proto-Pat i —
gm = dirObj —
prev_ref_type = PersPron ————
prev_gm = Oblique —-
name
seg_dist = longDist e ——
prev_tm = Proto-Pat S e—
tm = Proto-Pat  —
gm = dirObj ——
prev_ref_type = PersPron ————
prev_gm = Oblique —
pronoun
seg_dist = longDist ————l———
prev_tm = Proto-Pat e ———
tm = Proto-Pat ——————
gm = dirObj —_— -
prev_ref_type = PersPron C———
prev_gm = Oblique e
0.4 0.0 0.4

Cross entropy loss

Figure 4: Shapley values with box plots for 100 ran-
dom orderings of explanatory variables in the XGBoost
model. The green and red bars represent positive and
negative contributions, respectively.

can be additively attributed to different variables
(Lundberg and Lee, 2017). According to Figure
4, the segment distance with the value longDist
(>6 segments) promotes the use of non-pronominal
forms, i.e., name and DP, the most. Interestingly,
contrary to the variable importance graph, we see
a significant contribution of the thematic role fea-
tures to the choice of classes.

7 Discussion

The goal of this work was to promote the develop-
ment of more naturalistic and conversation-like cor-
pora that reflect the nuances of colloquial speech.
The analysis of REs in informal language is partic-
ularly interesting, since the use of REs may differ
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from that in formal language (Patil et al., 2020).

Moreover, this work offers fine-grained anno-
tations of the REs on local (referential form,
grammatical role, thematic role) and global (ref-
erential chains, perspectival features, character
name) prominence levels. Although there are sev-
eral corpora that include coreference annotations
(Weischedel, Ralph et al.; Zeldes, 2017), only a few
corpora include detailed information on the refer-
ential form (Poesio, 2004a); additional annotations
of prominence-lending features are even rarer.

We have shown that in our narrative corpora,
pronouns make up a very high proportion of the
referential forms used. This large count of pro-
nouns, especially personal pronouns, seems to be
connected to the informal narrative structure. It
appears that in (more) formal registers such as
newspaper articles or in mixed collections of texts,
the proportion of pronouns is radically lower than
what we observed in our corpora. We examined
the proportion of pronouns in the training set of
two datasets from the CorefUD 1.1 collection: the
English GUM corpus (Zeldes, 2017), which in-
cludes texts from various genres, and the German
Potsdam commentary corpus (Nedoluzhko et al.,
2022), which contains commentaries on German
newspaper articles. The former had 22% pronouns
(7798 out of 35369 REs), while the latter had only
14% pronouns (654 out of 4671 REs). The sig-
nificant variation in the distribution of RE forms
across different corpora highlights the importance
of incorporating more diverse text registers, such
as the narrative texts analyzed in this study. In
addition, we have shown that our corpora can be
used for modeling and predicting the referential
form of REs. However, since the referential forms
in our corpora are unbalanced with a strong ten-
dency towards pronouns, modeling attempts might
be biased. As the next step, we will annotate more
REs and leverage state-of-the-art models like the
German BERT (GBERT) to find out how reliably
the RE forms can be predicted.

8 Conclusion

All in all, our two corpora show a comprehensive,
diverse picture of the REs that refer to animate
referents. By annotating a variety of prominence-
lending features, a fine-grained characterization
of the use of the REs in the two corpora emerges.
It is therefore worthwhile to expand the corpus
annotations in the future to create a larger data set.



Limitation

As the current corpora are still work in progress, a
number of limitations emerge. The biggest limita-
tion of our corpora is their size. But expanding the
corpora for further chapters of the novels is planned.
Another limitation is that our corpora only include
annotations on animate discourse referents. For
future work, annotating inanimate entities and as-
signing the same features introduced in section 5
would be fruitful. The fact that the perspectival
information is only annotated for a subset of REs
is another drawback. We intend to expand these
annotations for other referential forms.

Acknowledgements

We thank the anonymous reviewers for their fruitful
comments. Also, special thanks to Anne Liitzeler
and Julia Wenzel for their help with annotating
the two corpora. This work is supported by the
German Research Foundation (DFG)- Project-
ID 281511265 — SFB 1252 “Prominence in Lan-
guage”.

References

Mira Ariel. 2001. Accessibility theory: An overview.
In Ted Sanders, Joost Schilperoord, and Wilbert
Spooren, editors, Text Representation: Linguistic and
psycholinguistic aspects, volume 8, page 29. John
Benjamins Publishing Company.

Anja Belz, Eric Kow, Jette Viethen, and Albert Gatt.
2010. Generating referring expressions in context:
The GREC task evaluation challenges. In Empirical
Methods in Natural Language Generation: Data-
oriented Methods and Empirical Evaluation, volume
5790 of Lecture Notes in Computer Science, pages
294-327. Springer.

Przemyslaw Biecek and Tomasz Burzykowski. 2021.
Explanatory model analysis: explore, explain, and
examine predictive models. Chapman and Hall/CRC,
New York.

Peter Bosch, Graham Katz, and Carla Umbach. 2007.
The non-subject bias of German demonstrative pro-
nouns. In Monika Schwarz-Friesel, Manfred Con-
sten, and Mareile Knees, editors, Studies in Language
Companion Series, volume 86, pages 145—164. John
Benjamins Publishing Company, Amsterdam.

Thiago Castro Ferreira, Diego Moussallem, Emiel Krah-
mer, and Sander Wubben. 2018. Enriching the
WebNLG corpus. In Proceedings of the 11th Interna-
tional Conference on Natural Language Generation,
pages 171-176, Tilburg University, The Netherlands.
Association for Computational Linguistics.

69

Tiangi Chen and Carlos Guestrin. 2016. XGBoost: A
scalable tree boosting system. In Proceedings of the
22nd ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, KDD ’16,
page 785-794, New York, NY, USA. Association for
Computing Machinery.

Barbara Di Eugenio, Pamela W. Jordan, Johanna D.
Moore, and Richmond H. Thomason. 1998. An em-
pirical investigation of proposals in collaborative dia-
logues. In COLING 1998 Volume 1: The 17th Inter-
national Conference on Computational Linguistics.

Andrew Gargett, Konstantina Garoufi, Alexander Koller,
and Kiristina Striegnitz. 2010. The GIVE-2 corpus
of giving instructions in virtual environments. In
Proceedings of the Seventh International Conference
on Language Resources and Evaluation (LREC’10),
Valletta, Malta. European Language Resources Asso-
ciation (ELRA).

Albert Gatt, Anja Belz, and Eric Kow. 2008. The TUNA
challenge 2008: overview and evaluation results. In
Proceedings of the Fifth International Natural Lan-
guage Generation Conference on - INLG ’08, page
198, Salt Fork, Ohio. Association for Computational
Linguistics.

T. Givon. 1983. Topic Continuity in Discourse: A quan-
titative cross-language study. John Benjamins.

Wolf Haas. 1996. Auferstehung der Toten. Rowohlt,
Reinbek bei Hamburg.

Wolfgang Herrndorf. 2010. T'schick. Rowohlt, Reinbek
bei Hamburg.

Stefan Hinterwimmer. 2019. Prominent protagonists.
Journal of Pragmatics, 13(154):79-91.

Stefan Hinterwimmer. 2020. Zum zusammenspiel
von erzéhler- und protagonistenperspektive in den
brenner-romanen von wolf haas. Zeitschrift fiir ger-
manistische Linguistik, 48(3):529-561.

Paul Hopper. 2004. The Openness of Grammatical
Constructions. Proceedings of the Annual Meeting
of the Chicago Linguistic Society, 40:153-175.

David Howcroft, Jorrig Vogels, and Vera Demberg.
2017. G-TUNA: a corpus of referring expressions in
German, including duration information. In Proceed-
ings of the 10th International Conference on Natural
Language Generation, pages 149-153, Santiago de
Compostela, Spain. Association for Computational
Linguistics.

Elsi Kaiser and John C. Trueswell. 2008. Interpreting
pronouns and demonstratives in Finnish: Evidence
for a form-specific approach to reference resolution.
Language and Cognitive Processes, 23(5):709-748.

Stefan Krammer. 2021. Abenteuer Minnlichkeit.
Adoleszenz in Wolfgang Herrndorfs Roman
«Tschick» [Adventure Manhood. Adolescence in
Wolfgang Herrndorf’s Novel «Tschick»]. Studia
theodisca, 28:5-24.


https://doi.org/10.1075/hcp.8.04ari
https://doi.org/10.1007/978-3-642-15573-4_15
https://doi.org/10.1007/978-3-642-15573-4_15
https://pbiecek.github.io/ema/
https://pbiecek.github.io/ema/
https://doi.org/10.1075/slcs.86.13bos
https://doi.org/10.1075/slcs.86.13bos
https://doi.org/10.18653/v1/W18-6521
https://doi.org/10.18653/v1/W18-6521
https://doi.org/10.1145/2939672.2939785
https://doi.org/10.1145/2939672.2939785
https://aclanthology.org/C98-1051
https://aclanthology.org/C98-1051
https://aclanthology.org/C98-1051
http://www.lrec-conf.org/proceedings/lrec2010/pdf/532_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2010/pdf/532_Paper.pdf
https://doi.org/10.3115/1708322.1708365
https://doi.org/10.3115/1708322.1708365
https://www.jbe-platform.com/content/books/9789027280251
https://www.jbe-platform.com/content/books/9789027280251
https://doi.org/10.1016/j.pragma.2017.12.003
https://doi.org/doi:10.1515/zgl-2020-2013
https://doi.org/doi:10.1515/zgl-2020-2013
https://doi.org/doi:10.1515/zgl-2020-2013
https://doi.org/10.18653/v1/W17-3522
https://doi.org/10.18653/v1/W17-3522
https://doi.org/10.1080/01690960701771220
https://doi.org/10.1080/01690960701771220
https://doi.org/10.1080/01690960701771220
https://doi.org/10.54103/1593-2478/16670
https://doi.org/10.54103/1593-2478/16670
https://doi.org/10.54103/1593-2478/16670
https://doi.org/10.54103/1593-2478/16670

Matthias N. Lorenz, editor. 2019. "Germanisten-
scheiss": Beitrdge zur Werkpolitik Wolfgang Her-
rndorfs ["Germanistenscheiss": Contributions to the
politics of Wolfgang Herrndorf’s works]. Frank et
Timme, Berlin. OCLC: on1080642032.

Scott M Lundberg and Su-In Lee. 2017. A Unified
Approach to Interpreting Model Predictions. In Ad-
vances in Neural Information Processing Systems,
volume 30. Curran Associates, Inc.

Ashutosh Modi, Tatjana Anikina, Simon Ostermann,
and Manfred Pinkal. 2016. InScript: Narrative texts
annotated with script information. In Proceedings
of the Tenth International Conference on Language
Resources and Evaluation (LREC’16), pages 3485—
3493, Portoroz, Slovenia. European Language Re-
sources Association (ELRA).

Costanza Navarretta and Sussi Olsen. 2008. Annotating
abstract pronominal anaphora in the DAD project. In
Proceedings of the Sixth International Conference
on Language Resources and Evaluation (LREC’08),
Marrakech, Morocco. European Language Resources
Association (ELRA).

Anna Nedoluzhko, Michal Novak, Martin Popel,
Zdenék Zabokrtsk}’/, Amir Zeldes, and Daniel Zeman.
2022. CorefUD 1.0: Coreference meets Universal
Dependencies. In Proceedings of the Thirteenth Lan-
guage Resources and Evaluation Conference, pages
4859-4872, Marseille, France. European Language
Resources Association.

Sigrid Nindl. 2009. Wolf Haas und sein kriminalliter-
arisches Sprachexperiment. Erich Schmidt Verlag,
Berlin.

Umesh Patil, Peter Bosch, and Stefan Hinterwimmer.
2020. Constraints on German diese demonstratives:
language formality and subject-avoidance. Glossa: a
Jjournal of general linguistics, 5(1).

Massimo Poesio. 2004a. Discourse annotation and se-
mantic annotation in the GNOME corpus. In Pro-
ceedings of the Workshop on Discourse Annotation,
pages 72-79.

Massimo Poesio. 2004b. The MATE/GNOME propos-
als for anaphoric annotation, revisited. In Proceed-
ings of the 5th SIGdial Workshop on Discourse and
Dialogue at HLT-NAACL 2004, pages 154-162, Cam-
bridge, Massachusetts, USA. Association for Com-
putational Linguistics.

Massimo Poesio, Rosemary Stevenson, Barbara Di Eu-
genio, and Janet Hitzeman. 2004. Centering: A para-
metric theory and its instantiations. Computational
linguistics, 30(3):309-363.

Beatrice Primus. 2012. Animacy, Generalized Semantic
Roles, and Differential Object Marking. In Monique
Lamers and Peter de Swart, editors, Case, Word
Order and Prominence, volume 40, pages 65-90.
Springer Netherlands, Dordrecht. Series Title: Stud-
ies in Theoretical Psycholinguistics.

70

Arndt Riester and Stefan Baumann. 2017. The reflex
scheme-annotation guidelines.

Christoph Rithlemann and Matthew Brook O’Donnell.
2012. Introducing a corpus of conversational stories.
Construction and annotation of the Narrative Corpus.
Corpus Linguistics and Linguistic Theory, 8(2):313—
350.

Petra B. Schumacher, Manuel Dangl, and Elyesa Uzun.
2016. Thematic role as prominence cue during pro-
noun resolution in German. In Anke Holler and
Katja Suckow, editors, Empirical Perspectives on
Anaphora Resolution, pages 121-147. de Gruyter,
Berlin.

Laura Stoia, Darla Magdalene Shockley, Donna K. By-
ron, and Eric Fosler-Lussier. 2008. SCARE: a situ-
ated corpus with annotated referring expressions. In
Proceedings of the Sixth International Conference
on Language Resources and Evaluation (LREC’08),
Marrakech, Morocco. European Language Resources
Association (ELRA).

Ann Taylor, Mitchell Marcus, and Beatrice Santorini.
2003. The penn treebank: an overview. Treebanks:
Building and using parsed corpora, pages 5-22.

Kees van Deemter, Ielka van der Sluis, and Albert Gatt.
2006. Building a semantically transparent corpus
for the generation of referring expressions. In Pro-
ceedings of the Fourth International Natural Lan-
guage Generation Conference, pages 130-132, Syd-
ney, Australia. Association for Computational Lin-
guistics.

Henriette Anna Elisabeth Viethen. 2012. The genera-
tion of natural descriptions: corpus-based investi-
gations of referring expressions in visual domains.
Ph.D. thesis, Macquarie University.

Klaus von Heusinger and Petra B. Schumacher. 2019.
Discourse prominence: Definition and application.
Journal of Pragmatics, 154:117-127.

Weischedel, Ralph, Palmer, Martha, Marcus, Mitchell,
Hovy, Eduard, Pradhan, Sameer, Ramshaw, Lance,
Xue, Nianwen, Taylor, Ann, Kaufman, Jeff, Fran-
chini, Michelle, El-Bachouti, Mohammed, Belvin,
Robert, and Houston, Ann. Ontonotes release 5.0.

Seid Muhie Yimam, Chris Biemann, Richard Eckard
de Castilho, and Iryna Gurevych. 2014. Automatic
Annotation Suggestions and Custom Annotation Lay-
ers in WebAnno. In Proceedings of 52nd Annual
Meeting of the Association for Computational Lin-
guistics: System Demonstrations, pages 91-96, Bal-
timore, Maryland. Association for Computational
Linguistics.

Seid Muhie Yimam, Iryna Gurevych, Richard Eckart de
Castilho, and Chris Biemann. 2013. WebAnno: A
flexible, web-based and visually supported system
for distributed annotations. In Proceedings of the
51st Annual Meeting of the Association for Compu-
tational Linguistics: System Demonstrations, pages


https://aclanthology.org/L16-1555
https://aclanthology.org/L16-1555
http://www.lrec-conf.org/proceedings/lrec2008/pdf/522_paper.pdf
http://www.lrec-conf.org/proceedings/lrec2008/pdf/522_paper.pdf
https://aclanthology.org/2022.lrec-1.520
https://aclanthology.org/2022.lrec-1.520
https://doi.org/10.5334/gjgl.962
https://doi.org/10.5334/gjgl.962
https://aclanthology.org/W04-2327
https://aclanthology.org/W04-2327
https://doi.org/10.1007/978-94-007-1463-2_4
https://doi.org/10.1007/978-94-007-1463-2_4
https://doi.org/10.1515/cllt-2012-0015
https://doi.org/10.1515/cllt-2012-0015
http://www.lrec-conf.org/proceedings/lrec2008/pdf/164_paper.pdf
http://www.lrec-conf.org/proceedings/lrec2008/pdf/164_paper.pdf
https://aclanthology.org/W06-1420
https://aclanthology.org/W06-1420
https://doi.org/10.25949/19435052.V1
https://doi.org/10.25949/19435052.V1
https://doi.org/10.25949/19435052.V1
https://doi.org/10.1016/j.pragma.2019.07.025
https://doi.org/10.35111/XMHB-2B84
https://doi.org/10.3115/v1/P14-5016
https://doi.org/10.3115/v1/P14-5016
https://doi.org/10.3115/v1/P14-5016
https://aclanthology.org/P13-4001
https://aclanthology.org/P13-4001
https://aclanthology.org/P13-4001

1-6, Sofia, Bulgaria. Association for Computational
Linguistics.

Sina ZarrieB3, Julian Hough, Casey Kennington, Ramesh
Manuvinakurike, David DeVault, Raquel Fernandez,
and David Schlangen. 2016. PentoRef: A corpus
of spoken references in task-oriented dialogues. In
Proceedings of the Tenth International Conference
on Language Resources and Evaluation (LREC’16),
pages 125-131, Portoroz, Slovenia. European Lan-
guage Resources Association (ELRA).

Amir Zeldes. 2017. The GUM corpus: Creating mul-
tilayer resources in the classroom. Language Re-
sources and Evaluation, 51(3):581-612.

9 Appendix

Figure 5 shows the multi-layer annotations in Web-
Anno. It shows segment annotations, the annotated
features grammatical role, thematic role and refer-
ential form of the referential expressions referring
to an animated referent as well as referential chains
of coreferential referents. The translation of the
example illustrated in figure 5 is as follows:

We looked around depressed.

Tschick said that we would never get gasoline, and
1 suggested that we simply open the next car with
the tennis ball.

"Way too busy," said Tschick.

"Let’s just wait until it’s less busy."
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Annctation
4 P (Coreference)
N p (Coref

‘ PersPron
17 Wir schauten uns deprimiert um.
~——(Coreference)--, {Corsference)
\ ; (Coreference) .«
R R el e R 7 T f
(Segment) o PersPron . (Segment) =
 Subj | Proo-Ag .
18 Tschick meinte, dass wir hier nie an Benzin kommen wirden, und ich schlug vor,
e
Subj | Proto-Ag
53 (Segment)|
einfach mit dem Tennisball das nachste Auto aufzumachen.
[TaTer {Coreference)
pe - {Coreference) e
EN | A il
19 «Viel zu viel Betrieb»: sagte Tschick.
(Cor )
~~(Coreference)-.. (C )
iy : (C
20 «Warten wir einfach, bis weniger Betrieb ist.»
Figure 5: Screenshot of the annotation window of Webanno.
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Abstract

Most tasks in NLP require labeled data. Data
labeling is often done on crowdsourcing plat-
forms due to scalability reasons. However, pub-
lishing data on public platforms can only be
done if no privacy-relevant information is in-
cluded. Textual data often contains sensitive
information like person names or locations. In
this work, we investigate how removing per-
sonally identifiable information (PII) as well as
applying differential privacy (DP) rewriting can
enable text with privacy-relevant information
to be used for crowdsourcing. We find that DP-
rewriting before crowdsourcing can preserve
privacy while still leading to good label quality
for certain tasks and data. PII-removal led to
good label quality in all examined tasks, how-
ever, there are no privacy guarantees given.

1 Introduction

For supervised NLP tasks, large amounts of labeled
data are needed. In many cases, only unlabeled
data is available and labeling is then performed
via crowdsourcing/crowdworking platforms like
Amazon Mechanical Turk (AMT). These crowd-
working platforms are used because they provide
a time-efficient way to obtain labels for unlabeled
data, making the annotation task easily scalable.

However, data should only be published on
crowdsourcing platforms if it contains no privacy-
relevant information. Unfortunately, it is not al-
ways obvious what is privacy relevant and what is
not (Narayanan et al., 2012). As a consequence,
most textual datasets cannot be annotated on crowd-
working platforms if the privacy of affected persons
contained in the data needs to be respected.

A common practice is to automatically replace
personally identifiable information (PII) in a text.
However, not all privacy-relevant information is
contained in PII (Narayanan et al., 2012) and the
automatic detection of PII does not work perfectly.
Therefore, PII-removal alone is no guarantee that
privacy is preserved.
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An approach that can actually give privacy guar-
antees is differential privacy (DP). DP offers formal
mathematical guarantees for privacy-preserving
data publishing, which has most recently also been
applied to textual data (Igamberdiev et al., 2022;
Krishna et al., 2021; Bo et al., 2021). The benefit
of using differential privacy is that it is possible to
set an upper boundary for privacy risks. Therefore,
one exactly knows how large the privacy risk is and
can set it to a sufficiently low level when using DP.

In this work, we want to explore different privacy
preservation techniques for textual data in the con-
text of crowdsourcing. We do this by performing
crowdsourcing on data which has been modified
by using DP rewriting, PIl-removal, or a combi-
nation of both. We show that there is a tradeoff
between privacy and utility (Iabel quality) when de-
ciding for one of these methods, how this tradeoff
is expressed and how it depends on the chosen task
and data. Furthermore, we provide recommenda-
tions which task properties might lead to the most
desirable results.

2 Related work

Privacy leakages can have harmful consequences
for individuals. Therefore, privacy protection is
regulated by law in some parts of the world, e.g.,
by the GDPR in Europe (European Commission,
2016) or the HIPAA Act (Centers for Medicare &
Medicaid Services, 1996) for medical data in the
US. Unfortunately, it is impossible to fully prevent
the risk of privacy leakages. Therefore, the ultimate
goal is to reduce this risk.

A common practice to reduce the risk of pri-
vacy leakages in textual data is to automatically
detect and replace personally identifiable informa-
tion (e.g. Ge et al., 2020; Pilédn et al., 2022; Eder
et al., 2020). This approach is called PII-removal
in the following. However, there are two problems
with PII-removal. First, without PII-labeled train-
ing data, in most cases named entity recognition or
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regular expressions are used for PII-removal (Ge
et al., 2020; Pilan et al., 2022; Eder et al., 2020).
This narrows down which kind of PII can be de-
tected. Second, there is no possibility to quantify
the remaining privacy risk. Additionally, when
using PII-removal the privacy risk is not equally
distributed, but often higher for e.g. structurally
discriminated parts of the population. Named en-
tity recognition, which is often the basis for PII-
removal, is for example better in identifying names
commonly given to white people than names com-
monly given to black, Hispanic or Muslim people
(Mishra et al., 2020). Similar problems have been
found with commonly female names compared to
commonly male names (Mehrabi et al., 2020).

Differential privacy (DP) solves the problem of
estimating privacy risks and distributes the privacy
risk more equally. It is a mathematical concept,
supposed to enable sharing datasets containing pri-
vate information without giving away this private
information (Dwork and Roth, 2014). It has re-
cently been applied in NLP for rewriting texts in
a differentially private way (Krishna et al., 2021;
Bo et al., 2021; Igamberdiev et al., 2022). The
basic idea of ‘local’ differential privacy rewriting
for textual data is to add noise to each data point.
As a result, the probability of distinguishing data
belonging to one individual from data of any other
individual in the dataset is bounded.

Furthermore, we can quantify the amount of dif-
ferential privacy provided by defining how much
two data points are allowed to differ after we added
noise to their data. This is commonly done by
using the privacy budget ¢ € R*. However, in
(e,0)-DP this is not a clean cut but we allow the
privacy budget € to be overstepped in § of all data
points. A randomized algorithm M : X— > Zis
considered as fulfilling (¢, §)-DP iff for every data
point x,y € X and every possible output z € Z
the following condition holds:

Pr[M(z) = z] <exp(e) * Pr(M(y) = z] + ¢

with Pr[.] being the probability, either defined as a
density or a probability mass function.

3 Data

Three corpora were used for the experiments: ATIS
(Tur et al., 2010), SNIPS (Coucke et al., 2018) and
TripAdvisor (TA) (Li et al., 2013). The ATIS cor-
pus consists of transcriptions of flight information
requests and the task is to classify them based on
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their intent. There are different versions of the
ATIS corpus available, we use it in the form pro-
vided by Tur et al. (2010). SNIPS (Coucke et al.,
2018) is an intent classification dataset as well and
consists of instructions for voice assistants. TripAd-
visor (Li et al., 2013) (TA) contains hotel reviews.
We use only the titles of these hotel reviews be-
cause the full review texts were too long.

We chose those datasets based on multiple crite-
ria. First, we had some task-specific criteria. The
task should be relevant in real-world use cases,
it should not require previous knowledge and it
should be simple and quick to solve. Second, we
had some text-specific criteria. The texts should
contain privacy relevant information, it should be
in clear and generally understood language and
the text snippets should be short. Furthermore,
all datasets should have high-quality gold labels
so that we could compare the labels obtained in
our experiments with these gold labels. Finally,
these datasets have been used in related works on
privacy-preserving text rewriting.

To simplify the tasks further, we reduced all of
them to binary labelling tasks. This means we
chose one class per dataset (e.g. “Airfare” for ATIS)
and defined the task as deciding whether a given
data point belonged to that class or not. So for
the ATIS corpus we then had the two classes “Air-
fare” and “Not Airfare”, for SNIPS we had “Add
to playlist” and “Not Add to playlist” and for Tri-
pAdvisor we had the classes “Positive” and “Not
Positive”. For simplification reasons we will call
the classes “Airfare”, “Add to playlist” and “Posi-
tive” the rarget classes in the following, while we
will call “Not Airfare”, “Not Add to playlist” and
“Not Positive” the not target classes.

Furthermore, we only included data points which
consisted of less than 200 characters for the crowd-
sourcing, but still used the longer texts for the DP
pretraining in order to have enough pretraining data.
An overview of the properties of all corpora in the
modified versions used in this work can be found
in Table 1. Additionally, example sentences are
shown in Table 2. More details on the corpora will
be explained in more detail in the following.

The ATIS corpus consists of audio recordings
of flight information requests and the task is to
classify them based on their intent. The privacy-
relevant information contained are the information
on e.g. when people want to fly, where to and where
from which allows us to e.g guess their location



data points avg. length
corpus
target |  rest | target |  rest
ATIS 403 4100 | 6791 66.77
SNIPS 1936 | 11681 48.24 | 46.33
TA 19663 9974 | 181.48 | 298.96

Table 1: Number of data points (“data points”) and av-
erage number of characters per data point (“avg length”
per corpus in our modified version of the corpora. “tar-
get” stands for “target class” and “rest"” for all data
points not belonging to the target class.

at specific times. We chose "Airfare" as the target
class. An example for the class "Airfare" is the
request "cheapest airfare from tacoma to orlando".
While requests like "what flights are available from
pitsburgh to baltimore on thursday morning", or
"what is the arrival time in san francisco for the
755 am flight leaving washington?" do not belong
to the target class. There are different versions of
the ATIS corpus available, we use it in the form
provided by Tur et al. (2010).

SNIPS (Coucke et al., 2018) is an intent classifi-
cation dataset as well, but instead of flight informa-
tion requests, it consists of instructions for voice as-
sistants. Those requests contain information about
e.g. favorite restaurants, places and persons. We
chose the intent category "Add to Playlist" as target
class. An example for the class "Add to Playlist" is
"add The Crowd to corinne’s acoustic soul playlist",
while examples for data points that do not belong
to the target class are "Play a chant by Mj Cole" or
"Book a restaurant in El Salvador for 10 people."

TripAdvisor (Li et al., 2013) is a corpus con-

sisting of hotel reviews from the platform TripAd-
visor. Each review consists of a written text as
well as additional information, like for example a
star based rating. We defined the task as deciding
whether a given review title indicates that a review
is "Positive" or "Not Positive". The reviews contain
information about where the reviewers stayed and
when as well as, in some cases, names and personal
information about the hotel’s staff. An example for
the class "Positive" is "Best Hotel in Philly" while
"Bugs and terrible housekeeping” is an example for
"Not Positive".
The reviews with ratings around three stars often
contain positive and negative sentiment. To make
the task simpler, we therefore excluded reviews
with ratings of two, three and four stars.

4 Model

PII-removal The PIl-removal is based on regular
expressions and on spacy (Honnibal et al., 2020)
which we used for named entity recognition and
part of speech tagging. With spacy, we detected
names of persons, locations, dates and times. Those
were then replaced with the strings "<NAME>",
"<LOCATION>", "<DATE>" and "<TIME>". Ad-
ditionally, we used regular expressions, to replace
other personal information like mail addresses and
phone numbers.

DP-rewriting For DP-rewriting we used the
work of Igamberdiev et al. (2022). They provide
an open-source framework for DP rewriting with a
trainable model based on the idea behind ADePT
(Krishna et al., 2021). This model consists of
an auto-encoder which is pretrained first to learn
how to compress texts. Afterwards, the texts to
be rewritten are transformed into a compressed
version, noise according to either a Gaussian or
Laplacian distribution is added and then the text is
reconstructed based on this vector. We used Gaus-
sian noise and set & = 1 * 104, as this turned out
to be the most privacy-preserving setting providing
basic utility. For e, different values were used in
different experiments. We state which value has
been used when explaining each of the experiments.
Furthermore, we did not append the class labels (as
proposed in (Krishna et al., 2021)), because usually
class labels are only crowdsourced if there are none
yet.

For each corpus, we split the data into three dif-
ferent subsets, one for pretraining, one for valida-
tion of the pretraining and one that will be rewritten
for the crowdsourcing. Based on this, we created
six differently pretrained models. For each corpus,
we had one model pretrained with the unchanged
pretraining data and one pretrained with the pre-
training data after PII were replaced.

;‘ PIl+DP

DP- .
//‘ Pll-removal 79[ rewriting —_ -
—>| Pll-removal e “|||  Pll-only
=N DP- — _se[ —|| DP-only
rewriting - q|

Figure 1: We used three different rewriting pipelines:
PII-only, DP-only and PII + DP. They are depicted here.

Rewriting pipelines We created three different



target class

not target class

cheapest airfare from tacoma to orlando

what flights are available from pitsburgh to

ATIS baltimore on thursday morning
show me all the one way fares from tacoma | what is the arrival time in san francisco for
to montreal the 755 am flight leaving washington?

SNIPS add The Crowd to corinne’s acoustic soul | Book a restaurant in El Salvador for 10 peo-
playlist ple.
add this track to krystal’s piano 100 Play a chant by Mj Cole

TA AMAZING Concierge Staff/Eric Sofield is | Avoid lower floors... especially room 202

the best
Best Hotel in Philly Bugs and terrible housekeeping

Table 2: Examples per corpus and class.

rewriting pipelines so that we can compare the two
chosen rewriting methods and the combination of
them. For each rewriting method, there is one
pipeline where only this rewriting method is ap-
plied to privatize the data (PII-only and DP-only).
Furthermore, there is one pipeline where we first
perform PII-removal and then DP-rewriting (PII +
DP). They are visualized in Figure 1. After the data
has been rewritten in different ways, we requested
annotations based on our binary labeling task on
Amazon Mechanical Turk. An example HIT can be
found in the Appendix C. All crowdworkers were
from the US. Therefore, the payment per HIT was
calculated based on the US minimal wage in order
to guarantee fair payment.

5 Results

PII-only vs. DP-only vs. PII + DP First, we
wanted to explore general differences between the
three rewriting pipelines. Therefore, we run the
data through all pipelines and requested annota-
tions from 5 crowdworkers per pipeline and data
point. For the DP-rewriting in DP-only and PII +
DP we set ¢ = 10000. This is a very high choice
for e. However, it was the smallest value which
ensured that the resulting text still had some very
basic utility.

After the annotation, we aggregated the indi-
vidual annotations per data point by using MACE
(Hovy et al., 2013) with a threshold of 1. Then we
compared these aggregated labels to the original
gold labels by calculating F1-scores (see Table 3).

PlII-only performed best for all corpora regarding
the F1-score. Furthermore, DP-only led to better
F1-scores than PII + DP. However, this depicts
only the performance regarding gold label quality.
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Pipeline | ATIS | SNIPS | TA
PIl+DP | 0.377 | 0.828 | 0.588
DP-only | 0.549 | 0.935 | 0.698
Pll-only | 0.949 | 0.991 | 0.932

Table 3: Fl-scores of the original gold labels compared
to the labels obtained in our experiments. The highest
value per column is indicated in bold. Differences per
row were statistically significant with o = 0.05 for all
values.

Regarding privacy, it is the other way around. This
will be discussed in more detail in Section 6.

Apart from this, in Table 3 we can see that there
are differences between the corpora, especially re-
garding DP-rewriting. For the SNIPS corpus, the
DP-rewriting had a far smaller negative effect on
the F1-scores than on the TA corpus or even the
ATIS corpus.

The effect of ¢ In DP-rewriting, the e-parameter
is the most important parameter, because it repre-
sents the privacy guarantee. A high value stands
for high privacy risks. To investigate the effects
of this e-parameter, we reran the DP-only pipeline
in a slightly modified way. We set ¢ = 3333 and
requested annotations from three different crowd-
workers per pipeline and data point. Then, again,
we aggregated the annotations per pipeline and data
point by using MACE (Hovy et al., 2013) and cal-
culated the F1-scores in comparison to the original
gold labels.

We compared the F1-scores to the F1-scores of
the data rewritten with ¢ = 10000. To guaran-
tee a fair comparison, we only used 3 annotations
per data point as well and reaggregated them with



MACE (see Table 4). For all corpora, the lower € re-
sulted in statistically significantly lower F1-scores.
With the lower e, the performance difference be-
tween SNIPS and the other corpora decreased.

Multiple rewritten versions While lower ¢ val-
ues increase privacy, they decrease the utility dras-
tically. But what if we rewrite multiple times with
the same ¢, but different random seeds and then
aggregate the crowdsourced annotations? Can the
differently added noise be counterbalanced by this
so that utility is overall increased?

For each data point, we created two other ver-
sions rewritten with DP-only and € = 3333. Then
we requested three annotations per version from
crowdworkers and aggregated the annotations per
data point over all versions. This time, we could
not use MACE (Hovy et al., 2013) to aggregate
the data, because for using MACE the annotations
need to be independent when conditioned on the
true labels. However, in our case, they are only
independent when conditioned on the true labels
and the corresponding rewritten version. Therefore,
we could only use MACE to aggregate the anno-
tations per version and aggregated the results of
this by using majority voting. The whole process
is illustrated in Figure 2.

— P\$¢
€=3333 —
seed1 9—_ »R—))(}'/
—_— f\—>\/
— /\—>~'
€=3333 — g
seed2 %: %v}v V
=[28->x
—é

€=3333 P\? %
seed3 [O\_)x } X
P\% (4
Majorlty
MACE Voting

Figure 2: Process of generating multiple differently
rewritten versions and aggregating their annotations.

Again, we calculated F1-scores between our ag-
gregated labels and the original gold labels. The
results, as well as a comparison to the previous re-
sults, can be found in Table 4. Interestingly, using
multiple differently rewritten versions did not in-
crease, but decreased the F1-scores for all corpora
except SNIPS.

We explored different aggregation methods.
They can be divided into two types: two-step-
aggregation and one-step-aggregation. The two-
step-aggregation methods consist of two steps: In
the first, there is an aggregation per rewritten ver-

77

Corpus | ¢ — 3333 | ™UUPIe | 40000
versions

ATIS 0220 | 0.180 0.517

SNIPS | 0519 | 0.519 0.920

TA 0426 | 0350 0.687

Table 4: Fl-scores of the same data rewritten with DP-
only and different values for e. The highest value per
row is highlighted in bold.

sion and in the second step, these aggregations are
aggregated again. The aggregation we used for
Table 4 and illustrated in Figure 2 is a two-step
aggregation method with MACE as the first step
and majority voting as the second step. In the one-
step-aggregation methods, all annotations of all
versions are aggregated in one single step with one
aggregation technique.

The aggregation methods were chosen based on
commonly occurring problems in our experiments.
In general, it was very noticeable, that there were
far more cases where data points that belong to the
target class were not recognized as belonging to the
target class than the other way around. Therefore,
we created a threshold-based aggregation method
for this. It is a one-step-aggregation method and
the idea is, that the target class is chosen if more
than x annotations of one data point are target class
annotations. So if we have a threshold of x =3 and
a data point with four target class annotations and
five non-target class annotations, the aggregated
label will be the target class label. If there were
only three target class annotations and siXx non-
target class annotations, the aggregated label would
be the non-target class annotation. This method
will be abbreviated as tx in the following, where x
is replaced with the used threshold.

Based on that threshold idea, we also created a
two-step-aggregation method where first, annota-
tions per version were aggregated with MACE and
afterwards the aggregated labels were aggregated
with a threshold of 0. This method will be abbrevi-
ated as MACE_t0. Furthermore, we tried plain ma-
jority voting in a one-step-aggregation (MV), ma-
jority voting in a two-step-aggregation (MV_MV)
and the previously discussed two-step-aggregation
with MACE and majority voting (MACE_MV).

Per aggregation method, we calculated the F1-
Scores of the resulting labels and the original gold
labels (see Table 5). The methods which do not
take into consideration that target class data points



Aggregation | ATIS | SNIPS TA
MV 0.050 | 0.297 | 0.260
t0 0.448 | 0.799 | 0.638
tl 0.368 | 0.730 | 0.581
2 0.322 | 0.648 | 0.503

MV_MV | 0.078 | 0.313 | 0.269

MACE_MV | 0.180 | 0.519 | 0.350

MACE_t0 | 0.431 | 0.777 | 0.604

Table 5: Comparison of different aggregation methods
for the annotations of multiple rewritten versions. The
highest value per column is highlighted in bold.

Corpus | Gold | DP-only
ATIS | 29.41% | 13.10%
SNIPS | 50.00% | 42.64%
TA 50.00% | 36.86%

Table 6: Percentage of data points in the crowdsourcing
set labeled as target class according to the original gold
labels (“Gold”) and according to the labels gained by
crowdsourcing after using DP-only with e = 10000
(“DP-only™).

have been mislabeled more often than non-target
class points give the worst results. The methods
taking this point into consideration lead to a lot
better F1-scores. The most extreme method, t0, in
which a data point is labeled as target class if only
one crowdworker annotated one version as target
class, lead to the best F1-scores.

6 Discussion

Corpus differences The negative effect on the
utility of DP-rewriting in our experiments has been
corpus dependent. In the following, we will explore
reasons for this.

As already discussed before, the lower F1-scores
can mainly be traced back to data points which be-
long to the target class but have not been recognized
as belonging to the target class. While this prob-
lem exists for all corpora, it is least prominent for
SNIPS, see Table 6.

To explore potential reasons for the indifference
of target class non-recognition, we will use a con-
cept we call indicator words. Indicator words are
words which do not appear equally often in the tar-
get class and the non-target class data. For example,
for ATIS the target class is “Airfare”, meaning that
all requests asking about prices for flights belong to
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Corpus | Version ‘ Target ‘ Rest
SRR
s | g |20
A Brligéiily o | 118

Table 7: Distribution of indicator words for the target
class (ATIS and SNIPS) or the non target class (TA)
before and after DP-only.

that class. Words that therefore often occur in the
target class, but not in the non-target class data are
“fare”, “airfare”, “cost”, etc. While it is not possible
to correctly identify the class based on only these
indicator words in all cases, they are helpful signals
in many cases and therefore a useful approximation
to explore the indifference in the class recognition
further. The used indicator words per class can be
found in the appendix A.

For the work at hand, we did not use a structured
approach to discover indicator words as we did not
expect this phenomenon to have such an impact in
the first place. However, while retracing misclas-
sifications in the SNIPS and ATIS data sets, we
realized that the task was so easy that only by look-
ing at one of the indicator words, we could guess
the class correctly in most cases. We then noticed
that, especially for ATIS, most of these indicator
words were gone after the DP-rewriting. Therefore,
we took a closer look at this phenomenon.

For ATIS and TA, the usefulness of indicator
words has been substantially decreased by the DP-
rewriting, as we can see in Table 7. Based on the
given tasks, indicator words indicate the affiliation
to the target class (like in ATIS and SNIPS) or
the affiliation to the non-target class (like in TA).
After DP-rewriting, we see that in ATIS the target
class indicator words occurred only half as often
in target class texts as before, while this was not
the case in non-target class texts. In TA, the non-
target class indicator words appeared less often
in the non-target class texts but more often in the
target class texts than before. In both cases, the
difference between the target class and the non-
target class, as approximated by indicator words
has been decreased. For SNIPS, however, no such
clear effect could be observed.

This assimilation of both classes according to the
indicator words in ATIS and TA, but not in SNIPS



is due to the relative uncommonness of these indi-
cator words. The basic idea of the version of DP
we use is that uncommonness in the dataset is corre-
lated with the probability of being removed. There-
fore, uncommon words have a higher probability
of being removed than common words. For SNIPS,
we had only two indicator words and they occurred
522 times in the original dataset. For ATIS, we had
six different indicator words and all of them only
occurred 253 times. This is even more extreme
in TA, where we used basically all negatively con-
noted words as indicator words and nevertheless
there were only 147 of them in the original corpus.
This relative uncommonness of the indicator words
in ATIS and TA is the reason why they have often
been replaced during DP-rewriting.

However, based on this argumentation, the F1-
score as well as the difference between the classes
regarding the indicator words should have been
higher for ATIS than for TA. Why is this not the
case? It can probably be traced back to the pretrain-
ing data. For ATIS, the original dataset was very
small and imbalanced. Therefore, only 4.28% of
the pretraining data (compared to 29.41% of the
crowdsourcing data) has been from the target class.
This further reduced the uncommonness of the indi-
cator words, especially in comparison to TA where
50% of the pretraining data came from the target
class.

Another important factor is the amount of differ-
ence between the two classes. If the target class
and the non-target class are very similar, changing
one word might already change the class. If they
are very different, a change of one word does not
affect which class a text belongs to. An illustration
of the class differences per corpus in the form of
wordclouds can be found in the appendix B.

For SNIPS, the indicator words “add” and
“playlist” are very prominent in the target class,
but not in the non-target class. For ATIS, the used
words in the two classes are less different. Fur-
thermore, in ATIS relatively small changes can
cause a class change. The sentence “How much is
the cheapest flight from Pittsburgh to Baltimore?”
belongs to the class “Airfare”, while “What is the
cheapest flight from Pittsburgh to Baltimore?” does
not belong to the class “Airfare” because the an-
swer to this question would not be a price. There
are many more examples like this in ATIS, but not
in SNIPS.

For TA, there is less difference between the used
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Corpus | Random IW | DP-only
ATIS 0.369~ | 0.881% 0.549
SNIPS 0.5~ 0.895 0.935

TA 0.5~ 0.674 0.698

Table 8: F1-Scores for a random classifier ("Random")
compared to a classifier based on the indicator words
("IW") and DP-only."+" means that the baseline per-
formed statistically significantly better than DP-only
and "-" means that it performed statistically significantly
worse than DP-only, both with o = 0.05

words per class than for SNIPS. Additionally, there
are also cases where changing one word changes
the whole class. For example “Best hotel in Philly”
could be changed to “Worst hotel in Philly” and
would then belong to the other class. However,
there are fewer cases like this in TA than in ATIS.

All in all, there are multiple reasons explaining
the corpus differences. First, the balance in the
pretraining data is important, especially for very
small corpora. Second, the diversity of the corpus,
in relation to the corpus size affects the utility. And
third, the difference between classes influences how
often class distinctions will be removed.

Comparison to baselines Previously we argued
that the indicator words were helpful signals for
identifying the class of a given text snippet. This
leads to the question of how helpful they are exactly
and how well a classification based on only the
indicator words would perform compared to the
manual labeling of the DP-only data. Therefore, we
built a baseline classifier using only the indicator
words as well as a random classifier and let them
label the data. The results can be found in Table 8.
While the F1-scores of the DP-only annotations
were significantly better than random annotations
for all corpora, the indicator words baseline per-
formed comparably well to DP-only for SNIPS and
TA and significantly better than DP-only on the
ATIS corpus. These findings, again, underline that
the performance of DP is very corpus dependent
and that more research on this topic is needed.

Privacy versus utility When comparing PII-
removal and DP-rewriting, we saw that the F1-
scores approximating the utility have been far bet-
ter when using PIl-removal than when using DP-
rewriting. However, this is not the case for privacy.
We will discuss this further in the following.

In general, we know that one of the key points of



DP-rewriting is that we can control the privacy risk,
while in PII-removal there are no privacy guaran-
tees. By setting the € value in DP-rewriting, we can
essentially set an upper boundary for the probabil-
ity of a privacy leakage. For PIl-removal, there are
no guarantees at all. If we want to ensure that there
are no privacy leakages, we would need to check
every rewritten text for potential privacy leakages.
Of course, this is unfeasible for larger datasets.
Therefore, in practice, one would try to improve
the PII-removal as much as possible and then hope
that there are no privacy leakages, without knowing
how high the risk for such a leakage exactly is.

We will discuss what this means for our data
in the following. For this, we will look at how
many words of the input text have been changed
or replaced. Of course, changing the wording is re-
quired but not sufficient to guarantee privacy. How-
ever, measuring the exact level of privacy preserva-
tion is hard and looking at the number of changed
and replaced words is enough to give us a rough
impression of how this minimal requirement was
fulfilled on our data.

The heatmap in Figure 3 shows the results of this
analysis per corpus and rewriting method. For a bet-
ter understanding of this heatmap, we will explain
one row as an example. The first row represents
the PII-only version of the ATIS corpus. The value
of the first column (“0”) is 5.6%. This means, that
for 5.6% of all data points of the ATIS corpus, zero
(““0”) words of the original sentence have been re-
placed or changed during PII-removal. So all words
of the original sentence were copied into the PII-
only version. In the next column (“1”), the value
is 14%, which means for 14% of all data points
of the ATIS corpus there is one word of the origi-
nal sentence which has been changed or replaced
during PII-removal. It continues like this for the
next few columns. Then there is a column called
“7 - 117, which is an aggregated column. The value
2.9% tells us that for 2.9% of all data points of
the ATIS corpus between seven and eleven words
of the original sentence have been replaced in the
PII-only version of that sentence. The following
columns are to be understood the same way.

In general, we see that with PII-only fewer words
have been replaced than with DP-only. Especially
for the SNIPS and TA data, there were many sen-
tences which have not been changed at all (SNIPS:
48.1%, TA: 36.3%). Privacy preservation com-
pletely failed for these data points. Additionally,
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the amount of sentences where only a few words
have been changed is also quite high when using
PII-only. The privacy preservation to expect from
those few changes might also be quite low. There-
fore, the minimal requirement for privacy preser-
vation, to change and/or replace words, has been
fulfilled far better by DP-only than by PII-only.

However, there is one exception, where PII-only
did not work that badly regarding privacy preser-
vation. In the ATIS corpus, we see that in general
a lot more words have been replaced by PII-only
than in the other corpora. This is due to the fact
that there are many easy-to-detect and therefore
easy-to-replace PIIs in ATIS. Locations, dates and
times can be detected quite well and ATIS is full
of locations, dates and times. In SNIPS and TA,
there are in general fewer of these easy-to-detect
PII and additionally, the often uncommon sentence
structures in SNIPS and TA make it harder to de-
tect them. Therefore, PII-only was able to detect
and therefore replace more Plls in the ATIS corpus
than in the SNIPS and TA corpora.

Nevertheless, there were also a noticeable num-
ber of examples in which PII-only failed in the
ATIS corpus. For example, the original sentence
“what flights from indianapolis to memphis” has
been changed to “what flights from <LOCATION>
to memphis” by PII-only. Obviously, “memphis”
has not been recognized as a location. There are
more examples like this. While one could try to
further improve the PII-removal, as discussed be-
fore, there is no way to know how well privacy is
preserved if you do not either have data in which
all PII are labeled or manually check all texts.

All in all, we see that the performance of PII-
only regarding privacy preservation is very domain
specific. In general, PII-only replaces fewer words
than DP-only. Furthermore, with DP-only one can
set the upper bound for the probability of a privacy
leakage, while with PII-only you do not have any
guarantees.

7 Conclusion and future work

In this work, we explored the effects of applying
different privacy-preserving rewriting methods on
textual data used for crowdsourcing. We compared
PII-removal and DP-rewriting as well as a combi-
nation of both regarding utility and privacy.
PIl-removal turned out to be a simple-to-
implement approach that affects the utility least.
However, there are no privacy guarantees given.



ATIS-Pll-only - 5.6% 14.0% WE22.8%0 17.2% 8.7%
ATIS-DP-only - 0.0% 0.4% 5.3% 8.7% 12.5% 14.9%
SNIPS-Pll-only 23.7% | 16.9% 8.0% 2.4% 0.4%
SNIPS-DP-only - 0.4% 5.3% 13.3% 15.9% 14.0% 15.0%
TA-Pll-only 19.0% 7.3% 1.3% 0.7%
TA-DP-only - 1.4% 12.3% |20.6% 17.1% 15.6% 9.3%
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Number of words of the original sentence which have been changed / replaced

Figure 3: Distribution of the number of data points by the number of words from the original sentence that have
been changed / replaced. E.g. 48.0% in SNIPS-PII-only and O means that for 48.0% of the data points of the SNIPS
corpus the PII-only version contains the same words as the original sentence. Attention: look at the x-axis closely.
There is a single column for each of the values from zero to six. Starting at value seven, we summed up the fractions

for five values per column.

DP-rewriting decreases the utility while at the same
time giving privacy guarantees and decreasing the
risk of privacy leakages. The utility decrease is
highly dependent on the type of task and data. Nev-
ertheless, even when applying high e-values for
DP rewriting to ensure utility, the privacy of the
persons whose data we use can be protected better
than with only removing PII.

Therefore, based on our findings, we can give
the following recommendations when using DP-
rewriting. First, it is important to ensure that the
pretraining data has an appropriate size based on
the corpus and task. The higher the similarity be-
tween classes as well as the diversity in sentence
structures and wording of the corpus is, the more
pretraining data is needed. Second, pretraining
data should in the best case be balanced. This de-
creases the probability that class differences are not
removed. And third, the texts to be rewritten should
be as short as possible. Shorter original texts lead
to a lower utility loss in the DP-rewriting step in
our experiments.

For deciding between DP-rewriting and PII-
removal, the properties of the data as well as
the needed level of privacy should be taken into
consideration. In some cases, DP-rewriting can
not be used, because the utility loss would be
too high. If both approaches seem possible, DP-
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rewriting should be preferred if privacy guaran-
tees are needed. If privacy, however, plays only
a subordinate role and utility is more important,
PII-removal might be the better choice, especially
if the privacy risk can mainly be traced back to
easy-to-detect PIIs.

Future work should focus on overcoming the cur-
rent shortcomings of current DP text rewriting ap-
proaches, namely the need to use very high values
for € which results in very low privacy guarantees.

Limitations and ethical impact

Regarding the corpora, important limitations are
that we only requested annotations for three cor-
pora of which at least two had quite simple tasks.
With only three corpora there is not that much di-
versity in the selected corpora so that generalizing
our results to other corpora is harder. Therefore, we
originally aimed to experiment with more corpora.
However, DP-rewriting did not work well enough
for half of the originally chosen corpora, therefore
we needed to exclude them. While the low number
of corpora was one problem, another problem was
that the selected corpora and their corresponding
tasks were mostly quite simple. We were able to
identify a very small set of what we called indica-
tor words for ATIS and SNIPS and a larger set of
indicator words for TripAdvisor. Probably, auto-



matic labeling dependent on these indicator words
might have already worked quite well. We suggest
to carry out the discovery of indicator words with
a structured approach in future work, e.g. using
chi-squared tests.

Apart from the used corpora, also the used rewrit-
ing methods cause some limitations. First, we
needed to use very high e-values for DP-rewriting
in order to guarantee some basic utility. How-
ever, these high e-values might not guarantee suf-
ficient privacy in most scenarios. Second, also
PII-removal causes some limitations. PII-removal
is very domain dependent. Therefore, transferring
our results to other domains is difficult. Further-
more, PII-removal did not work that well for SNIPS
and TripAdvisor, since in these corpora PII were
harder to identify. Therefore, there were many
cases where PII-removal just resulted in copying
the input text which resulted in zero privacy.
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A Used Indicator Words

For ATIS and SNIPS, we used a manually curated
list of indicator words. These words indicate that a
text belongs to the target class. All used indicator
words / phrases can be seen in Table 9.

Corpus | target class indicator words
ATIS | airfare, cheapest, cost, fare, fares, how
much, price
SNIPS | add, playlist

Table 9: Used target class indicator words for ATIS and
SNIPS.

For TripAdvisor, the absence of negatively con-
noted words indicated that a review was positive.
We used the lexicon of VADER (Hutto and Gilbert,
2014) to determine negatively connoted words. We
only included words where the sentiment was clear.
Therefore, we excluded all words where adding or
subtracting the doubled standard deviation from
the polarity value would change the polarity.

B Wordclouds

To illustrate the differences between target and non-
target class, we created wordclouds containing the

&3

25 most common non-stopwords per class (see Fig-
ures 4, 5, 6). For this, we used the PII-only version
of the datasets, because then e.g. locations were
summarized by “location” and the wordclouds are
easier to grasp.

SNIPS Wordclouds

Add to Playlist Not Add to Playlist
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Figure 4: Wordcloud for the 25 most common non-
stopword words per class of the PIl-only version of
SNIPS

ATIS Wordclouds

Airfare Not Airfare

much

show, trip

locatlon

,,,,, date
please fllght need da}rhnes
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Figure 5: Wordcloud for the 25 most common non-
stopword words per class of the PII-only version of
ATIS

TripAdvisor Wordclouds
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Figure 6: Wordcloud for the 25 most common non-
stopword words per class of the PII-only version of TA
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Read each of the following hotel review titles and decide if the corresponding review is Positive or Not Positive. Please be aware that the review titles may contain
grammatical errors. As long as they are comprehensible, please ignore grammatical mistakes. Furthermore, the review titles might contain placeholders like
<location>, <date>, etc., please understand them as if a real location, date, etc. would have been named instead.

Guidelines:

« Mark a review title as Positive if it is reviewing the hotel in a positive way (e.g. "very nice hotel")

« Mark a review title as Positive if the review title is positive, but the hotel is not explicitly mentioned (e.g. "had a great time")

« Mark a review title as Not Positive if it is negative or neutral about the hotel (e.g. "would not recommend")

« Mark a review title as Not Positive if it is undistinguishable if a review is positive or not (e .g "my wife and I spent several days at the hotel")
+ Please make sure that your personal opinion about the topic does not affect your decision

After marking all ten sentences, press the submit button to finish this HIT.

Sentence Positive Not Positive
a very bad experience Q Q
good location - with dirty hotel stay staff heading heading typical bon leaving fruit a.m. a.m. (@) QO
simply stay stay any comfort . comfort comfort of service of price a restaurants (@] @]
exceptional hotel & staff (@) Q
best place in a silver bar, , , bar . a.m. entrust entrust entrust mansions mansions entrust (@] Q
stay reason i cancelled (@) Q
a wonderful central 5 5 star hotel (@] Q
the magnolia pacific lax O Q
wonderful chicago hotel ! loved it to (@] o]
decription with hotwire (@] Q
Fe k on this HIT is highly appreciated.
4|

| Submit |

Figure 7: Screenshot of an example HIT. This HIT is filled with DP-only data of the TA corpus.
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Abstract

In this project, we have investigated the use
of advanced machine learning methods, specif-
ically fine-tuned large language models, for
pre-annotating data for a lexical extension task,
namely adding descriptive words (verbs) to an
existing (but incomplete, as of yet) ontology of
event types. Several research questions have
been focused on, from the investigation of a
possible heuristics to provide at least hints to
annotators which verbs to include and which
are outside the current version of the ontology,
to the possible use of the automatic scores to
help the annotators to be more efficient in find-
ing a threshold for identifying verbs that cannot
be assigned to any existing class and therefore
they are to be used as seeds for a new class. We
have also carefully examined the correlation
of the automatic scores with the human anno-
tation. While the correlation turned out to be
strong, its influence on the annotation proper
is modest due to its near linearity, even though
the mere fact of such pre-annotation leads to
relatively short annotation times.

1 Introduction

Annotation of highly-dimensional, voluminous
data is expensive, time-consuming and in addi-
tion, in case of deep-niche domains, depending
on expertly trained specialists, such as linguists or
medical experts. Therefore it may be advantageous
to organize, prioritize and provide suggestions to
guide further annotation efforts efficiently. Espe-
cially in a situation with a rich, constantly growing
set of classes, such as it is the case with ontologies.

Specifically, given an already partially labeled
set of examples with yet unfinished set of classes,
classifier based on large language models (LLMs)
can be leveraged to navigate the landscape of pos-
sible annotations.

Our showcase is an event-type ontology, the
SynSemClass 4.0 (Uresova et al., 2022), populated
with synonymous verbs denoting events or states.
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The set of events is currently dynamically evolv-
ing and encompasses classes in English, Czech,
German and Spanish, so far limited to verbs.

As any ontological resource is never complete,
we have investigated various methods to facilitate
efficient extension of such ontologies in two ways:
adding classes for greater coverage on new texts,
and adding verbs to existing classes to allow for
more accurate human understanding of the classes
in the ontology for a particular form of the given
class expression.

We suggest to achieve these by

1. examining examples with consistently low
class affiliation scores across a large corpus as
potential candidates for new classes;

. on the other side of the spectrum, examin-
ing high-certainty decisions of a supervised
classifier to locate highly-affiliated lemmas
to a particular class, corresponding to “low-
hanging fruit” for a quick manual review and
confirmation of the inclusion of the lemma
into the suggested class.

In all cases, classifier prediction serves as guid-
ance and the annotators are briefed to consider the
suggestions as election votes. The final decision is
always the annotator’s, who can accept or dismiss
the suggestions.

The organization of this paper is as follows:
Sect. 2 introduces the SynSemClass v4 ontology
and the current state of annotations. Sect. 3 de-
scribes the fine-tuned LLM classifier used to gen-
erate the annotation suggestions. Sect. 4 describes
the manual annotations post-processing. Results
are presented in Sect. 5 and discussed in Section 6.
Finally, we conclude in Sect. 7.

We release the source code at https://github.
com/strakova/synsemclass_ml.
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2 The Ontology

In our experiments, we have used the Czech part
of the SynSemClass 4.0' (Uresova et al., 2022)
in which contextually-based synonymous verbs in
various languages are classified into multilingual
synonym classes according to the semantic and syn-
tactic properties they display. There is no specific
model or lexicographic theory behind building the
database. However, from the linguistic point of

view, the notion of synonymy used is based on the Roleset: Abuser®™’; Abused®™" +
“loose” definition of synonymy by Lyons and Jack- Pac all| Unpack all
son (Lyons, 1968; Jackson, 1988), or alternatively = +|1
and very closely, on both “near-synonyms” and ACT, PAT +
“partial synonyms” as defined by Lyons (Lyons,
1995; Cruse, 2000) or “plesionyms” as defined by VI N
Cruse (Cruse, 1986).2

From the ontological point of view, the classes ety e ST abuse(ewarlSH) e

are meant to reflect different event types (concepts)
and collect various information about the possible
forms of expression of the event type in language.

The following main basic features are distin-
guished in SynSemClass (Fig. 1) (Uresova et al.,
2022):

#{v-wITZ0F1); exploitfew-w1248f()

* The name of each multilingual class stands
for a single concept (e.g., of accelerating)?
and corresponds to the verb that represents =
the prototypical sense in each of the languages
included: class member (CM) abuse for En-

glish, zneuzivat for Czech, and missbrauchen V: zneusit {blu-v-zneuzit zneudivat-1-1)

for German. So far, SynSemClass focuses

on verbal synonyms since they carry the key ACT, PAT +
syntactic-semantic information for language T e TR

understanding.*

* Each class is also provided with a brief o i [
language-dependent general class definition, ’m_;m :
which characterizes the meaning, or concept

- - + 1

"https://lindat.mff.cuni.cz/repository/xmlui/ 0 A1 .

handle/11234/1-4746 :

2The “loose” definition of synonymy covers synonyms that

EVA:- NM

fulfil some of the conditions stipulated for synonymy in the
strictest sense but not all and does not work with the “absolute” .
synonymy covering the total identity of meaning. The “partial ~ Figure 1: SynSemClass example entry as presented on
synonymy” is defined (Lyons, 1995) as a relationship holding its public access website, Class ID: vec00591 (simpli-
between two lexemes that satisfy the criterion of identity of fied)
meaning, but do not meet all the conditions of absolute syn-
onymy. The “near-synonymy” (Lyons, 1995) and “plesionyms”
(Cruse, 1986) is defined as “expressions that are more or less
similar, but not identical, in meaning”.

3This is different from the commonly used term of “seman-
tic classes of verbs” as represented, for example, in VerbNet,
where the class is defined much more broadly — such as for all
verbs of movement.

4As described in detail in (Uresova et al., 2019, 2018a,c,b).
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of the class, i.e. the meaning of all syn-
onymous verbs contained in it. The class is
viewed as a substitute for an ontology unit rep-
resenting a single concept, similar to the treat-
ment of WordNet synsets in (McCrae et al.,
2014).

For each class, SynSemClass also provides a
fixed set (called “Roleset” (RS)) of defined
“situational participants” (called “semantic
roles” (SR)) that are common for all the mem-
bers (the individual verb senses) of a particular
class. The RS is mapped to the valency frame
of the individual synonymous verbs securing
for each synonymous verb to be character-
ized both meaning-wise (SR) and structurally
(valency arguments). For example, the class
vec00591 abuse, as concept of “abusing”,
has two semantic roles, Abuser and Abused
(Fig. 1). Every role in SynSemClass is pro-
vided with a brief language-dependent general
role definition as well as every class. While
the SRs resemble FrameNet’s “Frame Ele-
ments” (and sometimes borrow their names
from there), it should be pointed out that there
is one fundamental difference: the SRs used
in SynSemClass aim at being defined across
the ontology, and not per class (as they would
be if we follow the “per frame” approach used
in FrameNet).

Each individual language-dependent synony-
mous verb included in a given class is called
Class Member and for each new CM to be
added, it must be possible, in the prototypical
case, to create a mapping between its syn-
tactic arguments and the roles in that class’
RoleSet; see the example in our web-based
lexicon (Fig. 1).> Each CM of one class is de-
noted by a verb lemma and the valency frame
ID which, roughly speaking, represents the
particular verb sense.

Each CM is further linked to one, or more
existing online lexical resources for each lan-
guage to support, e.g., comparative studies, or
any other possible research in the community.
In SynSemClass (SSC), there exist links to
e.g., Vallex® for Czech, FrameNet” and Verb-

>The public web version is available at https://lindat.
cz/services/SynSemClass40/SynSemClass40.html

®https://hdl.handle.net/11234/1-3524

7https://framenet. icsi.berkeley.edu/fndrupal/
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Net?® for English, E-VALBU? for German, An-
Cora'? for Spanish. Each Class Member is ex-
emplified by instances of real texts (and their
translations to English) extracted from trans-
lated or parallel corpora. Specifically, data
is extracted from the Prague Czech-English
Dependency Corpus (PCEDT)!! for Czech-
English, from the Paracrawl corpus'? for
German-English and from the XSRL dataset!?
for Spanish-English.

SynSemClass 4.0 includes 1200 classes (885
active after merging or deleting) with 8169 Class
Members. All classes are annotated in Czech and
English, 60 of them have also German annotation.
Spanish is not included in the web version but is un-
der construction (Fernandez-Alcaina et al., 2023).

3 Generating Annotation Suggestions
with Fine-tuned LLM Classifier

3.1 Data

The Czech part of the SynSemClass ontology!'#
yielded 12045 example sentences with 3313
unique verbs (lemmas) manually annotated in 965
classes.'> We have split the data randomly in pro-
portion 80/10/10 in a stratified train/dev/test split,'®
resulting in 9635/1205/1205 train/dev/test exam-
ples.

Our input is a list of 3389 completely new, un-
seen verbs (lemmas) and our motivation is to dif-
ferentiate:

* verbs consistently poorly classified as class
members of any of the existing classes,
i.e., possible candidates for establishing new
classes,

8https://uvi.colorado.edu/andhttp://verbs.
colorado.edu/verbnet/index.html

*https://grammis.ids-mannheim.de/verbvalenz

Ohttp://clic.ub.edu/corpus/es/ancoraverb_es

Uhttps://ufal.mff.cuni.cz/pcedt2.0/en/index.
html

2https://opus.nlpl.eu/ParaCrawl.php

Bhttps://catalog.ldc.upenn.edu/LDC2021T09

14SynSemClass 4.0 with additions annotated since the last
v4.0 release.

We considered only active (not merged, not deleted)
classes in the current state of SynSemClass (SSC) annotated
since v4.0 release, and naturally, only those classes which are
represented with at least one example sentence (to be used as
LLM input).

16Stratified means forcing the distribution of the target
variable, in our case the classes, to be equal among the
train/dev/test split.
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* verbs highly affiliate to some of the existing
classes, i.e., possible candidates for adding
them as one of the verbs characterizing an
existing class.

To obtain the classification score for each lemma-
class pair, we used a large raw corpus of written
Czech, the SYN v4 (Kfen et al., 2016; Hnatkova
et al., 2014).!7 Specifically, we used the first
2.753.494 sentences of the corpus, which amounts
to exactly 100-th of all its sentences, as classifying
the corpus in its entirety (275.349.474 sentences)
is above our GPU computation means. The classi-
fication took 20 hours on a single NVIDIA A100
GPU with 4 CPU threads.

3.2 Model

Classification tasks on a finalized set of target vari-
ables are usually modeled as a probability distribu-
tion over K targets (possible outcomes). However,
we find ourselves in an untypical situation in which
the output target set is not closed yet, which re-
quires a different perspective. If we model the
problem as multi-class probability distribution, we
will face an out-of-distribution problem concerning
verbs which do not belong to any of the classes.
We therefore model the problem as K independent
binary classifiers, one for each class, of which each
predicts the probability of the input belonging to
the particular class in question, much like a multi-
label problem. Technically, this equals to replacing
the output softmax activaction function with the
sigmoid activation function and accommodating
the loss function accordingly, from sparse categor-
ical cross entropy to sparse binary (focal) cross
entropy,'® while the weights are estimated jointly
by fine-tuning one shared large language model.

3.3 Training

Our classifier is a fine-tuned RemBERT (Chung
et al.,, 2021), a rebalanced 559M-parameter
mBERT," with sigmoid activation function on

"http://hdl.handle.net/11234/1-1846

8"Focal" stands for focal loss (Lin et al., 2018), which
addresses class imbalances in training data by encouraging
learning on the sparse set of hard examples (the rare positives
in our case, because only one of hundreds of classes is cor-
rect) and discouraging learning from a vast majority of easy
(negative) examples.

Although BERT (110M parameters) and RemBERT
(~0.5B parameters) are technically considered large language
models (LLMs), they certainly rank among the modest lan-
guage models w.r.t. number of parameters. Quite precisely,
they belong to the masked language models (MLMs) family.
Our method can however be used with any fine-tuned LLM.
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the output layer and sparse binary focal cross en-
tropy (v = 2.0) to model the target class probabili-
ties independently (see also previous Section 3.2).
We trained our model using the Adam optimizer
(Kingma and Ba, 2015) with defaults 3’s and with
a batch size of 10. The model was fine-tuned on a
single NVIDA A100 GPU, using linear warm-up in
the first training epoch (6.66% training steps) from
0 to peak learning rate 1 - 10~ and then decaying
with a cosine decay schedule (Loshchilov and Hut-
ter, 2017). The model was trained for 15 epochs
and we used dropout with probability 0.5. The
hyperparameters were tuned on the development
set; the model achieved development set accuracy
78.67% and test set accuracy 79.17%.

3.4 Related Work

We are not aware of a similar work using LLMs to
classify words (and specifically, verbs) into syn-
onym classes to enrich an existing ontology or
lexicon. There are works building such resources
from scratch, starting from (Brown et al., 1992)
the model and its statistical, unsupervised class
hierarchy building algorithm.

The ASFALDA project (“Analyzing Semantics
with Frames: Annotation, Lexicon, Discourse
and Automation”)?° aims at projecting English
FrameNet frames to French also using machine
learning but it is a recently started project and there
are no published results yet.

The Predicate Matrix project (Lopez de Lacalle
et al.,, 2016) aims at creating a resource similar
to SynSemClass, by using similar resources that
SynSemClass links to. The entries created automat-
ically are not manually checked (for the most part)
and we are not aware of publications describing
if there were specific experiments on the compari-
son of the automatically created entries vs. human
annotation.

There is also work on using DNNs (LSTMs
specifically) to model lexical ambiguity (Aina
et al., 2019), which is relevant for our task, but
the method is not related to another existing on-
tological or lexical resource for training and/or
fine/tuning the ML part of the system.

Phttps://anr.fr/Project-ANR-12-CORD-0023
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preméFovat 21 00298/rozsifit 0.05 00149/uvazit 0.05

00869/podivat

0.05 01017/dostihnout 0.04 01194/zvednout 0.04

ulpét 135 ~ 622/klopytat 0.06 00949/valit 0.05

01039/kousnout

0.04 00372/zasdhnout 0.04 00017/existovat 0.04

prihrat 011/dovézt 0.06 00033/nabidnout 0.06

00823/hrat

0.06 01087/predavat 0.06 00571/zadat 0.05

potapét se 174 747 /vrhnout 0.06 00467/padat 0.05

00833/mackat

0.05 00090/ prozkoumat 0.05 00622/klopytat 0.04

zavétfit 132~ 043/mraéit 0.07 00991 /zavrtét 0.06

00718/smat

0.05 00958/vy€init 0.05 00674/pohrdat 0.05

zabijet se 498 00365/zabit 0.84 00389/znicit 0.03

00185/zatknout

0.02 00992/zbit 0.02 00441/napadnout 0.02

konverzovat 100 00031/mluvit 0.87 00095/pieménit 0.02

00125/splatit

0.01 00239/nastoupit 0.01 00611/hrat 0.01

novelizovat 00095/pfeménit 0.91 00436/modernizovat | 0.09

01093/prepotitat

0.05 00546/uzakonit 0.02 01117/standardizovat | 0.02

vychutnat 246 00742/uzivat 0.93 01183/znechutit 0.02

00717/smat

0.01 01230/mit 0.01 00077/potfebovat 0.01

vyprodévat 00083/prodévat 0.98 00175/zahrnout 0.03

01151/vydrazit

0.02 00228/jmenovat 0.02 00786/zhorsit 0.02

Figure 2: Preprocessed data with 5 suggested classes per lemma, first and last five lines,

as presented to the

annotators in an Excel spreadsheet (the version with scores shown; cursor (in column C, line 3, 2"¢ data line) shows

the annotation choices)

4 Post-processing with Manual
Annotations

4.1 Input Data Preparation

In the output of the automatic classifier, each
lemma has been associated with ten highest-scoring
classes in which the lemma can potentially be in-
serted as a class member. The score is thus assigned
to each lemma-class pair. These scores are num-
bers between 0 and 1, but it is not a probability
but really just a “score” or a “weight.” The smaller
the score, the less is the used LLM sure that the
verb lemma belongs to the class, and vice versa -
the higher the score, the more convinced it is to be
added to the class.

The data as received from the classifier (3073
lemmas, with 10 class suggestions and scores for
each of them) have been converted to an Excel
spreadsheet to be presented to the annotators as
follows:

1. For each lemma (line in the resulting file),
the first five classes suggested by the classi-
fier with the highest scores as assigned by the
classifier have been kept;

two disjunct sets of lemmas and their class
membership suggestions, with 100 lemmas
each, have been randomly selected from the
3073 lemmas scored by the classifier;

the two sets (called Setl and Set2) have been
converted to an Excel spreadsheet, keeping
frequency information for the lemma, the
five highest-scoring class membership sug-
gestions, and the associated scores with each
class;

in front of each class suggestion, an extra col-
umn has been inserted with the four-way list
of decisions the annotators will have to make;
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5. colors have been used to group all the infor-
mation pertaining to one lemma-class pair and
the decision requested;

6. for each class suggested, a web link has been

inserted in its spreadsheet cell, to allow the

annotator to get to the class definition and
contents (which is available on the web as
shown in Fig. 1) by a single click.

Then, each set has been duplicated and in the
copy, the scores have been deleted. The four files
have then been renamed to contain the annotator
abbreviation and the order number (1 for the ver-
sion without scores, 2 for the version with scores
(see Fig. 2), i.e., in a cross-named way for the Setl
and Set2; see Table 1).

Annotator: Al A2
157 batch (no scores shown) | Setl | Set2
2" batch (scores shown) | Set2 | Setl

Table 1: Order and Assignment of Data to Annotators

4.2 Experiment Design

The Excel spreadsheets as described in the previous
section (Sect. 4.1) have been sent to two annotators
in two batches: first, both received the file with five
suggestions for each lemma, but no scores. Each
thus had 500 decisions to make (100 lemmas x 5
classifier suggestions per lemma) on a four-point
scale, 0-3, denoting how strongly they recommend
to include the lemma in the suggested class. The
“no” decision corresponds to 0, “rather_no” to 1,
“rather_yes” to 2, and “yes” to 3. These responses
have been provided in the Excel spreadsheet as a
fixed list, in order to avoid typos. In the second
batch, the annotators received the other 100 lem-
mas, this time with scores denoting the classifier’s



view on the strength of the class membership rec-
ommendation, for the five classes presented.

In total, there were thus 200 lemmas manually
classified twice (by the two annotators), with the
classifier scores shown only for half of them to
each annotator. No annotator annotated any lemma
twice, and they worked independently without con-
sulting each other. The annotators, native speakers
of Czech, have been previously trained on the same
task (with data coming from a different preprocess-
ing method), so no additional training has been
performed. Their pay has been based on hours
worked, approx. $8/hour amounting to about 170%
of the legal minimal salary valid in 2023 in the
Czech Republic.

The order and cross-assignment of the data to
the annotators allowed us to measure interanno-
tator agreement and the correlation between the
annotators decisions (averaged) and the automatic
classifier reccommendations. Also, we could com-
pare the speed of annotation with and without the
additional clue, namely, the scores suggested by
the automatic classifier.

5 Results

This section describes the results obtained as de-
scribed in Sect. 3 and Sect. 4. For the discussion of
the various outputs, see Sect. 6.

5.1 Human Annotation Statistics and IAA

There were 1000 pairs of Czech verb and suggested
class in two sets (Setl and Set2, see Sect. 4.1). The
two annotators, Al and A2, had to decide whether
the verb could be a member of the class. Annotators
could set 4 values: “yes,” “rather_yes,” “rather_no”
or “no,”. Agreement was calculated for only two
values, Y and N, to which the four detailed levels
of annotation have been mapped in a natural way
(specifically, “rather_no” has been mapped to “N”
and “rather_yes” to “Y”). The (dis)agreement fig-
ures have been counted based on each individual
decision as made by the two annotators. The result-
ing counts are shown in the Tab. 2 and agreement
rate and Cohen’s « value in the Tab. 3.

99 ¢

5.2 Human Annotation Time

The annotators have been asked to record the time
it took them to annotate the data. Each Set entailed
500 decisions, which took slightly over three hours
on average. The detailed breakdown is shown in
Tab. 4.
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AINA2 Y N Total

Y 129=66+63 43=15+28 172=81+91

N 122=57+65 | 706=362+444 | 828=419+409
Total | 251=123+128 | 749=377+372 | 1000=500+500

Table 2: Annotation statistics: counts shown for the
1000 annotation decisions (500 from Setl, 500 from
Set2). Mappings used: y = Y, r_y = Y, r_n — N,n —
N. Counts are presented in the cells as Total-zy=Set1-
xy+Set2-zy, where z,y € {Y, N}.

IAA | Cohen’s k
All 0.83 0.51
Setl | 0.86 0.56
Set2 | 0.81 0.46

Table 3: Inter-annotator agreement and Cohen’s x be-
tween annotators, for the 500 decisions each annotated
by both annotators, with the scaled values mapped to
Y/N only.

Batch 1 (no scores) | Batch 2 (with scores)
Al 192 174
A2 210 210
Average 201 192

Table 4: Time of annotation by annotators Al and A2,
in minutes. Batch 1 is Setl and Set2 without showing
the scores assigned by the automatic classifier, Batch 2
shows the scores.

5.3 Correlation between the Scores of the
Automatic Classifier and the Human
Annotation

To find if there is a relationship between the auto-
matic scores and manually annotated data, we used
the Pearson’s correlation (Pearson’s r) coefficient.
Automatic scores and human annotations were
found to be moderately correlated (r(998) = .44,
p < .001). A Spearman’s correlation was also run
to determine the relationship between 1000 auto-
matic scores and human annotations. There was
weak to moderate monotonic correlation between
automatic scores and human annotations (p = .39,
n = 1000, p < .001).

We visualize the correlation between the auto-
matic scores assigned to the lemma-class pairs
and annotation decisions in Fig. 3; human scores
correspond to the annotation scale (3 - yes, 2 -
rather_yes, 1 - rather_no and 0 - no) and automatic
scores are bucketed (interval size: 0.05) and annota-
tion decisions averaged in each bucket, effectively
smoothing out the curve by reducing variance. The
Pearson correlation between scores and human
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Figure 3: Correlation between the automatic scores assigned to the lemma-class pairs and annotation decisions;
human scores correspond to the annotation scale (3 - yes, 2 - rather_yes, 1 - rather_no and 0 - no) and automatic
scores are bucketed (interval size: 0.05) and annotation decisions averaged in each bucket. The grey line shows the

size of each bucket on a logarithmic scale.

annotations averaged per bucket is r(18) = .79
(p < .001) and Spearman’s ranked correlation is
p=.76 (n =20, p < .001).

6 Discussion of Results

It is well known that trained annotators often create
high-quality data, needed for many NLP applica-
tions, although their services are generally expen-
sive.The experiment described here was designed
to answer several questions:

* What is the usual inter-annotator agreement
for the human assignment of verbs to classes,
using pre-annotated data?

Can a heuristics be defined to indicate which
pre-assigned lemma-class pairs the annotators
can trust and to what extent?

Does the scoring mechanism, which provides
scores for each of the lemma-class relation
strength, make the annotation more efficient?

Is the automatic classifier for computing the
relation strength between an unknown lemma
and an existing class(es), as described in
Sect. 3, in any way correlated with the human
decisions made by experienced annotators?

As seen from Sect. 5.1 (Tab. 3), the inter-
annotator agreement is relatively high (0.83 on av-
erage over the two Sets), but the Cohen’s kappa
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is low (0.51 on average over the same two Sets an-
notated). However, the low kappa is caused by the
highly skewed distribution of the decisions,?' the
most of which lead to the rejection of the assign-
ment of the lemma to the suggested class, caused
mainly by the selection of a fixed number of five
suggestions per lemma regardless of the score com-
puted by the classifier. It would be possible - by
using more pairs of annotators - to optimally select
the number of suggested classes (i.e., most proba-
bly between 1 and 5), but it would only be relevant
for the current number of classes in the ontology.
As the ontology grows, the number of rejections
will be different and the optimal number of classes
might change.

For the size of the ontology on which it has been
tested, the threshold separating the Yes/No deci-
sion (with the highest uncertainty being around the
average of 0-3, i.e., 1.5) seems to be around 0.3
(see Fig. 3). However, due to the linearity of the
correlation (which by itself is a positive result for
the classifier—see below), it would still be neces-
sary to provide careful manual inspection results
on both sides of the threshold. The same holds for
setting any thresholds at the low or high ends of
the classifier score scale. In terms of annotation
efficiency (providing scores to the annotators vs.

2l Almost 4:1 - the average number of (mapped) “No” deci-
sions is 788,5 out of 1000.



not providing them), the result is largely negative.
A small speedup has been observed only for Al,
with A2 consuming the same time for both Sets.
The absolute time as recorded by the annotators
per lemma (i.e., 5 times the single decisions time,
which was 366 x 60 + 1000 ~ 22 sec. for Al and
420 = 1000 =~ 25 sec. for A2) is about two min-
utes. This is in fact a positive finding which means
that the whole set of pre-classified lemmas, as pro-
cessed by the classifier (3073 lemmas) would be
finished within approx. 6000 minutes (100 hours)
per annotator, i.e., within 200 hours with double
annotation, plus adjudication time.

Finally, the correlation between the automatic
classifier and the human annotation is very strong.
Of course, the bucketing to the 0.05 interval im-
proves the correlation (see Sect. 5.3), but in any
case, it seems that the classifier is able to assign
the score denoting the strength of affiliation of the
unknown lemma to a class with high correlation to
the human annotation decisions.

7 Conclusions and Future Work

As discussed in the previous section (Sect. 6), the
strongest result achieved in this study is the corre-
lation between the classifier scoring buckets and
the human decisions (Fig. 3, Sect. 5.3). While the
scores themselves, when presented to the annota-
tors, do not seem to bring higher efficiency, the
selection of the classes and their presentation to the
annotators (Sect. 3, Sect. 4.1) result in a reasonable
time for the annotation of several thousand previ-
ously unseen (unassigned lemmas) to the ontology.
Finally, there is no strong heuristics (for the score
thresholds) that would allow to assign any unseen
words to existing classes automatically — a human
post-inspection and annotation is needed across the
whole (or almost whole) range of scores as pro-
duced by the classifier, given the linear correlation.

In the future, we plan to repeat the experiment
for a larger ontology (i.e., test the effort needed
for sustainable development and maintenance for
such an event-type ontology when it reaches high
coverage), possibly with larger LMs or with some
additional fine tuning given the large(r) coverage
at such future time.

Limitations

We advocate for a moderate and restrained usage
of automatic guiding methods and we must ad-
vise caution to take the automatic output with a
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grain of salt, both qualitatively and quantitatively.
First, the classifier predictions can fall far from
gold labels and should not be considered as such.
Second, although measures have been taken to mit-
igate the out-of-distribution classification problem,
one should be aware of the fact that by the very
nature of the problem, which is annotation of com-
pletely new, possibly out-of-distribution data, the
classification predictions are not to be trusted indis-
criminately and should subsequently be approved
by the annotators. The annotators should be in-
structed to consider the suggestions as election
votes. Furthermore, we should refrain from overly
automating the entire annotation process so as to
achieve high alignment with the machine learn-
ing suggestions, which might lead to trivial and
unimaginative annotations from the linguistic per-
spective. Finally, exhausting the informativeness
of the pre-trained (albeit fine-tuned) model might
prevent further learning from the annotated data.

Another limitation of the results, or the inter-
pretation of the results, is the fact that the model
is trained on an actual state of the ontology. It
means that in fact the classifier would have to be
retrained after adding a single new class or even a
new lemma to an existing class; while in practice it
would be OK to process several lemmas at once, it
is still a limitation given the non-negligible training
and prediction time (20 hours on a single GPU)
which cannot be parallelized (see Sect. 3).

In addition, the correlation might decrease and
the thresholds shift as the size (and thus cover-
age) by the ontology grows, since the unseen lem-
mas will be increasingly rare, with possibly less
data available in the LM to reliably estimate the
scores. Conversely, for ontologies with much
smaller coverage (e.g., for ontologies the devel-
opment of which has just started) the same shifts
in correlation and thresholds are likely.

Finally, the whole experiment has been per-
formed on Czech due to the lower coverage of the
ontology than for English, and also in order to ex-
plore a morphologically rich language with a high
form-to-lemma ratio. Results for other languages
might differ.

Ethics Statement

The human subjects used in this study have been
experienced, trained annotators who have been in
personal contact with the authors, and who have
been recruited by a call specifically suited for the



experiment and study presented here. The call has
been sent to all trained annotators already working
with the authors, and volunteers have been asked to
respond, on a first-come first-chosen basis. The pay
has corresponded to the standard pay for similar an-
notation tasks taking also the relatively short notice
into consideration (for the numbers, see Sect. 4.2).
Both annotators were males; this is a possible short-
coming, but there were no female volunteers and
from the previous cooperation (with a mixed team
of female and male annotators), no differences in
the annotation results have been observed.

No personal information has been among the
lemmas extracted and used for the preselection.
The data for the LLM might have contained it,
but it would not show because the experiment and
the ontology is currently limited to common verbs
which do not describe any personal names or other
personal information.
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Appendices
Classifier and Annotation Results

We are providing Supplemental material with the raw classifier file and the human annotation results.
The open-source code and the data itself are provided at GitHub (https://github.com/strakova/
synsemclass_ml). Here, technical description of the supplemental material is provided on top of what
has been mentioned in the paper.

Classifier output

The raw output of the classifier, with the 3073 previously unseen (unassigned) lemmas and
their classification scores to 10 closest classes, is attached in the Supplemental material file (file
all_buckets_2753494.txt).

The file contents is structured as follows (each lemma and classifier scores are on a single line):

lemma freg-in-data max-score suggested-class-1 score-class-1 ... suggested-class-10 score-class-10
where

lemma
is the lemma which has been classified to all the available classes in SynSemClass
freg-in-data
is the frequency of the lemma in the dataset used for building the LM
max-score
is the maximum score (score of the first class in the list)
suggested-class-n
is the ID and name (& Czech sense ID) of the n-th best class assigned to the 1lemma by the classifier
score-class-n
is the score assigned to the (1emma, suggested-class-n) pair.

Annotation Results

The annotation results are presented as four Excel Spreadsheets, named law-Am-n.x1sx, where m is the
annotator ID and n is the batch number (i.e., the lemmas and classes are identical for A1-1 and A2-2
and for A1-2 and A2-1, except for the presence of scores and differing also of course in the assigned
y/r_y/r_n/n labels by the annotators).

Each Excel file has 100 content lines (100 lemmas and 5 best classes for each as classified by the
pre-annotation tool):

Lemma

is the lemma being classified
Freq

is the (informative-only) frequency of the lemma in the training text
Cn?

is the column where the annotators recorded their decisions
Classn

is the ID of the class (clickable)
Scorn

is the score of the lemma-class affiliation by the classifier (in ...-2.xlIsx files only)
AnnotatorComment

is an optional annotator’s comment.
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Abstract

Much work in natural language processing
(NLP) relies on human annotation. The ma-
jority of this implicitly assumes that annota-
tor’s labels are temporally stable, although the
reality is that human judgements are rarely con-
sistent over time.

As a subjective annotation task, hate speech
labels depend on annotator’s emotional and
moral reactions to the language used to con-
vey the message. Studies in Cognitive Science
reveal a ‘foreign language effect’, whereby peo-
ple take differing moral positions and perceive
offensive phrases to be weaker in their sec-
ond languages. Does this affect annotations
as well?

We conduct an experiment to investigate the
impacts of (1) time and (2) different language
conditions (English and German) on measure-
ments of intra-annotator agreement in a hate
speech labelling task. While we do not observe
the expected lower stability in the different lan-
guage condition, we find that overall agreement
is significantly lower than is implicitly assumed
in annotation tasks, which has important impli-
cations for dataset reproducibility in NLP.

1 Introduction

While inter-annotator agreement is commonly used
in natural language processing (NLP) research
to measure annotation reliability (how well an-
notators agree with each other) (Carletta, 1996),
intra-annotator agreement (the extent to which
individuals provide the same responses for the
same prompts when asked repeatedly) is rarely re-
ported (Abercrombie et al., 2023).

However, measurements of intra-annotator
agreement are essential for NLP datasets as they in-
dicate the consistency of each human annotator and
thus the stability of the data they generate (Teufel
et al., 1999). Intra-annotator measures can be used
to control the quality of the annotation process (e.g.
Akhbardeh et al., 2021; Cao et al., 2022; Hengchen

Qunibocconi.it
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and Tahmasebi, 2021) or to assess the difficulty
and subjectivity of a particular task (Abercrombie
et al., 2023). The field’s continuing failure to mea-
sure and report intra-annotator agreement, though,
suggests that it is implicitly assumed (by omission)
that annotators’ responses are 100% stable—even
when this is intuitively and empirically not the case.
In fact, there is widespread evidence from Psy-
chology that the same people often make wildly
inconsistent judgments depending on seemingly
unrelated factors such as mood, time of day, the
weather, or even how well their preferred sports
team is performing (Kahneman et al., 2021). Here,
we consider the following two aspects:

Time: There is some evidence that annotator
inconsistency increases as a function of time (Kir-
itchenko and Mohammad, 2017; Li et al., 2010).
However, in the majority of cases in which intra-
annotator agreement is reported, repeat annotations
are collected in the same session that annotators
label the items in the first instance (Abercrombie
et al., 2023). In those circumstances, annotators’
responses are likely influenced by the recency ef-
fects of priming on memory (Vriezen et al., 1995).
In this study, we therefore re-examine annotators
after substantial temporal intervals of between two
and eight weeks.

Language: The kind of language to annotate is
likely to affect annotations. Annotating or produc-
ing abusive language, such as hateful speech, can
be understood as “morally motivated behavior[s]
grounded in people’s moral values and perceptions
of moral violations” (Hoover et al., 2019). How-
ever, there is evidence that people take different
moral positions when presented with dilemmas in
their first or second languages—the ‘foreign lan-
guage effect’ (Costa et al., 2019; Stankovic et al.,
2022).

Furthermore, Dewaele (2004) shows that bilin-
gual people perceive the emotional force of swear-
words and taboo words to be weaker in their second

Proceedings of the 17th Linguistic Annotation Workshop (LAW-XVII), pages 96-103
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languages, suggesting that they may judge toxic
language differently when observed in different
languages. We can therefore expect annotators
to respond differently to text examples from hate-
ful language datasets that feature moral issues and
toxic slurs in their first (1) or second language
(L2). In this work, we investigate the stability of
labels produced by bilingual annotators in response
to near-identical (i.e., carefully translated) exam-
ples presented in both English and German.

We ask the following Research questions:

R1: Are annotators’ responses stable over time
when labelling hateful language?

R2: Is label stability lower when repeated anno-
tation items are presented in a different lan-
guage than in the same language?

2 Bilingual hateful speech data

We use the XHate 999 corpus (Glavas et al., 2020),
the test set of which consists of (999) abusive and
non-abusive texts that have been translated from
English to five other target languages. Translations
were made by experts with an emphasis on main-
taining the level and nuance of abuse, hatefulness,
and aggression present in the texts. We use the En-
glish and German language versions of the ‘Gao’
hatefulness subset (Gao and Huang, 2017) (the data
is originally sourced from three separate datasets).
We chose German as it is the most widely-spoken
of the target languages, which we expect to expe-
diate annotator recruitment. We chose the ‘Gao’
subset as we judged the domain or language and
topics of the other two to be somewhat esoteric
for primarily Europe-based annotators: Wulczyn
et al. (2017) consists of disputes on the content of
Wikipedia pages among their authors; and Kumar
et al. (2018) is comprised of Hindi-English political
discussions. While many examples from the Gao
subset concern specific events, we expected the sub-
ject matter (e.g. the #BlackLivesMatter movement,
Israel-Palestine conflict) to be more well-known
internationally. The test set comprises 99 items. '

3 Experimental Setup

We recruited 30 billingual German (L1) and En-
glish (L2) speaking annotators from the Prolific
crowdsourcing platform,? chosen for its capacity to

'Available at https://github.com/codogogo/
xhate/tree/main/test/en
https://www.prolific.co/
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facilitate longitudinal studies, ethical participant
payment policies, and data quality (Peer et al.,
2022). We presented the particpants with 96 exam-
ples from the test data: 48 in English and 48 in Ger-
man. With these, we interspersed four items taken
from HATECHECK (Rottger et al., 2021), which
we used as attention check questions (Abbey and
Meloy, 2017), as they were designed to be clearcut
examples of hateful language.

We use a ‘descriptive dataset paradigm’ (Rottger
et al., 2022), with annotators provided with min-
imal instructions to encourage the emergence of
subjective perspectives. As such, annotators were
presented with the original definition of hateful
language from Gao and Huang (2017):

We define hateful speech to be language
which explicitly or implicitly threatens or
demeans a person or a group based upon
a facet of their identity such as gender,
ethnicity, or sexual orientation.

We also provided one example each of hateful
and non-hateful items taken from the three unused
test set items. In order to maintain concentration
and to regularly provide the option of withdrawing
participation, we split the task into 20 pages with
five items to be annotated on each. The instructions,
definition, and examples were repeated on each
page, and are available in Appendix A.

We made the task available to all German-
speakers on the platform that are also fluent in
English, as managed by Prolific’s in-built partici-
pant filtering functions. Based on the findings of
Kiritchenko and Mohammad (2017) and Li et al.
(2010), we then waited two weeks before opening
a second round of the task to the same annotators,
filtering by their Prolific identification codes. Here,
the annotators were presented with a further four
attention check items and the 96 items from the
test set. Again, half of these were in English and
half in German. 50% were presented in the same
language as in round one, and 50% in the alterna-
tive language. To control for order-effect bias, we
split participants into two groups, and presented
the items to each in a different order, also shuffling
within-item response options (hateful/not hateful).

Following the principles of perspectivist data
practices (Abercrombie et al. (2022); Cabitza
et al. (2023)) and the recommendations of
Prabhakaran et al. (2021), full set of collected
labels is available at https://github.com/
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GavinAbercrombie/XHateStability.
For reproducibility, we include the question item
order and full instructions. We also provide a
full data statement and annotator demographic
information in Appendix B.

4 Analysis

Of the 28 participants that completed both rounds
of annotation, 22 labelled all attention check items
in agreement with the original HATECHECK labels,
and we report results for these annotators only.>

4.1 Reliability

To evaluate reliability, we report Fleiss’ kappa,
which can account for multiple annotators to show
overall agreement, as well as average pair-wised
Cohen’s kappa and raw percentage agreement for
completeness. We also evaluate agreement between
the labels most commonly assigned by our par-
ticipants (majority vote) with the original labels
collected by Gao and Huang (2017).

Billingual Majority vote v.

participants Original labels

Fleiss | Cohen | % | Cohen | %

All 0.28 0.29 | 64.2 0.44 71.7
EN 0.29 0.29 | 64.6 0.48 74.0
DE 0.27 0.27 | 63.4 0.40 68.9

Table 1: Reliability as measured by inter-annotator
agreement (Fleiss’ and Cohen’s x and raw percentage
agreement). Cohen’s x and % are calculated pairwise.

As shown in Table 1, the participants do not
agree with each other to a high degree. Kappa
scores for agreement between them are below 0.3,
suggesting that the task is highly subjective.

Aggregating their responses by majority vote
and comparing to the original labels, produces sim-
ilarly modest agreement (x < 0.5). This somewhat
calls into question the reliability of the original
Gao labels, on which the authors reported almost
perfect agreement between two annotators. All
agreement measurements are poorer still on the
German examples, which also casts some doubt
on the feasability/validity of translating text and
keeping the labels applied to items annotated in a
different language, as was the case for XHate 999.

3 Although, agreement scores are, in fact, comparable when
including all annotators, to ensure quality, we do not include
those that did not pass all attention checks.
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4.2 Stability

As we argue in section 1, most dataset develop-
ers implicitly assume annotator consistency to be
100% stable. We therefore use raw percentage
agreement as the primary metric for stability and
examine deviations from full agreement. For com-
pleteness, we also report Cohen’s kappa (Table 2).

| w] %

All items || 0.49 | 745
All 044 | 723

Same language EN 043 | 71.6
DE 045 | 72.9

All 0.53 | 76.9

Different language ~EN—DE || 0.54 | 77.2
DE—EN || 0.53 | 76.6

Table 2: Stability as measured by intra-annotator agree-
ment (Cohen’s x and raw percentage agreement).

Stability (%)
.

30
Time in days

40

Figure 1: Stability of individual annotators over time
measured by raw percentage intra annotator agreement.

Overall stability over time At under 75% and
x = 0.49, stability is low overall.* This is consid-
erably worse than the only reported intra-annotator
agreement we are aware of on a similar task: k =
0.89 on abusive language detection (Cercas Curry
et al., 2021), where those annotations were made
by experts under higher levels of supervision.
Consistency varies considerably among the anno-
tators (max = 91.6%, min = 20.0%, u = 74.5%,
o = 15.7%), with even the most consistent falling
considerably below 100%. After the minimum two
week interval, we do not see a pattern of further de-
terioration in intra-annotator agreement, as shown
(from limited datapoints) in Figure 1. This lends
further support to the findings of Kiritchenko and
Mohammad (2017) and Li et al. (2010), that this
interval may be sufficient for re-annotation.

“Stability of the majority vote on each item is somewhat
more stable: k = 0.77, 88.4%
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Feature Examples

Prevalence (%) || Reliability | Stability

Length in tokens (normalized [0, 1])
Different language

Identity terms

Named entities

Nature terms

Offensive terms

Political terms

Quote

Original label = hateful

Sfeminists, Juden
Africa, Hillary
alligator, Lagune
Blodmann, scumbags
feminists, Liberalismus

100.0 —0.02 —0.05
50.0 n/a 0.03
37.9 0.06 0.07
33.7 0.00 0.03
21.1 0.01 0.04
12.6 0.00 0.03
32.6 0.03 —0.01
11.6 0.06 0.03
414 0.00 0.00

Table 3: Regression coefficients for hand-crafted features with example terms and their prevalence in the data by
percentage of text examples they feature in. The dependent variables are reliability and stability.

Language effect We do not see the expected dif-
ference between items re-annotated in the different
conditions. Indeed, stability is actually slightly
higher in the different language condition. How-
ever, this effect is not uniform across the partici-
pants, with around a third (8 of the 22) exhibiting
more consistency for the same language condition.
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Inter-annotater agreement (Pairwise %)

Figure 2: Inter- and intra-annotator agreement by-item.

4.3 By-item agreement

Intuitively, some texts are more straightforward
than others to label. We would therefore expect to
see variation in intra- (and inter-) annotator agree-
ment between annotation items, and this is indeed
the case. Pearson’s r for the correlation between
raw inter- and intra-annotator agreement is 0.62, in-
dicating a fairly strong, but not perfect relationship
between reliability and stability. Following Aber-
crombie et al. (2023), we can interpret the items fur-
thest towards the top-right of Figure 2 as straight-
forward, those near the top-left as subjective, and
those in the bottom-left as ambiguous/difficult.

To investigate which factors contribute to sta-
bility and reliability in this data, we manually la-
belled each item with a set of hand-crafted fea-
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tures designed to capture the linguistic and world
knowledge that intuitively seem necessary to infer
whether these texts are hateful. These include the
ratio variable length in tokens, as well as binary
variables based on: the original label assigned to
the item; inclusion of quotations; and presence of
certain unigram tokens (such as identity terms) in
the text. We ran regression analyses on these fea-
tures with the by-item inter- and intra-annotator
agreement scores as the dependent variables.

Table 3 shows the coefficients of each hand-
crafted feature for both reliability and stability.
None of the features are strongly indicative of ei-
ther, although several, such as identity terms and
text length do have slightly larger coefficients (pos-
itive or negative) than the different language con-
dition. Ultimately, the data sample is not large
enough to surface the feature patterns indicative
of the ambiguities that provoke annotator disagree-
ments and inconsistencies.

5 Conclusion

While attention has been paid to noise in linguistic
annotations caused by factors such as subjectivity
and ambiguity (e.g. Aroyo and Welty, 2015; Basile
et al., 2021; Prabhakaran et al., 2021), and the level
and quality of annotator attention (e.g. Hovy et al.,
2013; Klie et al., 2023), this study represents an ini-
tial foray into a hitherto understudied aspect of the
human labeling work that most NLP research and
systems are built upon: intra-annotator agreement
and label stability. For this hateful language anno-
tation task, we find that label stability is far lower
than common practise implicitly implies (R1).

In this study, presenting the items for re-
annotation in a different language does not lead to
lower stability overall (R2), with L1 German speak-
ers no less consistent—and often more so—than
when re-annotating items in the same language.
We suspect that our data sample of 96 items is too



small to disentangle any L2 effects from other fac-
tors that may affect label stability. However, we
see lower agreement overall (inter- and intra-) on
the German language items, suggesting that the
translation process adds some ambiguity. Future
work should investigate the linguistic and cultural
factors that influence annotators’ judgments more
closely and—on a larger set of items.

Despite the limitations of our study, we have
shown that annotator stability, along with reliability,
is necessary for the repeatability and reproducibil-
ity of annotation studies (Teufel et al., 1999). We
therefore recommend that researchers and practi-
tioners measure and report intra- (as well as inter-)
annotator agreement scores for the labeled NLP
datasets they create. The fact that this measure
is still rarely reported adds to the emerging repro-
ducibility issues in the field (Belz et al., 2023).

Ethical Considerations

We received approval to conduct these experiments
from the institutional review board (IRB) of Heriot-
Watt University (ref. 2022-3336-7139).

As annotators were exposed to potentially up-
setting language, we took the following mitigation
measures:

* Participants were warned about the content
(1) before accepting the task on the recruit-
ment platform, (2) in the Information Sheet
provided at the start of the task, and (3) in the
Consent Form where they acknowledged the
potential risks.

* Participants were required to give their con-
sent to participation.

» They were able to leave the study at any time
on the understanding that they would be paid
for any completed work.

* The task was kept short (all participants com-
pleted each round in under 30 minutes) to
avoid lengthy exposure to upsetting material.

Following the advice of Shmueli et al. (2021) we
paid participants at a rate that was above both the
living wage in our jurisdiction and Prolific’s cur-
rent recommendation of at least £9.00 GBP/$12.00
USD.
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A Annotator guidelines

The following guidelines were provided to annota-
tors at the beginning of the task, and the definition
and examples were repeated at the top of each page
of five items. To avoid reprinting potentially offen-
sive text, here we provide the row numbers of the
examples from XHate999-EN-Gao-test.’

Instructions

We define hateful speech to be the
language which explicitly or implicitly
threatens or demeans a person or a group
based upon a facet of their identity
such as gender, ethnicity, or sexual
orientation.

Read the following 100 posts, which are
written in either English or German.

Do you think that they are Hateful or
Not hateful?

If you’re not sure, select the option that
seems most likely to you.

Examples:

EN-Gao-test row 100.
Hateful

EN-Gao—-test row 95.
Not hateful

B Data statement

We provide a data statement, as recommended by
Bender and Friedman (2018).

5 Available at https://github.com/
codogogo/xhate/blob/main/test/en/
XHate999-EN-Gao—-test.txt
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Curation rationale Textual data is from the
‘GAO’ subset of XHate999, selected for the rea-
sons highlighted in section 2. For further details of
the original data collection process, see Gao and
Huang (2017). For information on the translations,
see Glavas et al. (2020).

Language variety: en-US, de—-DE. Predomi-
nantly US English, as written in comments on the
Fox News website. Translated to German by edit-
ing automatic outputs of Google Translate. Trans-
lators were ‘expert’ L1 speakers of German who
were also fluent in English.

Author demographics: Unknown.

Annotator demographics: The original Gao and
Huang (2017) labels were produced by ‘two native
English speakers’, with no further information pro-
vided. Annotator demographics for the bilingual
labelling are as follows.

* Age: 18 — 70, n = 33.1,0 = 12.9

» Gender: Female: 12 (55%); Male: 10 (45%)
* Ethnicity: White: 19 (86%), Mixed: 3 (14%)
* Native language: German (de) 100%

¢ Socio-economic status:

— Employment: N/A: 7, Full-Time: 10,
Not in paid work: 4, Part-Time: 3, Other:
2

— Student: Yes: 9, No: 8, N/A: 5
* Training in relevant disciplines: Unknown
Text production situation:
* Time and place: unknown.

e Modality:  written, spontaneous, asyn-
chronous interaction.

¢ Intended audience: other website users.

Text characteristics Comments on articles on
the Fox News website. The articles appear to con-
cern events in the United States of America and the
wider world in c.2016: Black Lives Matter protests,
the Israel-Palestine conflict, and the death of a child
at Disney World feature prominently.

Provenance: Data statements were not provided
with the original datasets.
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Abstract

Coreference Resolution is a well studied prob-
lem in NLP. While widely studied for English
and other resource-rich languages, research on
coreference resolution in Bengali largely re-
mains unexplored due to the absence of rele-
vant datasets. Bengali, being a low-resource
language, exhibits greater morphological rich-
ness compared to English. In this article, we
introduce a new dataset, BenCoref, compris-
ing coreference annotations for Bengali texts
gathered from four distinct domains. This rela-
tively small dataset contains 5200 mention an-
notations forming 502 mention clusters within
48,569 tokens. We describe the process of cre-
ating this dataset and report performance of
multiple models trained using BenCoref. We
expect that our work provides some valuable
insights on the variations in coreference phe-
nomena across several domains in Bengali and
encourages the development of additional re-
sources for Bengali. Furthermore, we found
poor crosslingual performance at zero-shot set-
ting from English, highlighting the need for
more language-specific resources for this task.
The dataset is available at !

1 Introduction

Coreference resolution is the task of identifying
all references to the same entity in a document.
This task originally started as a sub-task of infor-
mation extraction. The Message Understanding
Conferences (Grishman and Sundheim, 1996) first
introduced three tasks, collectively referred to as
SemEval, designed to measure the deeper under-
standing of any information extraction (IE) system.
One of these three tasks proposed in the event was
coreferencial noun phrase identification.

The Automatic Content Extraction (ACE) Pro-
gram (Doddington et al., 2004) was the first major

'codes used to generate the results along with data is
available at: https://github.com/ShadmanRohan/
BenCoref

Bengali:

[[sf=], @< Qresiicee], fe o ardice e | [Sigese],
o[98, [om], =cew e (R Suh @# | SR
T S @i G et | 3, <o (981, e el
TN WS FHee A | [[oF],  [c@est], att
[@fSeers], s o5 gre e | [@fst], g T
eefee e[S, o bR |

English:

[She]3 resides in the house alongside [[her]3 nephew]z.
Upon seeing [the saint] ! [the elderly wornan]3 abandoned
[her]3 work. [She]3 offered [hjm]l a warm greeting and
provided a chair. [The saint], engaged in conversation
with [the woman]3. Meanwhile, [[her]1 nephew]2 began
gossiping with [Jodig]4. As [Jodig] | conversed, [he] i
couldn't help but stare at [the saint]a.

Figure 1: BenCoref annotations with color-coded Co-
reference chains.

initiative that created a large dataset with entity,
event and relation annotations. This project re-
vealed some major complexities behind creating
such dataset. Some of the significant challenges re-
ported by the annotators include the coreference of
generic entities, use of metonymy, characterization
of Geo-Political Entity, distinguishing certain com-
plex relations, and recognizing implicit vs. explicit
relations.

Since then coreference resolution, anaphoric &
cataphoric relation identification, event reference
detection has been studied widely. As a result,
large datasets like ACE (Doddington et al., 2004),
Ontonotes (Pradhan et al., 2012), WikiCoref (Ghad-
dar and Langlais, 2016), and LitBank (Bamman
et al., 2020) were made public. Some datasets, like
ACE (Doddington et al., 2004), and Ontonotes, ex-
panded this task beyond English to include more
languages, like Arabic, and Chinese.

This coreference resolution task has shown po-
tential in improving many downstream NLP tasks
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like machine translation (Miculicich Werlen and
Popescu-Belis, 2017; Ohtani et al., 2019), literary
analysis (Bamman et al., 2014), question anwering
(Morton, 1999), text summarization (Steinberger
et al., 2007), etc. However, Bengali, despite being
a popular lanaguage, has seen very little work is
this direction due to lack of public datasets.

Figure 1 shows a sample from our dataset with
each color representing an unique entity. The main
contributions of this work are:

* We introduce a new Bengali coreference anno-
tated dataset, consisting of 48,569 tokens col-
lected from four diverse domains. Our dataset
creation process is shared along with the anno-
tators’ guidelines, which we believe is the first
of its kind for Bengali coreference annotation.

* We characterize the behaviour and distribu-
tion of nominal and pronominal coreference
mentions across the four domains with nec-
essary statistics. Furthermore, we report the
performance of an end-to-end neural corefer-
ence resolution system that was solely built
using our data.

* We empirically demonstrate the necessity for
more language-specific datasets, particularly
for low-resource languages, by comparing our
results with zero-shot cross-lingual learning
from English.

1.1 Related Datasets

To the best of our knowledge, no coreference
dataset in Bengali exists. Most of the works re-
lated to Bengali (Sikdar et al., 2013; Senapati and
Garain, 2013; Sikdar et al., 2015) uses data from
ICON2011 shared task which was never publicly
shared.

Most of the major coreference datasets are in
English. OntoNotes (Pradhan et al., 2012) is a
well-annotated and large dataset with over 1.6M
words. This dataset does not contain any singleton
mention. Later, LitBank (Bamman et al., 2020)
was published that is almost 10 times larger than
OntoNotes (12.3M words).

2 Challenges in Bengali

One of the main challenges we faced was the ab-
sence of preexisting coreference annotation guide-
lines tailored for the Bengali language. To over-
come this obstacle, we adapted the OntoNotes

coreference annotation guideline to suit our objec-
tives. This highlighted several distinctive linguistic
characteristics of Bengali, such as zero anaphora,
non-anaphoric pronouns, and case-marking, that
needs to be carefully considered when preforming
co-reference annotation in Bengali. Each of this is
discussed with more details and examples in Figure
9 in the Appendix.

Moreover, we discovered that existing annota-
tion software is ill-equipped to manage Bengali
text, occasionally leading to inaccurate rendering
and unstable character display. This underscores
the importance of advancing normalization tech-
niques and standardization of Bengali digital repre-
sentation.

3 Data Domain Description

The Bengali language can be braoadly categorized
into two primary literary dialects, namely "Shad-
hubhasha" and "Choltibhasha."” "Shadhubhasha"
was commonly used by Bangla writers and indi-
viduals in the 19th and early 20th centuries, while
"Choltibhasha" is currently the more prevalent and
colloquial dialect. This dataset contains both do-
mains of Bengali text, with story and novel texts
sourced from copyright-free books of the 19th
and 20th centuries, and biography and descriptive
texts obtained from modern sources, primarily in
"Choltibhasha." A brief description of each domain
is given below:

3.1 Biography

A biography presents a comprehensive account of
an individual’s life, character, accomplishments,
and works, spanning from birth to death or the
present time. Although the number of references
per document in biographical texts is comparable to
other genres, they primarily focus on a single sub-
ject throughout the entire narrative. Additionally,
the dialect employed in biographies in BenCoref is
typically "Choltibhasha."

3.2 Descriptive

By descriptive text we refer to wikipedia-like ar-
ticles. They cover a broad range of subjects that
span various fields, such as technology, professions,
travel, economics, and numerous related subtopics.
These comprehensive texts try to accurately portray
and convey holistic information about real-world
objects or experiences.
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3.3 Story

BenCoref is primarily composed of short stories,
each with a word count of 1000 words or less,
which was an arbitrary decision. These stories
typically feature 3-4 characters on average. The
language used in the stories varies, with some be-
ing exclusively in "Shadhubhasha," while others
use a mix of "Shadhubhasha" and "Choltibhasha."

3.4 Novel

The Bengali novels in our dataset typically consist
of more than 1200 words and feature an average of
over 5 characters. These novels primarily employ
"Shadhubhasha". The next segment discusses the
coreference behaviour across each domain in more
detail.

4 Domain Specific Coreference Behaviour
Characterization

In this section, some statistics is presented to bet-
ter understand the coreference phenomenon across
each domain. Each coreference cluster may refer
to different type of entities, like an object, people,
location or event. An arbitrary design choice was
made to not explicitly mark the type of entity.

We start by analyzing the mean and standard
deviation between mentions across the domains.
Table 1 shows that biographies and novels exhibit
a low standard deviation but have noticeably differ-
ent mean distance between mentions. On the other
hand, stories and descriptive texts fall in the middle,
exhibiting a similar coreference distribution. For
mentions that span more than one token, only the
first token was used for calculation.

Categories Mean Std. Dev
Novel 29.17 3.70
Story 24.10 8.46

Biography  15.67 3.81

Descriptive  22.35 5.42

Table 1: Mean and Std. Deviation of distance between
mentions in each domain.

The majority of texts in BenCoref belong to the
stories domain, while the biography domain has
the smallest contribution. The distribution of men-
tions, clusters, and tokens across the categories in
BenCoref is presented in Figure 4.

Figure 2 depicts the distribution of cluster size
across each domain. The cluster size refers to the
total number of mentions in each coreference chain.

It is worth noting that singletons were not annotated
in BenCoref. The story domain has the highest
number of coreference chains with two mentions
only. Since the story domain contributes the most
data to the dataset, this may be a contributing factor
to its high frequency in each cluster size. Besides
story, the descriptive domain also seems to have
more larger coreference chains.

Figure 3 compares the spread of coreference
chains in each domain, where the spread refers
to the token-level distance between the beginning
and end of a coreference chain. A general trend can
be observed that as the size of the coreference chain
increases, its corresponding frequency decreases in
each domain.

Story
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Figure 2: Cluster size comparison between Story, Novel,
Biography and wiki-like Descriptive domain.

10?2

0 —
10 |“||‘|||||||‘|I“ll
100 200 300 400 600 7

500 00
Spread

Story

Novel

Bio
Descriptive

Count
=
=

I ‘I
800 900

Figure 3: Spread in BenCoref across each domain. The
spread is measured by the token level distance between
the first and last mention of an entity.
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Figure 4: (Right) Distribution of Clusters, Mentions,
and Tokens across the categories.

An additional "index.csv" file is included with
in the dataset, which serves as an index to all the
documents included, organized by title and author.
A partial view of this file is presented in Appendix
Figure 6.

5 Methodology

We used BnWikiSource? and Banglapedia(Islam
et al., 2003) as sources of copyright-free Bengali
text for our dataset. Banglapedia was used for
biographies and wiki-like descriptive texts. The
dataset creation process is discussed in detail in the
following paragraphs.

5.1 Annotation Phase

The WebAnno annotator (Eckart de Castilho et al.,
2016) was the chosen tool for annotation. To ac-
commodate WebAnno’s limited capacity to work
with large texts, the articles were partitioned ac-
cording to the Table 2. Each partition ends in a
complete sentence and any incomplete portion of
a sentence were moved to the next fragment. The
partition size was chosen arbitrarily to reduce the
number of data fragments. In Appendix Figure 5, a
screenshot of the WebAnno interface used during
this phase is displayed. A post annotation sam-
ple is provided in Figure 7 in Appendix from the
Biography domain.

Since there is no existing guideline for corefer-
ence annotation, the annotators were initially in-
structed to annotate the noun phrases and its coref-
erences, which were predominantly pronouns. The
primary noun phrase references were tagged as
"entity" and their corresponding coreferences were

https://bn.wikipedia.org

Tokens Partitions
<699 1
<1000 2
>1000 3

Table 2: Documents with greater than 699 tokens and
less than 1000 tokens were divided into 2 parts and the
ones with more than 1000 tokens were divided into 3.

tagged as "ref". While determining what forms
an entity is an important linguistic problem, it is
not the primary challenge we are trying to address
in our work. Annotators were free to mark any
token or span that they considered an entity. Af-
ter the annotation phase was completed, the data
was exported and the character-level annotations
were converted to token-level annotations. For ev-
ery exceptional cases encountered, a new rule was
established and enforced during further annotation
of the dataset. The rules are further discussed in
the next section.

5.2 Annotation Strategy/Guideline

This coreference annotation guide (refer to A in
the Appendix) was prepared concurrently with the
annotation phase to ensure consistency throughout
the annotation process. We mirrored the overall
structure of the OntoNotes annotation guidelines,
tailoring them to our specific use case.

Initially, we did not impose any specific restric-
tions on the definition of an entity during the anno-
tation process. The annotators were instructed to
annotate any span they deemed as an entity. How-
ever, this approach resulted in an annotator bias,
with a strong focus on nominal and pronominal
mentions. Subsequently, we made the decision to
prioritize and concentrate solely on these types of
mentions.

Furthermore, as part of our design decision,
we chose to not tag singleton mentions. Conse-
quently, any singletons were removed during the
post-annotation processing phase.

5.3 Annotation Criteria:

The general rule used for annotation is to annotate
mentions in any form, including nested mentions or
those referring to multiple entities. The characteri-
zation of mention and coreference link types was
conducted after annotating the entire dataset. Anno-
tating coreference link types was kept optional due
to the significant training required for the task. This
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strategy was followed the accelerate the annotation
process.

The rules with corresponding examples are il-
lustrated in a more detailed manner in Figure 10
in the Appendix. Furthermore, the coreference
link types have been categorized into two groups,
namely identical and apposite, and they have been
discussed in detail in 11 and 12 in the Appendix.
However, the task of annotating coreference link
types is currently pending and will be addressed in
future work.

While this guideline is incomplete and limited
in scope, it can play an impotant role in encourag-
ing the next generation of coreference datasets in
Bengali. The OntoNotes coreference guideline(gui,
2007) is currently in its 7th edition which is a strong
indication that the first attempt on making a such
guideline would be imperfect and will require fur-
ther revisions. It may take several iterations before
we can have a robust guideline for coreference an-
notation in Bengali.

5.4 Inter-Annotator Agreement

The OntoNotes strategy was roughly employed
to assess interannotator agreement in this work.
Specifically, two annotators independently anno-
tated the documents, and only in cases of disagree-
ment, a third annotator was consulted to arrive at
a final decision. These ultimate annotations were
deemed as the gold standard annotations.

Based on the adjudicated version as the ground
truth, the individual annotations in our dataset
achieved an average MUC score of 78.3 on the com-
bined dataset. while the combined inter-annotator
MUC score was 67.6.

However, it is important to acknowledge that
the process of resolving disagreements was not
adequately documented and will be addressed in
greater detail in future endeavors.

6 Experiments

We took an end-to-end neural network based mod-
eling approach. The following section discusses
the algorithm, followed by the experimental setup,
evaluation strategy and analysis of results.

We used the 300-dimensional Fasttext and Glove
embeddings (Grave et al., 2018) as words represen-
tations. To generate contexual representations the
embeddings were passed through a bi-directional
LSTM (Hochreiter and Schmidhuber, 1997) for
some experiments and a variation of the popular

transformer-based (Vaswani et al., 2017) pretrained
model, BERT(Devlin et al., 2019), for other experi-
ments. For the task of coreference resolution, the
contextual representations from these base mod-
els were passed on to a span ranking model-head,
originally proposed in (Lee et al., 2018). For the
crosslingual experiment, a multilingual BERT was
finetuned on the OntoNotes dataset.

For hyperparameter optimization, we tuned the
maximum number of words in a span(s), maximum
number of antecedents per span(a), and coref layer
depth(CL).

6.1 Experimental Setup

The data was separated into train and dev set on
a ratio of 95% by 5%. An additional test set was
carefully prepared, completely disjoint from the
train and dev set, that contains 37 documents. An
overview of the dataset given in Table 3

categories documents mentions clusters
train  biography 17 421 38
+dev  descriptive 36 1157 108
novel 13 601 78
story 56 3021 278
test biography 10 303 22
descriptive 9 290 33
novel 3 191 15
story 15 697 53

Table 3: Dataset distribution

For evaluating our system, we used the CONLL-
2012 official evaluation scripts which calculates
four metrics: Identification of Mentions, MUC,
B3 and CEAF. The following section analyzes the
performance of our model.

6.2 Results and Analysis

category model parameters pre. rec. f1

s=30,a=50, CL=2 93.83 6534 77.04
c2f+Fasttext s=20, a=50, CL=2  96.51 64.02  76.98
BERT-base s=30,a=50,CL=2 9422 86.13  90.00
M-BERT(Zero-Shot) s=30, a=50,CL=2  7.14 4.62 5.61

c2f+Glove s=30,a=50,CL=2 73.78 5896  65.55
story c2f+Fasttext $=20, a=50, CL=2  74.80 54.08 62.78
BERT-base s=30,a=50,CL=2 8391 6585 73.79
M-BERT(Zero-Shot) s=30, a=50, CL=2 7.40 3.73 4.96

c2f+Glove s=30,a=50,CL=2 78.00  40.83 53.60
novel c2f+Fasttext s=20, a=50, CL=2  87.50  43.97 58.53

BERT-base s=30,a=50,CL=2 8541 6439 7343

M-BERT(Zero-Shot)  s=30, a=50, CL=2  8.51 4.18 5.61

c2f+Glove s=30,a=50,CL=2  66.39 2793  39.32
descriptive  c2f+Fasttext s=20, a=50,CL=2 72.16 24.13 36.17
BERT-base s=30,a=50,CL=2 8295 5034 62.66
M-BERT(Zero-Shot) s=30, a=50, CL=2  7.47 5.51 6.34

c2f+Glove
biography

Table 4: Identification of mentions
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B3 MUC CEAF, Avg
category parameters Pre. Rec. Fl1 Pre. Rec. F1 Pre. Rec. f1 Pre. Rec. Fl1
c2f + Glove s=30,a=50,CL=2 84.52 4474 5851 9226 6441 7605 5533 40.24 46.60 7737 49.80  60.39
biography  c2f + Fasttext s=20,a=50,CL=2 89.09 4399 5890 9574 64.05 7675 61.24 36.19 4549 8202 48.08 60.38
BERT-base s=30,a=50,CL=2 85.37 7359 79.04 9379 86.12 89.79 5748 49.64 5327 7888 69.78 74.03
M-BERT(Zero-Shot) s=30, a=50, CL=2  4.28 0.25 0.46 0.67 0.35 0.46 122 2.93 1.72 2.06 1.18 0.88
c2f + Glove s=30,a=50,CL=2 4692 2395 31.72 6341 4440 5223 20.24 36.99 26.16 4352 3511  36.70
story c2f + Fasttext s=20,a=50,CL=2 4731 2280 30.77 6523 4254 5150 23.49 34.02 2779 4534 3312 36.69
BERT-base s=30,a=50,CL=2 54.64 31.62 40.06 7446 53.88 62.52 28.80 40.23 3357 52.63 4191 4538
M-BERT(Zero-Shot) s=30, a=50, CL=2  2.32 0.25 0.45 1.42 0.62 0.86 2.00 2.59 2.26 1.91 1.15 1.19
c2f + Glove s=30, a=50, CL=2  49.87 7.98 13.77  59.45 2500 3520 16.37 26.61 2027 4190 1986  23.08
novel c2f + Fasttext s=20,a=50,CL=2 60.30 1045 17.82 7272 31.81 4426 23.36 27.74 2537 5213 2333 29.15
BERT-base s=30,a=50,CL=2 43.55 3393 38.14 7131 5227 6032 3498 32.80 33.85 4995 39.67 44.10
M-BERT(Zero-Shot)  s=30, a=50, CL=2  3.54 0.25 0.47 2.66 1.13 1.59 1.90 2.49 2.15 2.70 1.29 1.40
c2f + Glove s=30,a=50,CL=2 4833 1191 19.12 5824 2062 3045 31.16 26.83 28.83 45091 19.79  26.13
descriptive ~ c2f + Fasttext s=20, a=50, CL=2  58.32 9.74 1670  66.66  18.67  29.17  29.98 20.81 2457 51.65 1641 2348
BERT-base s=30,a=50,CL=2 62.81 2688 37.65 76.62 4591 5742 46.12 28.18 3499 6185 33.66 43.35
M-BERT(Zero-Shot)  s=30, a=50, CL=2  2.01 0.56 0.88 1.16 0.77 0.93 2.30 3.00 2.60 1.82 1.44 1.47

Table 5: Performance on test data. The main evaluation metric is the average F1 score of MUC, B3, and CEAFy4.

The best scores are highlighted.

The performance of the model was reasonable
given the size of our dataset. As neural networks
tend to achieve optimal performance with larger
datasets, we hypothesize that our results could be
enhanced by expanding our dataset. The model
demonstrated good performance in identifying in-
dividual mentions, as evidenced by the scores pre-
sented in Table 4. However, we observed a de-
crease in performance during the second phase of
clustering the mentions, as shown in Table 5. This
highlights the challenge of accurately identifying
coreference clusters, particularly in languages with
complex sentence structures and a high degree of
lexical ambiguity. Further innovation is needed to
address these challenges and improve the overall
performance of coreference resolution models.

Upon closer inspection one recurring problem
was discovered. The model failed to do basic com-
mon sense reasoning on long coreference clusters,
often breaking it up into several clusters. As demon-
strated in Figure 8 in Appendix, the model failed
to merge clusters 0 and 1, which should have been
a single cluster.

Furthermore, it can be observed that the corefer-
ence resolution model performs significantly better
on the biography domain as compared to other do-
mains. The relatively low mean and standard devi-
ation of the distance between mentions reported
in Table 1 may have contributed to this result.
However, despite forming the major portion of the
dataset, the story domain did not show any signif-
icant improvement. The high standard deviation
in distance between mentions reported in Table
1 for the story domain may have contributed to
this lack of improvement. Qualitative analysis is

needed to investigate the underlying causes of this
performance gap.

The zero-shot crosslingual experiment de-
mostrated that coreference knowledge doesn’t eas-
ily transfer through multilingual training. This
clearly demonstrates the need for language specific
datasets. Some studies (Novik and Zabokrtsky,
2014) report developing projection techniques to
improve crosslingual coreference resolution. There
maybe scope for further work in this direction.

7 Conclusion

This paper presented BenCoref, the first publicly
available dataset of coreference annotations in Ben-
gali. The creation process and annotation guide-
lines were described in detail to facilitate future
work in this area. We then used the dataset to de-
velop an end-to-end coreference resolution system
and reported its performance across different do-
mains. Our findings indicate that a lower mean
and standard deviation of token-distance between
mentions may lead to better results, but further ex-
periments on other datasets are needed to confirm
this hypothesis. We also observed a higher ten-
dency for breakage in longer coreference chains.

Our zero-shot cross-lingual experiment demon-
strated that coreference knowledge does not easily
transfer through multilingual training, highlight-
ing the importance of language-specific datasets.
While some studies (Novak and Zabokrtska, 2014)
have reported success in developing projection tech-
niques to improve cross-lingual coreference reso-
lution, further research is required to explore this
area.
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B3 MUC CEAFy, Avg
Category Parameters Pre.  Rec. F1 Pre. Rec. F1 Pre. Rec. F1 Pre.  Rec. F1

c2f + Fasttext =30, =250, CL=2 9343 4594 61.59 97.88 6583 7872 65.62 41.76 51.04 85.64 51.18 63.78
Biography  c2f + Fasttext s=20, a=50, CL=3  91.63 45.20 60.54 96.84 6548 78.13 65.87 41.92 51.23 84.78 50.87 63.30
c2f + Fasttext  s=10,a=50, CL=3  90.98 47.81 62.68 96.92 6725 79.41 77.44 42.24 54.66 88.54 52.44 65.58

c2f + Fasttext  s=30, a=250, CL=2 48.07 2295 31.07 65.78 3881 48.82 2198 33.73 26.62 4528 31.83 35.50
Story c2f + Fasttext  s=20,a=50,CL=3  53.08 21.70 30.81 67.02 3850 4891 22.17 34.02 26.84 4742 3141 3552
c2f + Fasttext  s=10, a=50,CL=3  53.82 19.35 2847 66.76 34.62 4560 21.92 34.77 26.89 47.50 29.58 33.65

c2f + Fasttext =30, a=250, CL=2 47.06 7.32 12.67 61.03 26.70 37.15 16.04 23.06 1892 4138 19.03 2291
Novel c2f + Fasttext  s=20, a=50,CL=3  65.10 854 15.10 7142 2556 37.65 24.96 28.08 26.42 53.83 20.73 26.39
c2f + Fasttext  s=10,a=50,CL=3  57.71 5.82 10.57 63.79 21.02 31.62 17.03 23.42 19.72  46.18 16.75 20.64

c2f + Fasttext  s=30, a=250, CL=2 56.43 9.88 16.82 61.84 1828 2822 2572 20.01 22.51 48.00 16.06 22.52
Descriptive  c2f + Fasttext s=20, a=50, CL=3  53.78 7.64 1337 58.92 1284 21.08 28.76 19.17 23.01 47.15 1322 19.15
c2f + Fasttext  s=10,a=50, CL=3 5241 746 13.06 58.06 14.00 22.57 24.47 19.03 21.41 4498 13.50 19.01

Table 2: Some additional results on the Model’s performance.

e e
i . [T T e N = -

= oo o m =

R L

s N LY ,'. I‘; e
——————— o —75—-- o I o o Wi Lo —

|- L~ S - - -1

Y TN i FOF A 9T W A0 | I WO S0 ST WO ST TS (R | SRS SRR w0 W T o
----------------------------- £ — \

! Yo BT pm——————e _\'.I_ _________
e AP A\ A - i ]
@ @ - =] w [}

i s TR T e My WY T A BCIOTE ORI TR WE O GRS S TS TSI ST (S0 werg TS WY T

Figure 5: A screenshot from WebAnno(Eckart de Castilho et al., 2016) during annotation phase. In this example,
the highlighted words are marked as mentions and same color indicate the mentions belong to the same cluster. A
colored line joins the highlighted words creating a chain forming a single cluster.

Title Author Name Ids Type

0 AL (I FCHT STASTS (&N doc_067 to 090 Story
1 e W TEFNIE fNa YGUWE  doc_054 to 063 Novel
2 TR FATNA I doc_091 to 096 Story
3 FCIREEE BTHHIONIR IEIYRT  doc_097 to 117 Story
4 I IS S (SN 2N (1Rt doc_119 Story
56 B B3R A doc_049 Descriptive
57 | eI doc_050 Descriptive
58 BT reArfGar doc 051 Descriptive
59 ELGARACE et doc_052 Descriptive
60 ST =R BIRG Biiers doc_053 Descriptive

Figure 6: The supplementary datafile index.csv contains an index to all the datapoints

112



’Zﬂ?ﬁT‘??IT‘W-%@Wm?wmﬁm-eldﬂm‘ﬂtmdlmawdhgmmw:ﬁﬂ@Fﬁ[ﬁﬂ?ﬂl ww
A FIET TG GG G AR - & 51300 7197 | [SEP] [CLS] (716 =7E ﬁ\"&tﬁﬁﬁﬁ?ﬁﬁi@ f@ﬁmcﬁm,m
e W S WA - A AT A0S 57 7 I90S U2 [UNK] [UNK] .mmwm—l\s W?mum?r

mwwm|aﬁw|wwwwme|[umﬁmﬁWW-WWWHSEP][CLS]H 2 EuE
@Wsﬁ'ﬁf‘@%,wm nﬁaﬂwmﬁmﬁ, (15 ST ST 209 (510 (Y

(W—ﬁ%(ﬂﬁtﬁmaﬂm[ur‘lﬂ [UNK]W!WW(\SN%W!ﬁﬁmﬁﬂwtﬁwmwwatﬂ!ww&

Figure 7: Biography document
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Figure 8: BERT-base model’s prediction on a biography document

Category Parameters Pre.  Rec. F1

c2f+Fasttext  s=30, a=250, CL=2 98.52 66.00 79.05
Biography  c2f+Fasttext s=20, a=50,CL=3  97.54 65.67 78.50
c2f+Fasttext s=10, a=50, CL=3  98.52 66.00 79.05

c2f+Fasttext  s=30, a=250, CL=2 74.20 49.92 59.69
Story c2f+Fasttext  s=20, a=50, CL=3  75.16 49.49 59.68
c2f+Fasttext s=10, a=50, CL=3  76.52 46.77 58.05

c2f+Fasttext  s=30, a=250, CL=2 79.00 41.36 54.29
Novel c2f+Fasttext  s=20, a=50, CL=3 90.12 38.21 53.67
c2f+Fasttext s=10, a=50, CL=3  83.75 35.07 49.44

c2f+Fasttext  s=30, a=250, CL=2 74.03 26.55 39.08
Descriptive  c2f+Fasttext  s=20, a=50, CL=3  70.00 19.31 30.27
c2f+Fasttext  s=10, a=50, CL=3  68.88 21.37 32.63

Table 7: Additional identification of mention results
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Special Considerations in Bengali from Linguistic Perspective

Zero Anaphora: Include implied referents that are not explicitly mentioned in the text. Bangla, like many
other South Asian languages, frequently uses zero anaphora, where the subject or object of a sentence is
left implicit.

For example, in the sentence "&l@ UIFI" (will eat rice). Here, the subject (who wants to eat) is not
explicitly mentioned in the text. This is an example of zero anaphora.

Other common zero anaphora types in Bengali include Possessive and Reflexive Drop.

Possessive Drop occurs when the possessive pronoun or possessive marker is omitted, and the possession
is understood from the context. Example: "HIZH g [RUETN (Went to my mother.) - The possessive
pronoun “SHIT" (my) is dropped, but it is understood that the speaker went to their own mother.

Reflexive Drop happens when the reflexive pronoun is dropped, and the reflexive action is understood
from the context. Example: "C2=if% 1" (I am Playing.) - The reflexive pronoun ‘ST’ (I am) is dropped,
but it is implied that the subject is performing the action on themselves.

Non-Anaphoric Pronouns: Some pronouns in Bengali are inherently non-anaphoric, meaning they rarely
behave as anaphoric. These pronouns should not be considered as mentions for coreference.

When considering the sentence "GT [HT&3 FISIO! FACO ATIN" (He can do his own work.), the reflexive
pronoun "fHTGE@" (own) is non-anaphoric, as it refers to the subject "7" (he) and emphasizes that he can
perform his own work.

Case Marking: Bengali has a rich system of case markers that indicate grammatical relations, which may
differ from English. Rules for coreference resolution in English may not directly account for the impact of
case markers on coreferential expressions in Bengali.
For example:

Wﬁ‘ 490z 9191 (The person has caught the tiger.)

BIGE] YT IM9T0 | (The tiger has caught the person.)

‘7{'!\?1""[ UId GIFMSLF | (The police apprehend the robber.)

‘11’3*1'1 (¢ {104 ©IF1S | (The robber apprehend the police.)

TF 479 191

9:['!??1“[ qitg BiFha|

However, these are valid sentences in Bengali as well, but they do not clarify the relationship

between the entities involved.

Thus, the proper use of case markers in Bengali helps to disambiguate the roles and actions of the
different entities involved. However, it is also possible to write valid sentences with ambiguity in Bengali
by omitting the use of case markers.

Figure 9: This highlights few key considerations when annotating coreference in Bengali.
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BenCoref Co-reference Annotation Guideline

0. General Policy
e Tag mentions according to rules defined in section 1
e Annotating the Coreference Link Types is optional
e Nested Mentions are annotated separately for each mention
o Example: "fs1, T Sii9ig a5a (@19, S99 91606 G105 1" (Riya, who is my friend's
sister, has come to my house.)
In this sentence, the mention of "SHIF" (my), “SIHIT " (my friend's) is nested
within the mention of "STWIT T4 (19" (my friend's sister). Tag them all within each
mention.
e Multiple Reference: Mentions that refers to multiple chains are annotated multiple times for each
chain.
o Example: “F13H FCeT A FHCHA CY Q32 TS CATH SI5Ced 10U | IHH ©IF IR0
HTYR 7T FIG1TS 1%~ FA1” (Rahim goes to school with Karim and plays on the field
with Abdul. Rahim enjoys spending time with his friends.)
In this example, the mention "d=4" (Rahim) refers to two different chains: going to
school with Karim and playing on the field with Abdul. To capture these multiple
references, the mention """ would be annotated separately for each chain.

1. Identifying Mentions:
e Noun Phrases: Include all noun phrases that refer to entities, events, or abstract concepts. This
includes proper nouns, common nouns, and pronouns.
o Example: "R IS = (Rahim went to the market.)Here, "qrE (Rahim) and
"qIGE" (market) are noun phrases that can be considered as mentions.

e Pronouns: Include all pronouns that refer to entities, events, or abstract concepts. This includes
personal, demonstrative, and interrogative pronouns.

o Example: "(3 9IS (71<71" (He went to the market.) Here, """ (he) is a pronoun that
can be considered as a mention.

e Verbs: Include verbs that imply the existence of a certain entity or event.
For example, in the sentence "SI Giesrfofeid fa 2171 S Swat 7t 9% gfa o
ITe A #fifa Freiferag wfd 213 #ITF 1" (Economics thrives when it grows consistently.
However, if we cannot sustain this growth, it will deteriorate quickly.) Here, _{ﬁﬁ (thrives) is a
verb that implies the existence of an event (playing).
This “Verb” category of mentions is not included in BenCoref. We expect to include this in future.

2. Coreference Link Types:
e Identical: Link mentions that refer to the exact same entity.
o  Example: "33 IS (57571 (37 31 [Fae1" (Rahim went to the market. He bought
fruits.) Here, "3f31" (Rahim) and "(37" (he) refer to the exact same entity.
e Appositive: Link mentions that refer to the same entity, but one mention provides additional
information about the entity.
o Example: "91¥, SIWIF 95, 9IS 57s71" (Ram, my friend, went to the market.) Here,
"1 (Ram) and "SHTT TE" (my friend) refer to the same entity, but "SIHIT T (my
friend) provides additional information about "g15" (Ram).

Figure 10: BenCoref Annotation Guideline with examples.
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Identical References
Predicate Nominative: Link a noun phrase and a verb or adjective that refer to the same entity.

For example, in " (31T 0L FHS " (Sohel is hardworking.), the noun phrase "(FTCZ=1" (Sohel)
is linked to the adjective "FHS" (hardworking) through the copular verb "2IFg" (is). Both the

noun phrase and the adjective refer to the same entity, Sohel being hardworking.

Relative Pronoun: Link a relative pronoun to a noun phrase in a relative clause.

For example, in the sentence afzm, AT Ireta csie, oM JF1" (Rahim, who went to the
market, is my friend.), "3/%"" (Rahim) and "R (who) refer to the same entity. The relative
pronoun "fIT9" (who) refers back to the noun phrase "%H" (Rahim), indicating that Rahim is the
person who went to the market. This construction allows you to provide additional information
about the noun Rahim within the sentence.

Part-Whole: This type of link occurs when one mention is a part of another mention.

For example, in the sentence "SI 2® ©Ita1 991" (Rahim's hand is not good.), "IN
5" (Rahim's hand) and "/8" (Rahim) would be linked as part-whole.

Event: This type of link occurs when two or more mentions refer to the same event or occurrence.

For example, in the sentence " E (R3] WECE@{_GTI D‘Iﬁiﬁﬁéﬂﬂ?ﬂllﬂ g Hid HATCR]" (The
wedding was beautiful. I remember that event.), "[9CZIGI" (The wedding) and " (7% @T{éﬂﬂ (that

event) refer to the same event, so they would be linked as event coreference.

Set-Member: This type of link occurs when one mention is a member of a set referred to by
another mention.

For example: "S[@dT C2FTCT (5157 | T3 f5&71" (The students went to the playground. Ram was
also there.), "94" (Ram) is a member of the set "&f@d1" (The students), so they would be linked
as set-member.

Bridging: This type of link occurs when one mention infers or implies the existence of another
mention.

For example, in the sentence "4 G0 115 et | gWD ALE fz&71" (Ram bought a house.
The roof was green.), "B/W0T" (The roof) infers the existence of "« %5 175" (a house), so they
can be linked as bridging.

Metenymy: This type of link occurs when one mention is used to refer to another related mention.

For example, in the sentence "JISECH* fFtF0 71 oFw | ISR fFF0 20 BITI"
(Bangladesh cricket team is ready. Bangladesh wants to play cricket.), "31S=TC#*1" (Bangladesh)
is used to refer to “IEEAIT fFF0 R=1"(Bangladesh cricket team), so they would be linked as

metonymy.

Figure 11: Identical Reference Types
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Appositive References
Role Appeositive: This type of link occurs when one mention describes the role or occupation of
another mention.

Example: "IN, TG G, WHEET 511" (Rahim, a doctor, is my friend.). Here, "% T
(Rahim) and "dF5d BIF" (a doctor) refer to the same person, so they would be linked as role
appositive,

Descriptive Appositive: This type of appositive provides descriptive information about the noun
it is referring to.

Example: "S[HIE T4, ﬁﬁﬂ, SACRI" (My friend, Rahim, is coming.) In this example, the
appositive "ZH" (Rahim) provides descriptive information about the noun "STTHTg TR (my
friend).

Identifying Appositive: Identifying appositives are used to provide specific identifying
information about a noun, such as its name or title.

Example: "JISACHCIR S4TAwal, (T4 BT, 59907 $9Fw e (Sheikh Hasina, the Prime
Minister of Bangladesh, was present in the Parliament.) In this sentence, the appositive "C*T4
=[S (Sheikh Hasina) provides the specific identifying information about the noun phrase
"ASGTITATE S4TAHEI (the Prime Minister of Bangladesh))

Occupational Appositive: Occupational appositives provide information about the occupation or
profession of a person.

Example: "IN 191, QFGH G, AR J120P F1G Pa41" (My father, a doctor, mostly
travels by bike.) In this sentence, the appositive " 95 BIE1T" (a doctor) provides information
about the occupation of the noun phrase "S[THIE TG (my father).

Qualifying Appositive: Qualifying appositives provide additional qualifying information or
characteristics about a noun phrase.

Example: "SIF (R, JHE ST SRS, ST SMTI" (Her son, a beautiful-voiced boy, sings
songs.) In this example, the appositive "% STeTd SITYFIE" (a beautiful-voiced boy) provides
qualifying information about the noun phrase "I (2L&T" (her son).

Geographic Appositive: Geographic appositives provide information about a specific location or
place associated with the noun phrase.

Example: "3 (S, ISR Gad-iFontsied i afae s, 4faibe =7 Frst

5147 ZTE1" (Bogra District, an administrative region in the north-western region of
Bangladesh, is known as a renowned educational city.) In this sentence, the appositive
"G  Se-ABHILEE OFH 2 TAF SAB/E" (an administrative region in the
north-western region of Bangladesh) provides geographic information about the noun phrase
"JENGT (ST (Bogra District).

Figure 12: Appositive Reference Types
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Abstract

The availability of annotated legal corpora is
crucial for a number of tasks, such as legal
search, legal information retrieval, and predic-
tive justice. Annotation is mostly assumed to be
a straightforward task: as long as the annotation
scheme is well defined and the guidelines are
clear, annotators are expected to agree on the
labels. This is not always the case, especially
in legal annotation, which can be extremely
difficult even for expert annotators. We pro-
pose a legal annotation procedure that takes
into account annotator certainty and improves
it through negotiation. We also collect annota-
tor feedback and show that our approach con-
tributes to a positive annotation environment.
Our work invites reflection on often neglected
ethical concerns regarding legal annotation.

1 Introduction

Despite the success of self-supervised deep learn-
ing approaches (Jaiswal et al., 2021), accurate hu-
man annotation remains essential for NLP research,
and it is no different for its applications to the legal
domain. The increasing availability of corpora of
legal documents has given a tremendous boost to
legal NLP (Zhong et al., 2020), but this comes with
serious ethical implications given the potential uses
of systems trained on the annotated data (see Tsara-
patsanis and Aletras (2021) for a brief overview).
Legal annotation is a complex task, where even ex-
pert annotators may fail to come to straightforward
conclusions (Wyner et al., 2013). This warrants
particular reflection on the definition of legal an-
notation guidelines and on making sure they are
appropriate and consistently agreed upon among
annotators (Santosuosso and Pinotti, 2020).

To address the aforementioned issues, we
present an annotation procedure that involves a
group of legal experts in the very process of creat-
ing and negotiating the annotation guidelines. We

also anonymously collect annotators’ feedback and
show that our procedure makes them more certain
of and satisfied with their work. We believe this to
be an important step towards a better treatment of
annotators in the field of legal NLP.

The Italian legal system is currently undergoing
significant changes in an effort to digitally trans-
form and overall improve legal processes at all
levels. At this stage, gathering high quality data
is crucial to make sure that any downstream appli-
cations do not perpetuate errors and biases. The
annotation procedure we describe is a preliminary
step in the framework of the Next Generation UPP
(NGUPP) project, funded by the Italian Ministry
of Justice, and aimed at improving the efficiency
of the judicial system in Italy. Specifically, we
intend to empower judges with advanced informa-
tion management tools to facilitate the drafting
of court judgements. Such a tool would be used
both retroactively, for legal search of case law, and
proactively, for the creation of new judgments.

The paper is organized as follows. In Section 2
we discuss the relevant literature. In Section 3 we
present the experimental design. Section 4 presents
the annotation procedure. Section 5 is dedicated to
the discussion of the results. Finally, in Section 6
we provide concluding remarks and ideas for future
developments.

2 Related work

Corpora of legal texts are increasingly available
and accessible. This is especially true of legislation
(Chalkidis et al., 2019; Varadi et al., 2020), but it
also applies to court judgments (Grover et al., 2004;
Poudyal et al., 2020; Feng et al., 2022; Kapoor
et al., 2022) and other types of legal texts (e.g. con-
Was jointly conceived by the authors. However,

Section 4.1 was written by Emanuela Furiosi and Section 4.2
was written by Stefano D’ Ancona.
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tracts, Funaki et al., 2020). There have already
been several annotation efforts in the legal domain
(Wyner, 2010; Duan et al., 2019; Glaser et al.,
2021a; Kalamkar et al., 2022), with a particular
interest towards arguments (see Zhang et al., 2022
for an overview).

While some types of annotation are relatively
straightforward, obtaining consistent and accu-
rate annotations in law is extremely challenging
(Walker, 2016). Nonetheless, legal annotation
tasks often leverage law students as domain experts
(Wyner et al., 2013; Chalkidis et al., 2017; Soavi
et al., 2022; Correia et al., 2022; Kalamkar et al.,
2022). We invite caution in using this approach
due to a) ethical concerns on adequate annotator
compensation and b) difficulty in ascertaining their
domain expertise.

Legal annotation tasks may entail another poten-
tially problematic aspect. It is not uncommon to
involve a small group of annotators who initially
annotate the same text, which is subsequently re-
vised by a more expert annotator tasked with solv-
ing any discrepancies (Wyner et al., 2013; Poudyal
et al., 2020; Galli et al., 2022). Although this is a
widely accepted method used to obtain gold stan-
dard annotations in the legal domain, we will not
be using this technique; rather, we embrace the line
of research that sees variation in human annotation
as something that may naturally arise due to, e.g.,
ambiguity, uncertainty of the annotator, genuine
disagreement, or simply the fact that multiple op-
tions are correct (Plank, 2022). Specifically, we
follow Basile et al. (2021), who argue that “remov-
ing the disagreement might lead to better evaluation
scores, but it fundamentally hides the true nature
of the task we are trying to solve”.

To address the aforementioned issues, we pro-
pose an annotation procedure that promotes guide-
line negotiation. Previous work on legal annotation
has featured modifications of annotation guidelines
over time, either in a top-down manner or within
small groups (Teruel et al., 2018; Correia et al.,
2022; Galli et al., 2022). Lee et al. (2022) experi-
ment with collaborative guideline creation among
pairs of annotators, albeit not in the legal domain.
They show that negotiation leads to improved an-
notator agreement within the pair, but the perfor-
mance decreases dramatically among annotators of
different pairs. Our group of annotators was not
split into pairs for the negotiation; we are not aware
of previous work that frames legal annotation as a

peer-to-peer negotiation process among an entire
group of legal professionals.

In an effort to contribute to a positive annotation
environment, we collect feedback from the annota-
tors. Following Nedoluzhko and Mirovsky (2013)
and Andresen et al. (2020), we collect measures of
annotator certainty, checking whether they improve
after the negotiation process. We also collect data
on the overall satisfaction of the annotators.

The dataset we obtain from our annotation will
be used for the development of text segmenta-
tion models. Segmenting court judgments into
relevant sections can improve legal search and in-
formation retrieval; this has already been inves-
tigated by Savelka and Ashley (2018), Aumiller
et al. (2021) and Glaser et al. (2021b). Licari and
Comande (2022) segment Italian civil judgements
with simple regular expressions for bench-marking
purposes.

We operate in the Italian legal context, which has
been amply explored in previous literature (Lenci
et al., 2009; Venturi, 2013; Tagarelli and Simeri,
2021; Galli et al., 2022). However, our proposed
annotation procedure is language-agnostic.

3 Experimental design

This section describes our experimental design,
aimed at developing an annotation procedure for
the legal domain. We briefly present the dataset,
the task, the annotators, the annotation tool, and
the agreement metrics.

3.1 Dataset

The dataset consists of 50 Italian case law judg-
ments, retrieved from 12 different Courts. The doc-
uments all concern first degree civil law judgments
regarding the matter of unfair competition.

The selected case law judgments were available
in PDF files, from which text was extracted us-
ing the Python implementation of MuPDF, an open
source software framework for viewing and con-
verting PDFs. The documents are very heteroge-
neous in terms of length: the number of tokens
ranges from 1,368 for the smallest document, to
more than 8,000 for the largest one, with a mean
length of 4,387 tokens and a standard deviation of
1,798.

3.2 Annotation task

Given the collection of documents described in 3.1,
the annotators were required to perform a “struc-
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tural annotation”, i.e. to recognize the distinct sec-
tions that compose the structure of a court judge-
ment. Thus, the task was to identify sections and
sub-sections (text segmentation) and to label those
segments (segment labeling).

The annotators were presented with text in free
form; they had to underline the segments of in-
terest and assign a label to them choosing from a
predefined set. This set of labels (called the “anno-
tation scheme”) and its development are described
in depth in Section 4. The annotation is aimed at
creating a dataset for legal text segmentation. The
general expectation was that the entire text would
be segmented and labeled (i.e. with no gaps be-
tween different sections), although this was not
made explicit in the annotation guidelines.

The annotators were given the possibility to re-
view and change their own annotations over time,
provided that such modifications were made inde-
pendently from other annotators.

3.3 Annotators

The annotation task was carried out by 9 law pro-
fessionals, all of whom have relevant experience
as both academics and practitioners: all but one of
them hold a PhD and they are all licensed lawyers,
having passed the Italian bar exam. While seniority
varies on an individual basis (years of professional
experience: min 3, max 23), they all have signif-
icant expertise in either civil law (4 annotators),
criminal law (1 annotator), or a mix of different
areas (4 annotators). As such, they are all famil-
iar with Italian legal language and did not require
ad hoc linguistic training. However, none of them
had ever annotated before. For this reason, three
law professionals with prior annotation experience
were consulted for an initial draft of the annota-
tion guidelines, but they did not perform the actual
annotation task.

The annotators were asked to fill out a feedback
questionnaire after the annotation process (see 5.4).

3.4 Annotation tool

Technical constraints and privacy issues prompted
us to use proprietary annotation software. We use
the Ellogon language engineering platform (Ntogra-
matzis et al., 2022), since it supports the task as
defined in 3.2. The platform had to be customized
to introduce the annotation labels of interest.

3.5 Agreement metrics

We evaluate agreement among annotators (Inter-
Annotator Agreement, IAA) in order to provide a
quantitative assessment of (1) the complexity of
the annotation task, and (2) the homogeneity of the
results. The annotation was carried out and anal-
ysed in the absence of a gold standard; we consider
appropriate annotations to be an incrementally re-
alised goal rather than a given (see also 5.3).

IAA has to account for 3 factors: a) presence
of labels; b) alignment of annotated segments; c)
agreement of labels assigned to segments. In order
to cover all of these characteristics, we employ the
~ coefficient (Mathet et al., 2015). It is computed as
the average of all local disagreements, referred to as
disorders, between units from different annotators:

4(s)
de(c)

Vsec,y=1-— )

with d(s) being the disorder of the annotation
set s and 6. (c) being the expected disorder of the
corpus c. Maximum agreement is represented by
v = 1, while v < 0 corresponds to the worst case,
where annotator agreement is worse than annotat-
ing at random. Following this methodology, units
of annotation are aligned to minimize the overall
disorder. We compute ~ scores not only for each
document, but also for each label defined in the
annotation scheme in order to identify the most and
the least disputed structural segments.

Finally, since annotators had the possibility of
going back to the documents assigned to them and
review their own annotations, we store periodic
dumps of the annotation database and estimate
self-agreement, i.e. the extent to which annotators
maintain the segments and labels they had already
selected. To this aim, we introduce the metric &,
calculated as:

T

Z|K|z‘

keK

S A g0

where T is the total number of periodic dumps
of the annotation database, K is the label set, and
S}, is the set of segments labelled with £ at time
7. Notice that ¢ takes into account only the inter-
section of segment sets at consecutive times, and
0 € [0;1].
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4 Annotation scheme

In this section we summarize the development of
the annotation scheme: first, we describe the initial
scheme as designed by a restricted pool of experts;
then, we recount its subsequent negotiation; finally,
we report the resulting annotation scheme.

4.1 Initial development of the annotation
scheme

The initial structural annotation scheme was devel-
oped through a reflection carried out by a small
group of legal experts with specific and comple-
mentary expertise in both legal practice and in the
digitization of justice. Specifically, these were: a
university professor, former judge at the Court of
Appeal of Milan; two legal professionals with pre-
vious annotation experience; and a researcher who
also has around 7 years of experience as a lawyer
and who is among the 9 annotators who carried out
the annotation task.

The annotation experts involved had previously
worked on complex structural annotation schemes.
By contrast, it was unanimously decided to keep
the structural annotation scheme simple, for two
reasons. First, the structural segmentation was, at
least initially, primarily aimed at distinguishing
the reasoning part of the judgment from the other
sections. Second, the more basic structural analysis
was to be complemented and enriched by a further
layer of more detailed argumentative annotation.

The initial annotation scheme featured 5 sections,
specifically:

* the section “Corte e parti” included the indi-
cation of the court, the panel of judges, and
the parties in the trial (i.e., the plaintiffs, the
defendants, and any intervening third parties);

e the section ‘“Antefatto” included back-
ground information, specifically on a) the
proceedings of the trial, and b) the reconstruc-
tion of the facts involved in the case;

« the section “Domande” identified the claims
and arguments brought forward by the par-
ties (i.e., claims made by the plaintiff(s) and
any counterclaims made by the defendant(s)).
Each claim would be labelled individually;

* the section ‘“Motivazione” identified the part
of the judgment in which the reasoning for the
decision of an individual claim is explained.

Each line of reasoning would be labelled indi-
vidually;

* the section ‘“‘Decisione’ identified the final
decision(s) on each individual claim. If there
are multiple decisions, each would be labelled
individually.

In the presence of multiple claims, lines of rea-
soning and decisions, they would be numbered to
link the three elements to one another.

The content of Italian court judgments is reg-
ulated by Article 132, c. 2 of the Italian Civil
Procedure Code (CPC), which stipulates that each
judgment “must contain: 1) an indication of the
judge who pronounced it; 2) an indication of the
parties and their attorneys; 3) the conclusions of
the prosecutor and those of the parties; 4) a con-
cise statement of the reasons of fact and law of the
Jjudgment; 5) the ruling, the date of the deliberation
and the signature of the judge.” Nonetheless, the
exact outline and structure of the judgments may
vary in practice (e.g. some judges may wish to add
section headings to structure their decisions, while
others may not; some may provide this information
into clearly separated sections, while others may
not; etc.). The initial annotation scheme was thus
developed taking into consideration not only the
structure of the judgments as currently regulated by
the CPC, but also as applied in practice by judges.

As one can see, the sections of this initial
scheme, while encompassing the essential elements
of the judgment outlined in the CPC, are not exactly
overlapping. Specifically, the contents of items (1)
and (2) are grouped in the "Corte e parti" section;
the contents of item (3) can be found in the "Do-
mande" section, the contents of item (4) correspond
to the "Motivazione" section, and the contents of
item (5) correspond to the "Decisione" section. Ad-
ditionally, the annotation scheme includes the "An-
tefatto” section!. Previous experimentation with
legal search models revealed that they would some-
times retrieve judgments based on content which
was presented as background information in the
case, even when the expected outcome would relate
to the reasoning section. This segmentation was
thus meant to aid the models in excluding poten-
tially irrelevant information by focusing on specific
sections.

'This element was actually mandatory in a previous ver-

sion of the CPC, but it has not been since 2009; in practice, a
lot of judges still use it.
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Please note that, at the time this annotation
scheme was devised, the technical specifics of how
the annotation would be carried out had not yet
been defined.

4.2 Negotiation of the annotation scheme

The initial annotation scheme was modified
through three meetings involving the entire group
of annotators. The need for discussion and negotia-
tion first became evident upon starting to apply the
initial annotation guidelines within the constraints
of the provided annotation tool. Specifically, there
was an interest in mapping the overarching struc-
tural relationships between claims, reasoning and
final decisions.

It was decided that individual claims, lines of
reasoning and decisions would be considered sub-
sections of more broadly defined sections. Fur-
thermore, it was noted that the annotations of
sub-sections could benefit from the definition of
“chains” of reasoning, practically consisting of pair-
wise relationships between a claim, the reasoning
on it, and the corresponding final decision.

After extensive discussion, it was further spec-
ified in the guidelines that the aforementioned
“chains” should simply reflect lines of reasoning,
without specifications on the nature of the reason-
ing itself (e.g. premise vs. conclusion, support vs.
contrast). It was concluded that these would be left
for a further layer of argumentative annotation, to
be performed at a later time. This integration of
the guidelines was considered necessary to prevent
annotators from labeling text segments based on an
“argumentative” and not a “structural” evaluation
of their content.

Another point that required a collaborative dis-
cussion was related to the distinction between rea-
soning and decision. As previously mentioned,
Italian court judgements are required to feature a
specific section, at the very end, where the main
decisions of the case are summarized: it is the so-
called “Dispositivo” (final ruling), typically placed
after the heading PQM, which translates to "For
These Reasons". However, judges often "antici-
pate” their own decision within the body of the
reasoning, as it may come naturally to conclude
a given line of thought. The annotators thus con-
cluded that within the "reasoning" section there
could be "decision" sub-sections attributed to spe-
cific text segments.

4.3 The resulting annotation scheme

As a result of the collaborative (re)negotiation of
earlier annotation schemes, the annotators came to
agree on a set of guidelines, which were then used
to annotate the dataset. We call these guidelines
the "resulting annotation scheme", summarized in
Table 1.

This annotation scheme is meant to segment Ital-
ian court judgements of civil proceedings at two
levels: sections and sub-sections. The sections cor-
respond to the ones presented in 4.1. Sub-sections
are possible for the last three sections. These
are meant to distinguish between different claims
(e.g. <dom1>, <dom2>), different lines of reason-
ing (e.g. <mot1>, <mot2>), and different decisions
(e.g. <dec1>, <dec2>). The sub-sections can be
put in relationships of the type (<dom>,<mot>) or
(<mot>,<dec>) if a motivation for decision <dec>
on claim <dom> is explicit in the document, other-
wise a (<dom>,<dec>) relation could be specified.

S Analysis and discussion of the results

The results of our work include the annotation
scheme as well as the output of the annotation activ-
ity. We evaluate Inter-Annotator Agreement from
both a quantitative and qualitative perspective and
we report annotator feedback.

5.1 Appraising the resulting annotation
scheme

Given the somewhat unusual nature of our proce-
dure, does the resulting annotation scheme reflect
what we might expect?

Considering the provisions of the Italian CPC
(see 4.1), it is not surprising that a similar 5-part
subdivision can be found in other works on Italian
legal NLP (Galli et al., 2022; Licari and Comande,
2022). Contrary to what one may expect, though,
Italian judgments often do not conform to a strict
standard, with some sections (<KANT> and <MOT-
SEZ>) being presented in different orders or not
being clearly distinguished from one another. Text
segmentation of Italian judgements is therefore not
a trivial task, which motivates the need for text
segmentation models to be carefully evaluated.

The scheme is also comparable to other works in
the literature that have, within a variety of legal con-
texts, outlined a structural segmentation of court
judgements (see e.g. Wyner et al., 2013 for the
UK, Poudyal et al., 2020 for the European Court of
Human Rights, Glaser et al., 2021b for Germany).
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Sections Sub-sections Italian Explanation
<COR> Corte e parti  Court, judicial panel, parties
<ANT> Antefatto Background information
<DOMSEZ> <doml1>,<dom2>,... Domande Claim(s) and argumentation of the parties
<MOTSEZ> <motl1>,<mot2>,... Motivazione Reason(s) for the final decision(s)
<DECSEZ> <decl1>,<dec2>,... Decisione Final decision(s)

Table 1: The resulting annotation scheme for Italian court judgements of civil proceedings.

5.2 Annotator agreement

We report the results obtained for the metrics intro-
duced in 3.5.

Before computing the agreement metrics, some
cleaning operations were applied to the section
annotation results. In particular, since sections
are meant to be as contiguous as possible, quasi-
consecutive segments with the same label were
merged into a single segment. For practical pur-
poses, segments within a distance of 25 char-
acters from one another were considered quasi-
consecutive. Duplicates and quasi-duplicates (i.e.
segments that share at least 90% of another seg-
ment underlined later) were deleted, since they
likely result from technical difficulties with the
annotation tool. Finally, documents with partial
annotations (i.e. with segments labelled with less
than half of the labels in the annotation scheme) are
not considered in the agreement evaluation. This is
motivated by the expectation that each document
contains at least one segment fulfilling each func-
tion, and does not undermine the results, resulting
in the exclusion of only 3 documents for the sec-
tion annotation and 6 documents for the subsection
annotation.

Table 2 reports the ~y score statistics for both
sections and sub-sections. High standard deviation
suggests that some documents were more complex
to annotate than others.

Segments | Mean~ | Std.Dev. | Max. v
per doc. ol
Sections 9.92 0.635 0.225 0.996
Sub- 13.79 0.483 0.260 0.995
sections

Table 2: Average per-document number of annotated
segments and +y score statistics over retained documents.
Notice v < 0 on a document if the annotation agree-
ment is worse than the null case of random annotations,
whereas v = 1 on a document if annotations perfectly
agree.

As the table shows, the number of labeled seg-
ments in each document exceeds the cardinality

of the label set, which indicates that the sections
tend to be discontinuous and sparse inside the doc-
ument. Indeed, Figure 1 shows that both in a doc-
ument with well-aligned and in another document
with poorly aligned annotations, some sections are
interrupted by others and re-appear later in the text.

Figure 2 shows the confidence intervals of v
scores for each section type, indicating that some
sections are more difficult to locate than others.
While the <COR> section is usually located at the
beginning and is therefore widely agreed upon, the
location of the <ANT> section varies depending on
the judge and the specific case. Agreement on the
<DECSEZ> section is among the lowest. As dis-
cussed in 4.2, although the final decisions typically
conclude the judgement, anticipations of the deci-
sions can be found in previous sections, leading to
interpretative differences as to what constitutes a
final decision. Although we do not have a baseline
we can compare our results against, our findings
are consistent with those reported by Wyner et al.
(2013).

To gain a deeper understanding of the causes
for disagreement, we calculated how frequent it
was for the annotators to label the same segment
differently, i.e. the categorial dissimilarity d.,; be-
tween aligned annotators units. As expected, the
label pairs (a, b) that showed the highest disagree-
ment, i.e. the highest number of segments that
were annotated with a by one annotator and with b
by another annotator, were (<ANT>, <DOMSEZ>)
and (<KMOTSEZ>, <DECSEZ>).

Figure 3 shows the confidence intervals for y
scores for each subsection type. Agreement drops
significantly for these more fine-grained labels.
<dec> segments are the ones that raise the high-
est disagreement, while segments of the other two
types are comparable in terms of agreement. The
higher numerosity of <dec> segments likely plays
a role in their higher variability.

To calculate the metric we introduce, namely
self-agreement over time, we made 4 dumps of
the database, one before each negotiation meeting
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Figure 1: Example of alignment (top image) and misalignment (bottom image) of segments selected and labelled by
two annotators for two documents. The horizontal axis represents the position of characters in the document.
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Figure 2: « score mean and 95% confidence interval for
each section label.

and one at the end of the annotation process. We
found an average ¢ of 0.963, with a standard devi-
ation of 0.151, which indicates that few changes
were made to annotations over time. In particular,
the mean ¢ reveals that few changes occurred as a
consequence of the meetings, but its standard devi-
ation suggests some annotators made much more
extensive modifications than others.

5.3 Qualitative analysis of annotator

disagreement

While agreement metrics are important in the eval-
uation of annotation, the investigation of disagree-
ment can reveal important considerations which
can greatly improve the annotation process (Lee
et al., 2022; Plank, 2022). This section presents a
brief but illustrative qualitative analysis of some
outputs of the annotation: the aim is to high-
light where the agreement between the annotators
proved to be weak, leading us to reflect on what
might be the primary causes of the disagreements.

From a legal standpoint, unfair competition is
a rather complex matter and the judgments tend
to exhibit a convoluted structure, with the judges

Subsections

mot
I

Figure 3: ~ score mean and 95% confidence interval for
each subsection label.

having to address a large number of claims brought
forward by the parties. This complexity is cer-
tainly a challenge for the annotators, who need to
deduce and combine non-trivial information to ar-
rive at the label (Malik et al., 2022). As reported
in 5.2, the label pairs that exhibited a higher level
of disagreement between annotators were (KANT>,
<DOMSEZ>) and (KMOTSEZ>, <DECSEZ>). We
now review an example for each label pair.

Background information may be presented and
evaluated throughout the entire judgement; an an-
notator might therefore be uncertain as to which
label to apply. For example, the facts of the case
can contribute to the argumentation of the reason-
ing section (see Figure 6 in the Appendix). Addi-
tionally, the judge may reference the claims of the
parties in their summary of the facts (see Figure 4).
Given the ambiguity, Annotator 1 (left) decided to
remark the presence of the claims (KDOMSEZ>, in
green), while Annotator 2 (right) chose to label the
entire section as background information (KANT>,

in purple).
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ANT

ANT

lamentato: a) la diffusioneVnon autorizzata sul
sito internet [link], ( riferibile ad A. SR.L.
successivamente divenuta A.L.P. SR.L), di
immagini relative a prodotti dell'attrice e
segnatamente di un impianto per la lavorazione di
prodotti vegetali da destinare all'alimentazione (c.d
impianto pilota Sterilohm per vegetali in cubetti -
30+ 30 KW) ; nonché b) la diffusioni sul
medesimo sito di informazioni relative a referenze
commerciali in realta riferibili ad E. S.R.L.|Ha
lquindi dedotto la respons:
titolo di concorrenza sleale ex art. 2598 n 2 c.c. per

appropriazione di pregi ed ex art. 2958 n 3 c¢.c}, per

della convenuta a

lamentato: a) la diffusioneYnon autorizzata sul
sito internet [link], ( riferibile ad A. SR.L
successivamente divenuta AL.P. SR.L.),di
immagini relative a prodotti dell'attrice e
segnatamente di un impianto per la lavorazione di
prodotti vegetali da destinare all'alimentazione (c.d
impianto pilota Sterilohm per vegetali in cubetti -
30 + 30 KW) ; nonché b) la diffusioni sul
medesimo sito di informazioni relative a referenze
[commerciali in realta riferibili ad E. S.R.L. Ha
quindi dedotto la responsabilita della convenuta a
titolo di concorrenza sleale ex art. 2598 n 2 c.c. per
appropriazione di pregi ed ex art. 2958 n 3 c.c., per

atti contrari alla correttezza professionale.|Nel atti contrari alla correttezza professionale. Nella
causa cosi radicata si & costituita in giudizio 4 |.

dichiarando di aver provveduto alla rimozion

causa cosi radicata si & costituita in giudizio A.L.

dichiarando di aver provveduto alla rimozione di

DOMSEZ

Figure 4: Excerpt showing disagreement between two
annotators (KANT> - purple, <DOMSEZ> - green).

In addition to the inherent difficulty of the sub-
ject matter, there is potential ambiguity in the an-
notation guidelines: as can be seen from Figure 5,
Annotator 1 (left) identified parts of the decision (in
orange) also within the section containing the legal
reasoning (in blue), whereas Annotator 2 (right)
labeled the entire segment as legal reasoning (see
Figure 7 in the Appendix for another example). Al-
though the negotiation meetings featured extensive
discussion on the use of the <DECSEZ> and <dec>
labels, some ambiguity remains, leading annotators
to different interpretations.

MOTSEZ MOTSEZ
Fax (...) - P.IVA (...)) ed in prossimita della\/ Fax (...) - PIVA (...)) ed in prossimita della

didascalia "progettiamo ¢ costruiamo una serie di
impianti pilota su misura

didascalia "progettiamo ¢ costruiamo una serie di
impianti pilota su misura per applicazioni comuni
oppure da studiare con la clientela". Detto
comportamento risulta idoneo ad ingenerare nel
pubblico dei potenziali acquirenti lerroneo
convincimento che la progettazione e realizzazione
del suddetto impianto sia attribuibile ad A.L. con
conseguente potenziale ampliamento della clientela
di quest'ultima a detrimento delle analoghe
"chances" legittimamente spettanti ad E

pplicazioni comuni

comportamento risul neo ad ingenerare nel

pubblico dei potenziali enti l'erroneo
convincimento che la p:

del suddetto impianto si

ettazione e realizzazione

Secondo quanto da tempo chiarito dalla
giurisprudenza "la riproduzione non autorizz{ \, su

DECSEZ

Figure 5: Excerpt showing disagreement between two
annotators (KMOTSEZ> - blue, <DECSEZ> - orange).

Secondo quanto da tempo chiarito dalla

non autorizzata, su

giuri: "lari

It is evident that <MOTSEZ> is a complex sec-
tion whose content interacts with other sections
through complex textual realizations; as such, it
is difficult to annotate in an unanimous fashion.
Let us reiterate that we do not intend to conflate
this complexity into an aggregated "ground truth";
rather, we are actively experimenting with meth-
ods that can capture and appreciate interpretative
differences.

5.4 Annotator feedback

As we have extensively discussed, the annota-
tors were encouraged to (re)negotiate the annota-

tion scheme and guidelines over several meetings.
Given the difficulty of legal annotation, we believe
this to be crucial in making annotators feel sup-
ported. Not only did we believe that this process
would improve annotator certainty (Nedoluzhko
and Mirovsky, 2013; Andresen et al., 2020), but
we also hoped it would help annotators be satisfied
with their work. To measure this, we asked the an-
notators to fill out a questionnaire to provide anony-
mous feedback on the annotation process. Based
on the feedback we gathered, it appears that anno-
tator certainty increased slightly after the meetings
(35%). Additionally, all respondents but one?: a)
express satisfaction with the work they have done;
b) report that the meetings facilitated a more thor-
ough comprehension of the annotation process; c)
indicate that the meetings were instrumental in re-
visiting guidelines that were not sufficiently clear
or appropriate.

6 Conclusion and Future Work

This paper introduces a novel annotation procedure
based on the active participation of an entire group
of domain experts in the process of creating and
negotiating the annotation guidelines. An interdis-
ciplinary research team, involving experts from the
legal, linguistic and computer science fields, has ac-
tively collaborated in order to address the common
issues faced in the annotation of legal documents.
The result of this procedure is an annotation scheme
tailored to Italian case law judgments, which pro-
vides a unifying structure to integrate the sections
mandated by the law and the ones used in practice
by judges. We consider these to be preliminary
results in the ongoing development of a reliable
procedure that will be extended in future work. We
are currently experimenting with the annotation of
more fine-grained phenomena: the structure out-
lined by our annotation scheme serves as the basis
for the annotation of legal arguments. Since the
work presented here is still ongoing, we are unable
to release the annotated dataset and the annota-
tion guidelines at present; however, the annotation
scheme is presented in Table 1 and its development
is documented in Section 4.

Our project comes at a crucial time in the pro-
cess of re-thinking how the judicial system works

%In the questionnaire these were presented as statements
that the annotators could either agree, partially agree, or dis-
agree with. The same individual disagreed with all of them;
regrettably, since the feedback is anonymous, we can not reach
out to them directly to understand what may have gone wrong.
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in Italy. The work of law professionals is changing
due to the introduction of increasingly sophisti-
cated technological tools. The annotations we col-
lect will be used to build corpora that represent the
structure and argumentation of Italian court judg-
ments. Leveraging segmented case law judgments
can improve both keyword-based and semantic-
based search of legal precedents. We are actively
experimenting with different techniques, including
few-shot learning, that can leverage this data to
improve the efficiency of legal search. The long-
term goal is to integrate these tools into a document
builder that supports Italian judges in the drafting
of court judgments.

The annotation of a small set of 50 judgments
was used to elaborate, apply and evaluate a novel
annotation procedure, capable of taking into ac-
count the nuances that the legal subject matter
brings, especially when applied to complex cases,
while also allowing domain experts to be ade-
quately valued in their specific expertise. Dis-
cussions on the ethics of legal NLP abound, with
emphasis on the data and its potentially harmful
uses. While crucial, these discussions would bene-
fit from further reflection on how the data is being
annotated. We hope that our results can inspire
researchers and practitioners to carefully consider
these issues in future work.

Ethics Statement

Our work is meant to inspire reflection on the treat-
ment of annotators in the field of legal NLP. Specif-
ically: a) we make it a point of involving legal
professionals, not law students; b) the annotators
involved in the project won a public selection com-
petition to participate in a project aimed at the digi-
talization of the Italian judicial system; c) the an-
notators are all hired to work on the project and
receive adequate pay; d) we make sure that their
specific expertise is valued by involving them in the
creation and negotiation of the annotation guide-
lines; e) we take measures to track whether they
are happy with the work they are doing.

Limitations

Although our annotation procedure envisions a ne-
gotiation process among an entire group of legal
experts, due to time constraints each document was
eventually annotated by either 2 or 3 annotators.
Having the entire group annotate every document
might have yielded more interesting and fruitful

discussions for the negotiation process and allowed
for a deeper analysis of annotator (dis)agreement.
We also have to point out that several annotators
lamented technical difficulties in using the annota-
tion tool (due to the limitations of the tool itself);
this may have severely impacted annotation quality.
We wish to address these limitations in future work.
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A Appendix: additional examples

Additional examples of annotator disagreement,
discussed in 5.3.

ANT MOTSEZ

2.3 Analoghe considerazioni devono fonularsi con
riguardo all'appropriazione - attraverso la
riproduzione, mediante diapositive ( "presentazione
power point") reperibili sul menzionato sito [link]
alla pagina [link] ed alla voce "references" in
materia di c.d. "tecnologia ohmica" - di referenze
commerciali relative a quattro impianti industriali
di trattamento termico ohmico e di
confezionamento asettico installati in

Grecia, e venduti ai clienti I. S.A. ed A. S.A. con
sede a L., ed al macchinario ( riscaldatore ohmico)
venduto in Francia in parte ad altra ditta (O.

2.3 Analoghe considerazioni devono fo¥mularsi con
riguardo all'appropriazione - attraverso la
riproduzione, mediante diapositive ( "presentazione
power point") reperibili sul menzionato sito [link]
alla pagina [link] ed alla voce "references" in
materia di c.d. "tecnologia ohmica" - di referenze
commerciali relative a quattro impianti industriali
di trattamento termico ohmico e di
confezionamento asettico installati in

Grecia, e venduti ai clienti I. S.A. ed A. S.A. con
sede a L., ed al macchinario ( riscaldatore ohmico)
venduto in Francia in parte ad altra ditta (O.

Figure 6: Excerpt showing disagreement between two
annotators (KANT> - purple, <MOTSEZ> - blue)

DECSEZ MOTSEZ
2. La domanda proposta da E. S.R.L. & fondata e
merita accoglimento ai sensi e nei termini di cui in

2. La domanda proposta da E. S.R L. & fondata ¢

merita

coglimento ai sensi e nei termini di cui in

motivazione. motivazione

2.1Preliminarmente deve essere rigettata la tesi, 2.1Preliminarmente deve essere rigettata la tesi,

affacciata dalla convenuta, dell'intervenuta affacciata dalla convenuta, dell'intervenuta

cessazione della materia del contendere.|Infatti, cessazione della materia del contendere. Infatti,

‘secondo quanto chiarito dalla giurisprudenza di
legittimita "In tema di concorrenza
carattere essenziale e tipico dell'azione inibitoria ex
art. 2599 cod. civ. & quello di apprestare una tutela\ || art. 2599 cod. civ. & quello di apprestare una tutela

secondo quanto chiarito dalla giurisprudenza di

ale, il legittimita "In tema di concorrenza sleale, il
carattere essenziale e tipico dell'azione inibitoria ex

MOTSEZ

Figure 7: Excerpt showing disagreement between two
annotators (KMOTSEZ> - blue, <DECSEZ> - orange).
The unlabeled segments (in black) are an example of
the quasi-consecutive segments referenced in 5.2, which
were likely caused by technical difficulties with the
annotation tool.
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Annotating Decomposition in Time: Three Approaches for Again
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Abstract

This paper reports on a three-part series of orig-
inal methods geared towards producing seman-
tic annotations for the decompositional marker
again. The three methods are (i) exhaustive ex-
pert annotation based on a comprehensive set of
guidelines, (ii) extension of expert annotation
by predicting presuppositions with a Multino-
mial Naive Bayes classifier in the context of
a meta-analysis to optimize feature selection
and (iii) quality-controlled crowdsourcing with
ensuing evaluation and KMeans clustering of
annotation vectors.

1 Introduction

The goal of this paper is to present a series of three
original methods in the context of, and first hands-
on results for, ascertaining theoretically relevant
ambiguities in readings of historical data on decom-
position. Decompositional adverbs (e.g., again and
its relatives in many languages) have attracted atten-
tion not only in the context of formal analyses (say,
structural vs. lexicalist) since they are insightful, if
not uncontroversial, in their own right. They also
touch on the representation of events, presupposi-
tions, and more generally the way the structural and
the meaning components of particular languages
are to be related (cf. Rapp and Stechow, 1999;
Beck, 2005; Zwarts, 2019; Ausensi et al., 2021,
among many others). Moreover, recent inquiries
into diachronic formal semantics have crucially
shown that diachronic data can not only receive
motivated theoretical analyses but are also able
to elucidate synchronic debates that could not be
solved otherwise thus far (Beck and Gergel, 2015;
Degano and Aloni, 2022). However, major prac-
tical issues with much needed diachronic data are
the costly process of extraction w.r.t. high-quality
data, their reliable annotation, stronger validation
(than, say, the intuitions of individual researchers),
and, when possible, partially automatic amplifi-
cation/replication. The structure of this paper is

remus.gergel}@uni—-saarland.de

as follows: In section 2, we start off with a dis-
cussion of the English adverb again and its main
readings — as relevant to the discussion at hand.
Next, we discuss the three methods for producing
semantic annotations for again: In section 3, we go
into detail regarding the procedure behind exhaus-
tively annotating its various readings with a team
of expert annotators based on syntactically parsed
diachronic corpora of English (ranging through-
out recorded history, from Old to Modern English;
our concrete focus here lies ‘only’ on the last two
to four centuries). The first slice of this seman-
tic annotation, i.e., all 1,901 uses of again in the
Penn Parsed Corpus of Modern British English
(2nd ed., ‘PPCMBE?2’, cf. Kroch et al., 2016), is
ready to be shared with the community along with
a tool to be merged with users’ own instances of the
PPCMBE2. The second method discussed in this
paper (section 4) seeks to tap into the semantically
enriched data and extend the expert annotation: We
discuss the performance of a Multinomial Naive
Bayes classifier in predicting the main readings
of again in PPCMBE2. We do so in the context
of a meta-analysis exploring the best-performing
feature combinations based on a set of 16 differ-
ent features of three different major types (features
based on our semantic annotation, structural fea-
tures drawn from the pre-existing syntactic parsing,
and ‘naive’ features based on the textual surface).
We cover the third and final approach in section 5.
It reports on what we call an ‘informed crowdsourc-
ing experiment’, which we designed to explore
crowd aptitude for providing nuanced semantic an-
notations on diachronic data — natural language
data for which our (‘informed’) crowd workers can
have no actual native speaker intuitions whatsoever
(as the bearers of truly native intuition are dead).
Here we report on the performance of KMeans clus-
tering of the crowdsourcing data when compared to
our gold standard of expert annotations. We close
with a general discussion in section 6.
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2 Again and its readings

The natural language phenomenon at the core of
all annotation tasks discussed here is the English
adverb again and its well-documented ambiguity.
Consider the example corpus data (1) and (2):

1) i.

then must be
(token 345)

[A]Il the plants
examined,

[...]

ii. and those which are planted in pots,
should in the following year’s bloom
be again examined (349)
(FALLOWFIELD-1791-2,34.349,
‘Gardening Calendar’)

2) i.  He sat really lost in thought for the
first few minutes; (token 565)
[...]
ii. He [Mr. Knightley] hesitated, (618)
iii. gotup. (619)
[...]
iv. and he sat down again; (633)

(AUSTEN-1815-2,169.633, ‘Emma’)

The adverb again in (1) has a repetitive reading
(‘rep’): An event of the same kind (examining
plants) is presupposed. The again in (2) has a resti-
tutive/counterdirectional readings (‘res/ct’), i.e.,
the again here does not presuppose a sitting-down
event by Mr. Knightley but an event in the opposite
direction. This presupposition is satisfied in (2-iii)
where [he] got up. The result state of the sitting-
down event restores a state that held at a time prior
to reference time. Note, that in (2) we could natu-
rally assume that Mr. Knightly must have sat down
at some point prior to the reference time for (2-iv).
In fact, we can infer as much from the context (2-1)
but it is never asserted in the prior contexts. Thus,
in the domain of relevant times (as far as available
in the context) we don’t find the repetitive presup-
position satisfied in the context. While the result
state is overtly spelled out in (2-iv), this need not
always be the case for res/ct uses, cf. (3) where
again — on a decompositional analysis — has access
to the result state of its predicate:

3) a. [T]ake them [the trees] up in the fall
of the year, give the roots and heads a
pruning, (token 391f)
b. and plant them again [...] (393)

(COBBETT-1838-2,156.393, ‘English

Gardener”)

These two main readings, rep (1) and res/ct (2)-(3),
are the most frequent ones in the data discussed
here and in line with the literature (cf. Gergel and
Beck, 2015). A third relevant reading of again
are discourse-marker uses, which have a discourse
organizing function rather than operating on predi-
cates (‘dm’). Other smaller readings of again exist
in the historical data but are not reported here for
the sake of brevity (labeled ‘other’ in the discussion
below).

3 Expert annotation of again and its
various readings in PPCMBE2

3.1 Method

Based on presupposition (PSP) satisfaction in the
linguistic context, our multi-annotator team (i) clas-
sified any use of again according to its reading,
(i) marked the main verb of the again-predicate
(‘target verb’), and (iii) marked the main verb of
the antecedent satisfying a relevant PSP. Other cate-
gories were marked in absence of a verb (e.g., Rain
again |[...] cf. RUSKIN-1882-2,3,1019.286). Con-
textual material was still marked as antecedent —
and additionally labeled with an ‘inference’-tag —
if it ‘only’ allowed the inference of a relevant PSP
but did not constitute a perfect antecedent in a nar-
row sense. Early stages of the annotation process
were marked by iterative cycles of ongoing annota-
tion work informing our annotation guidelines and
vice versa. In later stages, our annotators worked
on the basis of a detailed multi-page set of annota-
tion guidelines. A crucial point, on a macro level,
was to have a robust set of rules to yield uniform
decisions for known uses of again and to allow
for sensitivity for unknown/deviant uses of again
while remaining general enough to capture the var-
ious types of predicates again can operate on. On
a micro level, our annotation guidelines needed to
be able to handle the intricacies in the linguistic
representation of event structure not only of again
events but especially the interaction with (compet-
ing) potential antecedent events. Every single use
of again received (at least) two independent anno-
tations by trained annotators. Disagreements after
the first round of annotations were cleared up by
repeated reviews and finally consolidated by either
a third annotator or by a team consensus.

3.2 Results

To illustrate: Based on our expert annotations, we
get the diachronic picture in Table 1 and Figure 1
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for Late ModEng (L1-L6), i.e., the PPCMBE2
corpus. These two simplified graphs represent
the entire set of 1,901 uses of again from the
period and show the relative frequency of the
two major readings ‘repetitive’ (rep) and ‘resti-
tutive/counterdirectional’ (res/ct), as well as dis-
course marker uses (dm), and the above mentioned
fourth class (other) (containing minor other read-
ings and low-frequency occurrences of unresolv-
able ambiguity/unclear cases). In particular, the
overall decrease of res/ct readings clarifies and cer-
tifies previous accounts on the diachronic develop-
ment of again w.r.t. its two major readings (Beck
et al., 2009; Gergel and Beck, 2015), which had
been done on disparate corpora (i) (solely) based
on correspondence and (ii) lacking the 18th century
(currently the most general unified corpus is used,
from which Tab. 1 is an example).

subperiod rep | res/ct dm | other
L1, 1700-1734 | 50.6 | 42.7 | 4.5 22
L2,1735-1769 | 51.2 | 43.1 24 34
L3,1770-1804 | 59.7 | 33.1 5.3 2.0
L4, 1805-1839 | 58.0 | 339 | 53 2.8
L5, 1840-1874 | 64.1 247 1 103 0.8
L6, 1875-1910 | 60.7 | 25.0 | 12.6 1.7

Table 1: Frequency of readings over time in %

60
—— rep
?Té 30 res/ct
g 40 —e dm
§ 30 —— other
9 20
[V
10 :
L1 W 3 L4 L5 L6

Six 35-year subperiods of (L)ate Mod.E.;
ranging from 1700 to 1910

Figure 1: Frequency of readings over time in %

4 Classifying agains with a Multinomial
Naive Bayes classifier

4.1 Methods

Based on the expert annotations introduced in sec-
tion 3 together with a variety of features, we car-
ried out a meta-analysis to find the most promis-
ing features in predicting readings of again with a
Naive Bayes classifier. We reduced our data set of
1,901 annotations to the 1,722 uses that represent
either rep (64.4%) or res/ct (35.6%) uses of again.
For these 1,722 agains, we collected 16 different
features of three major distinct types: (i) “Naive”
features that can be drawn from the linear surface

of the text material, (i1) annotational features as
per our semantic annotation (but crucially not in-
cluding the classes of readings, i.e. the dependent
variable), and (ii1) structural features rooted in the
pre-existing syntactic parsing of the data. These
features we modeled as count vectors in separate
feature matrices for which we computed all pos-
sible feature combinations. Over each of the re-
sulting 65,535 different combinations of features,
we ran 10 train-test-cycles of a Multinomial Naive
Bayes classifier (with a repeated and randomized
4:1 split between training and testing data for vali-
dation) as pretests and 100 train-test-cycles if the
pretest gave an accuracy above 77.5%'. (Pedregosa
et al., 2011; Pustejovsky and Stubbs, 2012)

4.2 Results

We achieve an average accuracy of up to 81.46%
in classifying uses of again as either rep or res/ct
(based on 100 cycles, standard deviation=2.18%).
A set of core features is involved in most feature
combinations that achieve average accuracies of
81% or higher: 1. antecedent verb, 2. target verb,
3. distance between antecedent material and again,
4. distance between again and target verb (also en-
codes precedence by including negative values),
5. word forms/unigrams in the again-clause (as
delimited in the syntactic parse). For the average
accuracy to go beyond 81% varying other features
— often to the exclusion of one another — need to be
included. The average accuracy of only the listed
features (1.-5.) combined is 80.67% (based on 100
train-test cycles, std.=2.13%). Fig. 2 shows the av-
erage accuracies by the number of features. What
this also shows is that an abundance of features
seems to stunt the classifier and, while improv-
ing accuracy overall, also put a cap on it. For the
43 different feature combinations that achieve 81%
or higher (purple line in Figs. 2 and 3), the average
number of features is 8.58. Another important ob-
servation: If we remove all annotational features
(especially those pertaining to antecedent material)
and rely only on e.g. 3 features that can be gleaned
from this corpus data with relative ease (from the
preexisting part-of-speech and syntactic annota-
tions): 1. target verb, 2. distance between target
verb and again, and 3. the object language items

! The pretesting was necessary as a measure to reduce
computational load. The threshold of 77.5% was informed
by previous (shorter) runs in an attempt to strike a balance
between expected computational load and desired robustness
in the upper range of obtained average accuracies.
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in the again-clause — with each having a single-
feature accuracy of 73.7%, 63.2%, and 74.6%, re-
spectively, — we get an average accuracy of 78.3%
(std. 1,93% over 100 train-test cycles). The re-
ported accuracies can be considered a promising
first result and, especially since the classifier we
used here is insensitive to order (e.g., word order)
or weight of features, a result that might be im-
proved upon, e.g. by expanding to again-clause
bigrams.
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Figure 2: Average accuracy by number of features for

65,535 feature combinations; based on 10 or 100 train-
test cycles respectively
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Figure 3: Distribution average accuracy for 65,535 fea-
ture combinations; based on 10 or 100 train-test cycles
respectively

5 Informed crowdsourcing pilot

5.1 Methods

For this approach we recruited students as crowd
workers from two consecutive lectures at the En-
glish department at Saarland University. The mo-
tivation for this course of action was owing to the
intricate nature of the annotation task, i.e., heavily
context-dependent semantic annotations on histor-
ical language data (with potential antecedent ma-
terial at varying distances to the PSP trigger — at

times significantly greater than, for instance, pro-
noun reference resolution tasks). Therefore, we
needed to be able to communicate with our crowd
members in order to quickly respond to uncertain-
ties. We characterize the students who participated
as ‘informed crowd’ because, on the one hand,
they were not mere speakers of English provid-
ing intuitions but, on the other hand, they were not
fully-trained as expert annotators. As students en-
rolled in an English program, our workers’ depths
of formal commitment to linguistics is varied: To
a large degree, their backgrounds include teachers
in training, which means that English is one out of
at least two subjects. In other cases, their English
studies include a strong emphasis on literary and
cultural studies. In next to none of the cases were
the student crowd workers formally trained experts.
Judging from participants’ place of birth — 83.6%
out of the 128 participants who submitted annota-
tions for this pilot study were born in Germany —
they are overwhelmingly native speakers of Ger-
man. In order to generate a return of investment
for our students/crowd workers’ contributions, the
lectures were drafted so that the crowdsourcing
experiment would complement the lectures well.
The first was a history-of-English lecture, the sec-
ond a contrasting-grammars lecture. Both lectures
featured a discussion of the diachrony and the se-
mantics of again along with an exploration of the
guiding research questions and, thus, a connection
to the ongoing annotations tasks. Our crowd work-
ers were given a heavily stripped and condensed
version of our annotation guidelines, a practice
data set, regular tutorial sessions and a recorded
tutorial (i.e. a ‘how-to video’). We distributed in-
dividualized data sets, each containing five uses
of again on a weekly basis directly to students’ in-
boxes (to minimize the possibility for teamwork).
To avoid scarcity in the crowd-provided annota-
tions, we only used a subset of the PPCMBE and
the PPCEME (Kroch et al., 2004) data, i.e., 328
agains. Submissions were handled with the assign-
ment functionality of our home institution’s online
learning platform. Each student had to perform and
submit a minimum of three sets of annotations over
the course of a semester as part of their minimum
grading requirement. An important note here is
that submissions were graded exclusively based on
formal criteria of the annotation scheme and not on
any notion of ‘correctness/incorrectness’ of annota-
tions as such (e.g., relative to a gold standard or the
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rest of the crowd). After the elicitation phase which
yielded 3,319 valid annotations, we prepared the
crowd-provided data for analysis by vectorizing the
crowdsourced annotations. For a toy example of
this conversion, consider Table 2 (pre-) and Table 3
(post-conversion). Moreover, see Table 4 where the
sums of the toy data point vectors are combined
into the unit vector ul (along with another toy unit
vector u2):

data point | factor | unit | annotator | ..

dpl lev_1 ul a9
dpl lev_1 ul a2
dp3 lev_2 ul ad

dp4 lev_3 ul a7

Table 2: Annotations as levels

datapoint | lev_1 | lev_2 | lev_3 | unit | annotator | ..
dpl 1 0 0 ul a9
dpl 1 0 0 ul a2
dp3 0 1 0 ul a4
0 0 1 ul a7

dp4

Table 3: Annotations as one-hot vectors

datapoints | lev_1 | lev_2 | lev_3 | unit | ..
dpl —dp4 2 I I ol | .
1 2 2 u2

dp5 —dp9

Table 4: Unit vectors as total of one-hot vectors

5.2 Results

We tested three different approaches for eliciting
a ‘crowd winner’ and evaluating the crowd annota-
tions in contrast to our gold standard provided by
our team of expert annotators. The first was a sim-
ple majority vote approach? — with 1ev_1 coming

2 In order to avoid ties (u2 in Tab. 4), all data point vectors
were adjusted for meta-features of the respective data point:

* experiencegq, stands for the experience the worker
had when providing the data point at hand (ranging from
Oto11),

* average evaluationg, stands for the average
evaluation (i.e. the point system for grading purposes) a
student received for the submission of the data set the
data point originates from (from 0.0 to 1.0),

* semester progressg, stands for how far into the
semester (i.e. ordinal number of weekly data roll-outs)
the data point was produced (from 1 to 12), and

* motivationg, gives the total number of data sets the
worker submitted who provided the data point at hand
(from 2 to 12).

The features were ranked based on our intuition for respective
relevance and scaled to such small weights that they could not
tip the scale over the number of available crowd votes:

(1+(103 *
(L+(10°  *
(1+Q10° =
(1+(1012 =

experiencegy)) *

average evaluationg,)) *
semester progressg)) *
motivationg))

tie breakergp

out as the winner for unit ul in the toy example
in Tab. 4. In the second approach, we adjusted
the bare data point vectors by crowd quality met-
rics ("CrowdTruth”; cf. Aroyo and Welty, 2013a,b,
2015; Dumitrache et al., 2018). Similar to simple
majority vote, the highest value for a unit vector
yielded the ‘crowd winner’. The third approach
was also based on crowd quality adjusted anno-
tation vectors but relied on a KMeans algorithm
for unsupervised classification of unit vectors (Pe-
dregosa et al., 2011). We chose the number of clus-
ters (‘K’) with the ‘within-cluster-sum-of-squares’
heuristic (WCSS, ‘elbow method’; cf. Fig. 4).
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Figure 4: Within Cluster Variation by Ks

Out of the three different approaches, KMeans
clustering proved to yield the highest accuracy
rates. The detailed results are given in Table 5
where the rows show the gold-standard based read-
ings (other were excluded in this pilot). The abso-
lute numbers (‘N’) represent the number of agains
available respectively per class and/or period. The
corresponding percentages report the accuracies of
the KMeans clustering. In addition to per-period,
per-century, and overall accuracies, we report Co-
hen’s Kappa in the bottom row. We get high accura-
cies for the repetitive readings (‘rep’) consistently
throughout all periods. The lowest percentage ac-
curacy we get for the restitutive/counterdirectional
agains (‘res/ct’) — especially in the older data
(75.0%). It is predominantly the res/ct-reading
that is responsible for a decreased overall accuracy
of older data.

17" c. 180 ¢. 197 ¢. all
N % N % N % N %
rep 51 941 56 875 69 884 | 176  89.8
res/ct | 56 750 | 36 806 | 29 89.7 | 121 802
dm 1 100.0 8 875 11909 | 20 900
all 112 812 | 102 838 | 114 873 | 328 84.1
Csr | 112 065 | 102 07 | 114 073 | 328 0.7

Table 5: GS units (N) & CS-acc. (%), KMnCl.

Table 6 reports a confusion matrix and shows where
the crowd inaccuracies lie. For instance, while
Tab. 5 shows that 80.2% out of 121 res/ct agains
were correctly identified as such (by the crowd and
KMeans clustering), Tab. 6 reports on the comple-
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mentary 19.8% inaccurate cases. 23 of these were
classified as repetitive and only one as discourse
marker (‘dm’). The ratio of true to false hits for
the two main readings (rep vs. res/ct) is 9.3:1 for
the rep-data (gold standard) and 4.2:1 for the res/ct
data. Thus, if the goal is to reduce costly workload
for expert annotators, a review of crowdsourced
annotations ought to focus on the data that comes
out as res/ct since it is here that we find a higher
confusion rate (97:17 in contrast to 158:25, true to
false positives, respectively).

CS-rep | CS-res/ct | CS-dm
GS-rep 158 17 1
GS-res/ct 23 97 1
GS-dm 2 0 18

Table 6: Confusion matrix, crowd sourcing by gold std.

The strategy to focus on res/ct data for an expert
review of crowd sourced data is also supported by
the distribution of unit quality scores. Unit quality
scores (UQS) are computed for each unit (= use
of again): We calculated it as the average of all
pairwise cosine similarities for all possible distinct
worker; and worker; pairings (such that worker;
# worker;) (Aroyo and Welty, 2013a,b, 2015; Du-
mitrache et al., 2018). Interpreting the UQS as a
measure of crowd confidence, we conclude that the
crowd decisions for true rep-readings came about
with higher confidence than the true res/ct-readings,
cf. top-left vs. bottom-left subplots in Fig. 5. Thus,
focusing on the crowd-provided res/ct-labels in a
review by expert annotators would also increase ro-
bustness of the annotated data in the ‘right places’.

10
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Figure 5: Unit Quality Score (UQS) for GS-CS matches
& mismatches; as kernel density plots

6 Conclusion

At the current state of the technical possibilities
explored and as far as the natural language phe-
nomenon at hand is concerned, a gold standard
cannot be substituted wholesale by either machine
learning-based predictions or experimental data.
The first upshot is that the gold standard itself must
be as solid as possible (we sketched our detailed
approach above, and we are open to constantly im-
proving it). At the same time, we think that our two
additional case studies are quite telling even if their
performance was expectedly lower. The signifi-
cance of such extensions is obvious when it comes
to the annotation of larger amounts of data (be it
for decompositional markers or other annotational
tasks; of course, for low-frequency phenomena, the
use of larger corpora or alternative methods be-
comes a necessity). The feature-based approach
(section 4) then becomes relevant, also for cases in
which the syntactic annotation is missing such as
the EEBO type of corpora in our object-language
English. In such a case, some of the syntactic fea-
tures we have used in our approximations can be
translated, e.g., in terms of precedence (an instance
of again that precedes its modifying predicate is
typically also higher in structure etc.). Overall,
however, we believe that the human approach, i.e.,
the type of informed crowdsourcing we have uti-
lized, is the most promising variant of annotational
support when one strives to cover more data than
one’s team can handle or for gaining more certainty
empirically. The straightforward advantage is that
the relatedness in the languages at hand can be used
even if the ‘nativeness’ of the actual participants is
not available. Some of our results have indicated
that more distant periods in time do not necessar-
ily become worse in the annotational performance.
On a conceptual level, there is also initial evidence
from independent areas of semantic change (cf.
Gergel et al., 2021, 2023) that speakers adapt as-
tonishingly well in simulated situations of change.
Finally, even if certain targeted readings are com-
paratively low performing, one can still place a
crowdsourcing approach at the start of an anno-
tation pipeline. By validating crowd annotations
with a gold standard for a subset of the data, one
can learn which data (i) needs a closer review, (ii)
which data needs less attention in a review, and (iii)
which data could benefit from a thorough review
due to inherent indecisiveness of the crowd.
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Abstract

Annotating cross-document event coreference
links is a time-consuming and cognitively de-
manding task that can compromise annotation
quality and efficiency. To address this, we pro-
pose a model-in-the-loop annotation approach
for event coreference resolution, where a ma-
chine learning model suggests likely corefering
event pairs only. We evaluate the effectiveness
of this approach by first simulating the annota-
tion process and then, using a novel annotator-
centric Recall-Annotation effort trade-off met-
ric, we compare the results of various underly-
ing models and datasets. We finally present a
method for obtaining 97% recall while substan-
tially reducing the workload required by a fully
manual annotation process.

1 Introduction

Event Coreference Resolution (ECR) is the task
of identifying mentions of the same event either
within or across documents. Consider the following
excerpts from three related documents:

e1: 55 year old star will replace,,, Matt Smith,
who announced in June that he was leaving the
sci-fi show.

eo: Matt Smith, 26, will make his debut in 2010,
replacingy,, David Tennant, who leaves at the
end of this year.

e3: Peter Capaldi takes over,,, Doctor Wh-
0 ... Peter Capaldi stepped into,,, Matt Smith’s
soon to be vacant Doctor Who shoes.

e1, ez, and e3 are example sentences from three
documents where the event mentions are high-
lighted and sub-scripted by their respective iden-
tifiers (m; through my). The task of ECR is to
automatically form the two clusters {my, ms, m4},
and {ma}. We refer to any pair between the men-
tions of a cluster, e.g., (m1,m3) as an ECR link.
Any pair formed across two clusters, e.g., (mq, m2)
is referred to as non-ECR link.

mregan@cs.washington.edu

Annotating ECR links can be challenging due
to the large volume of mention pairs that must be
compared. The annotating task becomes increas-
ingly time-consuming as the number of events in
the corpus increases. As a result, this task requires
a lot of mental effort from the annotator and can
lead to poor quality annotations (Song et al., 2018;
Wright-Bettner et al., 2019). Indeed, an annotator
has to examine multiple documents simultaneously
often relying on memory to identify all the links
which can be an error-prone process.

To reduce the cognitive burden of annotating
ECR links, annotation tools can provide integrated
model-in-the-loop for sampling likely coreferent
mention pairs (Pianta et al., 2008; Yimam et al.,
2014; Klie et al., 2018). These systems typically
store a knowledge base (KB) of annotated docu-
ments and then use this KB to suggest relevant
candidates. The annotator can then inspect the can-
didates and choose a coreferent event if present.

The model’s querying and ranking operations
are typically driven by machine learning (ML) sys-
tems that are trained either actively (Pianta et al.,
2008; Klie et al., 2018; Bornstein et al., 2020; Yuan
et al., 2022) or by using batches of annotations
(Yimam et al., 2014). While there have been ad-
vances in suggestion-based annotations, there is
little to no work in evaluating the effectiveness of
these systems, particularly in the use case of ECR.
Specifically, both the overall coverage, or recall,
of the annotation process as well as the degree of
annotator effort needed depend on the performance
of the model. In order to address this shortcoming,
we offer the following contributions:

1. We introduce a method of model-in-the-loop
annotations for ECR'.

2. We compare three existing methods for ECR
(differing widely in their computational costs),
by adapting them as the underlying ML mod-

1repo: github.com/ahmeshaf /model_in_coref
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els governing the annotations.

3. We introduce a novel methodology for assess-
ing the workflow by simulating the annota-
tions and then evaluating an annotator-centric
Recall-Annotation effort tradeoff.

2 Related Work

Previous work for ECR is largely based on model-
ing the probability of coreference between mention
pairs. These models are built on supervised classi-
fiers trained using features extracted from the pairs.
Most recent work uses a transformer-based lan-
guage model (LM) like BERT (Devlin et al., 2018;
Liu et al., 2019) to generate joint representations of
mention pairs, a method known as cross-encoding.
The cross-encoder is fine-tuned using a corefer-
ence scoring objective (Barhom et al., 2019; Cattan
et al., 2020; Meged et al., 2020; Zeng et al., 2020;
Yu et al., 2020; Caciularu et al., 2021). These meth-
ods use scores generated from the scorer to then
agglomeratively cluster coreferent events.

Over the years, a number of metrics have been
proposed to evaluate ECR (Vilain et al., 1995;
Bagga and Baldwin, 1998; Luo, 2005; Recasens
and Hovy, 2011; Luo et al., 2014; Pradhan et al.,
2014). An ECR system is evaluated using these
metrics to determine how effectively it can find
event clusters (recall) and how cleanly separated
the clusters are (precision). From the perspective
of annotation, it may only be necessary to focus
on the system’s recall or its effectiveness in finding
ECR links. However, an annotator might still want
to know how much effort is required to identify
these links in a corpus to estimate their budget. In
the remainder of the paper, we attempt to answer
this question by first quantifying annotation effort
and analyzing its relation with recall of the system.

We use the Event Coreference Bank Plus (ECB+;
Cybulska and Vossen (2014)) and the Gun Vio-
lence Corpus (GVC; Vossen et al. (2018)) for our
experiments. The ECB+ is a common choice for
assessing ECR, as well as the experimental setup of
Cybulska and Vossen (2015) and gold topic cluster-
ing of documents and gold mention annotations for
both training and testing®. On the other hand, the
GVC offers a more challenging set of exclusively
event-specific coreference decisions that require
resolving gun violence-related events.

>The ECB+ test set has 1,780 event mentions with 5K ECR
links among 100K pairwise mentions, while the GVC test set
has 1,008 mentions with 2K ECR links in 20K pairs. Full

Target Mention (m) -

Annotated
Event Store

55 year old star will replace Matt
Smith, who announced in June that

he was leaving the sci-fi show.

ECR Model
Scorer

Candidate 1 (m5)

Matt Smith, 26, will make his debut _>®

in 2010, replacing David Tennant,

who leaves at the end of this year.

Candidate 2 (m,)

Peter Capaldi stepped into Matt

Smith's soon to be vacant Doctor \
Annotator's

Who shoes. Decisions

Candidate 3 (m )

Rankin g—;

Skipped

Figure 1: For the target mention (mq), the Annotated
Event Cluster store presents three potential coreferent
candidates (ms9, m4 and m,). The ranking module (an
ECR scorer) then ranks them based on their semantic
similarity to m;. The annotator reviews each candi-
date one-at-a-time and makes decisions on coreference.
m, is skipped after finding m4 as coreferent. The clus-
ter store is then updated based on these decisions.

3 Annotation Methodology

We implement an iterative model-in-the-loop meth-
odology? for annotating ECR links in a corpus con-
taining annotated event triggers. This approach has
two main components - (1) the storage and retrieval
of annotated event clusters, which are then com-
pared with each new target event, and (2), an ML
model that ranks and prunes the sampled candidate
clusters by evaluating their semantic similarity to
the target mention.

As illustrated in Figure 1, our annotation work-
flow queries the Annotated Event Store for the tar-
get event (my), retrieving three potential corefer-
ring candidates (mo, ms, and my4). The ranking
module then evaluates these candidates based on
their lexical and semantic similarities to mi. The
annotator then compares each candidate to the tar-
get and determines if they are coreferent. Upon
finding a coreferent candidate, the target is merged
into the coreferent cluster, and any remaining op-
tion(s) (m.) are skipped.

3.1 Ranking

We investigate three separate methods to drive the
ranking of candidates distinguished by their com-
putational cost. We use these methods to generate
the average pair-wise coreference scores between
mentions of the candidate and target events, then

statistics in Table 1 in Appendix A
3Utilizing the prodi.gy annotation tool. See Appendix D
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use these scores to rank candidates. We use a single
RTX 3090 (24 GB) for running our experiments.

Cross-encoder (CDLM): In this method, we use the
fine-tuned cross-encoder ECR system of Caciularu
et al. (2021) to generate pairwise mention scores*.
Their state of the art system uses a modified Long-
former (Beltagy et al., 2020) as the underlying LM
to generate document-level representations of the
mention pairs (detailed in §B.1). More specifically,
we generate a unified representation (Eq. 1) of the
mention pair (m;, m;) by concatenating the pooled
output of the transformer (Ecyrs), the outputs of
the individual event triggers (E,,,, En;), and their
element-wise product. Thereafter, pairwise-wise
scores are generated for each mention-pair after
passing the above representations through a Multi-
Layer Perceptron (mlp) (Eq. 2) that was trained
using the gold-standard labels for supervision.

LF(TTLZ', mj) = <ECL57 Em;sEm;, Em, © Emj> (D
CDLM(1m;, m;) = mlp(LF(m;,m;)) 2)

BERTScore (BERT): (Zhang et al., 2019) BERT-
Score (BS) is a NLP metric that measures pairwise
text similarity by exploiting pretrained BERT mod-
els. It calculates cosine similarity of token embed-
dings with inverse document frequency weights to
rate token importance and aggregates them into pre-
cision, recall, and F1 scores. This method empha-
sizes semantically significant tokens, resulting in a
more accurate similarity score (details in §B.2).

Stert(m) = (tm, [SEP], Sp) 3)
BERT (m;, M) = ABS(tm,, tm,;)

+(1-X) BS(Sbert(mi), Sbert(mj)) @

To calculate the BERTScore between the mentions,
we first construct a combined sentence (Spert ()3
Shi and Lin (2019)) for a mention (m) by concate-
nating the mention text (¢,,) and its corresponding
sentence (.5,,), as depicted in Equation 3. Sub-
sequently, we compute the BS for each mention
pair using Spert(m) and ¢, separately, then extract
the F1 from each. We then take the weighted av-
erage of the two scores as shown in Equation 4
as our ranking metric. This process, carried out
using the distilbert — base — uncased (Sanh

*This method is compute-intensive since the transformer’s
encoding process scales quadratically with the number of
mentions. Using the trained weights, running inference on the
two test sets for our experiments takes approximately forty
minutes to calculate the similarities of all the mention pairs.
The weights are provided by Caciularu et al. (2021) here.

et al., 2019) model, requires approximately seven

seconds to complete on each test set.

Lemma Similarity (Lemma): The lemma’ similar-

ity method emulates the annotation process carried
out by human annotators when determining corefer-
ence based on keyword comparisons between two
mentions. To estimate this similarity, we compute
the token overlap (Jaccard similarity; JS) between
the triggers and sentences containing the respective
mentions and take a weighted average of the two
similarities (like Eq 4) as shown in Eq 5°.

Lemma(m;,m;) = A IS(tm,, tm,)

+ (1= ) IS(Sms Som,) ®

No Ranking (Random): For our baseline ap-
proach, we employ a method that directly picks
the candidate-mention pairs through random sam-
pling and without ranking, providing a reference
point for evaluating the effectiveness of the above
three ranking techniques.

3.2 Pruning

To control the comparisons between candidate and
target events, we restrict our selection to the top-
k ranked candidates. To refine our analysis, we
employ non-integer k values, allowing for the inclu-
sion of an additional candidate with a probability
equal to the decimal part of k. We vary the values
of k from 2 to 20 on increments of 0.5 and then
investigate its relation to recall and effort in §4.

3.3 Simulation

To evaluate the ranking methods, we conduct anno-
tation simulations on the events in the ECB+ and
GVC development and test sets. These simulations
follow the same annotation methodology of retriev-
ing and ranking candidate events for each target
but utilize ground-truth for clustering. By execut-
ing simulations on different ranking methods and
analyzing their performance, we effectively isolate
and assess each approach.

4 Evaluation Methodology

We evaluate the performance of the model-in-the-
loop annotation with the ranking methods through
simulation on two aspects: (1) how well it finds the
coreferent links, and (2) how much effort it would
take to annotate the links using the ranking method.

SWe use spaCy 3.4 en_core_web_md lemmatizer

®) is a hyper-parameter to control the weightage of the
trigger and sentence similarities in Equations 4 and 5, which
we tune using the development set. See Appendix C.
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Figure 2: Recall and Comparisons achieved upon varying the k for each ranking method in the ECR annotation
simulation. The three methods result in significantly fewer comparisons than the no-ranking Random baseline.

4.1 Recall-Annotation Effort Tradeoff

Recall: The recall metric evaluates the percent-
age of ECR links that are correctly identified by
the suggestion model. It is calculated as the ratio
of the number of times the true coreferent candi-
date is among the suggested candidates. The recall
error is introduced when the coreferent candidate
is erroneously removed based on the top-k value’.

Comparisons: A unit effort represents the com-
parison between a candidate and target mentions
that an annotator would have to make in the annota-
tion process. We count the sampled candidates for
each target and stop counting when the coreferent
candidate is found. For example, the number of
comparisons for the target my, in Figure 1, is 2
(mo and m4). We count this number for each target
event and present the sum as Comparisons.

4.2 Analysis and Discussion

We present an analysis of the various ranking meth-
ods employed in our study, highlighting the per-
formance and viability of each approach. We
employ the ranking methods on the test sets of
ECB+ and GVC. Then, estimate the Recall and
Comparisons measures for different k values, and
collate them into the plots as shown in Figure 2.

Performance Comparison: The performance im-
provement of CDLM over BERT and BERT over
Lemma can be quantified by examining the graph
for the ECB+ and GVC datasets. For example,
when targeting a 95% recall for the ECB+ cor-
pus, CDLM provides an almost 100 percent im-
provement over BERT reducing the number of

"Note that recall is always 100% if no candidates are ever
pruned.

comparisons to almost half of the latter. How-
ever, both CDLM and BERT outperform Lemma by
a significant margin while being drastically bet-
ter than the Random baseline (See Fig. 2). In-
terestingly, for GVC, the performance gap be-
tween CDLM and BERT is quite close, both need-
ing at least three-fourths as many comparisons
as the Lemma and crucially outperforming the
Random baseline. CDLM’s inconsistent perfor-
mance on GVC suggests that a corpus-fine-tuned
model such as itself is more effective when applied
to a dataset similar to the one it was trained on.

Efficiency and Generalizability of BERT:

BERT offers a compelling advantage in terms of
efficiency, as it can be run on low-compute settings.
Moreover, BERT exhibits greater generalizability
out-of-the-box when comparing its performance on
both the ECB+ and GVC datasets. This makes it
an attractive option for ECR annotation task espe-
cially when compute resources are limited or when
working with diverse corpora.

5 Conclusion

We introduced a model-in-the-loop annotation
method for annotating ECR links. We compared
three ranking models through a novel evaluation
methodology that answers key questions regarding
the quality of the model in the annotation loop
(namely, recall and effort). Overall, our analy-
sis demonstrates the viability of the models, with
CDLM exhibiting the best performance on the ECB+
dataset, followed by BERT and Lemma. The choice
of ranking method depends on the specific use case,
dataset, and resource constraints, but all three meth-
ods offer valuable solutions for different scenarios.
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Limitations

It is important to note that the approaches presented
in this paper have several constraints. Firstly, the
methods presented are restricted to English lan-
guage only, as Lemma necessitates a lemmatizer
and, BERT and CDLM rely on models trained ex-
clusively on English corpora. Secondly, the utiliza-
tion of the CDLM model demands at least a single
GPU, posing potential accessibility issues. Thirdly,
ECR annotation is susceptible to errors and severe
disagreements amongst annotators, which could
entail multiple iterations before achieving a gold-
standard quality. Lastly, the generated corpora may
be biased to the model used during the annotation
process, particularly for smaller values of k.

Ethics Statement

We use publicly-available datasets, meaning any
bias or offensive content in those datasets risks
being reflected in our results. By its nature, the
Gun Violence Corpus contains violent content that
may be troubling for some.
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A ECB+ Corpus Event Statistics

Table 1 contains the detailed statistics for both the
ECB+ and the GVC corpora.

B Model Details

B.1 CDLM

The CDLM model, based on the Longformer ar-
chitecture, cleverly uses a combination of global
and local attention for event trigger words and the
rest of the document containing those events re-
spectively. More specifically, the Longformer’s
increased input capacity of 4096 tokens is utilized
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Figure 3: Ilustration of Cross-encoding with CDLM from Caciularu et al. (2021).

ECB+ GVC

Train Dev Test Train | Dev Test

T/ST 25 8 10 170 37 34

D 594 196 206 358 78 74
M 3808 | 1245 | 1780 | 5313 977 | 1008
C 1464 409 805 991 228 194

S 1053 280 623 252 70 43
P 300K | 100K | 180K | 100K | 20K | 20K
Py 15K 6K 6.5K | 24K | 3.7K | 4.1K

Table 1: ECB+ and GVC Corpus statistics for event
mentions. T/ST = topics/sub-topics, D = documents,
M = event mentions, C = clusters, S = singletons. P =
unique mention pairs by topic. P, = mention pairs that
are coreferent.

to encode much longer documents at finetuning
that are usually seen in coreference corpora like the
ECB+. As seen in Fig. 3, apart from the document-
separator tokens like <doc-s> and <doc-s/> that
help contextualize each document in a pair, it adds
two special tokens (<m> and </m>) to the model

Contextual Pairwise Cosine
Embedding Similarity
o
Reference 2 W
the weather is - o5 —
cold today )
~ N
Candidate 0 f—
it is freezing today ~

vocabulary while pretraining to achieve a greater
level of contextualization of a document pair while
attending to the event triggers globally at finetun-
ing. Apart from the event-trigger words, the fine-
tuned CDLM model also applies the global atten-
tion mechanism on the [CLS] token resulting in
a more refined embedding for that document pair
while maintaining linearity in the transformer’s self-
attention.

B.2 BERTScore

BERT-Score is an easy-to-use, low-compute scor-
ing metric that can be used to evaluate NLP tasks
that require semantic-similarity matching. This
task-agnostic metric uses a base language model
like BERT to generate token embeddings and lever-
ages the entire sub-word tokenized reference and
candidate sentences (x and Z in Fig. 4) to calculate
the pairwise cosine similarity between the sentence
pair. It uses a combination of a greedy-matching
subroutine to maximize the similarity scores while
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Figure 4: Illustration of the Recall Measure of BERTScore from Zhang et al. (2019).
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normalizing the generated scores based on the IDF
(Inverse Document Frequency) of the sub-tokens
thereby resulting in more human-readable scores.
The latter weighting parameter takes care of rare-
word occurrences in sentence pairs that are usu-
ally more indicative of how semantically similar
such pairs are. In our experiments, we use the
distilbert — base — uncased model to get the
pairwise coreference scores, consistent with our
goal of deploying an annotation workflow suitable
for resource-constrained settings. Such lighter and
“distilled” encoders allow us to optimize resources
at inference with minimal loss in performance.

C )\ Hyper-parameter Tuning

We employ the evaluation methodology detailed in
§4 to determine the optimal value of A (the weight
for trigger similarity and sentence similarity) for
both BERT and Lemma approaches. By conducting
incremental annotation simulations on the develop-
ment sets of ECB+ and GVC, we assess A values
ranging from O to 1. The recall-effort curve is plot-
ted for each )\ value, as shown in Figure 5, allowing
us to identify the one that consistently achieves the
highest recall with the fewest comparisons. Re-
markably, the optimal value for both methods is
found to be 0.7, and this value remains consistent
across the two datasets and approaches.

D Annotation Interface using Prodigy

Figure 6 illustrates the interface design of the
annotation methodology on the popular model-
in-the-loop annotation tool - Prodigy (prodi.gy).
We use this tool for the simplicity it offers
in plugging in the various ranking methods
we explained. The recipe for plugging it in
to the tool along with other experiment code:
github.com/ahmeshaf /model_in_coref.
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The strong 6 . 1 - magnitude quake left hundreds more injured as it
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disaster to 11 . The strong 6 . 1 -
magnitude quake left hundreds more
injured as it rocked a region that was
devastated by the quake - triggered
tsunami of 2004 . The earthquake reduced
houses in parts of Aceh to rubble , set off
several landslides and badly damaged
roads . Rescuers were struggling to find
the children still trapped after the mosque
collapse in Blang Mancung village ,
Central Aceh district . "Our search and
rescue teams are struggling to evacuate an
estimated 14 children still trapped under
the rubble , " said Subhan Sahara , the
head of the local disaster management
agency . "I hope they can be found alive
but the chances are very slim, " he added
, explaining they were reading the Koran
together when the quake struck . The
quake , which hit at a shallow depth of
just 10 kilometres , injured more than 200
people and damaged more than 300
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agency spokesman
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Abstract

The annotation task we elaborated aims at de-
scribing the contextual factors that influence the
appearance and interpretation of moral predi-
cates, in newspaper articles on police brutality,
in French and in English. The paper provides
a brief review of the literature on moral predi-
cates and their relation with context. The paper
also describes the elaboration of the corpus and
the ontology. Our hypothesis is that the use of
moral adjectives and their appearance in con-
text could change depending on the political
orientation of the journal. We elaborated an an-
notation task to investigate the precise contexts
discussed in articles on police brutality. The
paper concludes by describing the study and
the annotation task in details.

1 Introduction

The use of moral predicates in natural language is a
topic of interest for linguists, as it sheds light on the
complex interplay between language, ethics, and
society. The annotation task proposed in this paper
studies the use of moral predicates in newspaper
articles in French and in English discussing police
brutality, with a focus on the contextual factors
that influence their appearance and interpretation.
Indeed, our broader research goal is to determine
whether the use of moral adjectives and their ap-
pearance in context changes depending on the po-
litical orientation of the journal.

To achieve this goal, we elaborated a pragmatic
annotation on a corpus of newspaper articles on the
George Floyd and Adama Traoré cases, published
between May 2020 and August 2020, from a vari-
ety of newspapers across the political spectrum. A
basic contextual ontology that has been elaborated
specifically for this study, that takes into account
various actors involved in events surrounding po-
lice brutality.

We will start by making a brief review of the
literature on moral predicates, their relation with

context, and pragmatic annotation. Then we’ll de-
scribe the elaboration of the ontology, and some
preliminary results that lead us to decisions for the
annotation task. Finally, we’ll describe the study
and annotation task in details. We currently don’t
have the results of this annotation, as the partici-
pants are still annotating at this time.

2 Background of the study and some
assumptions

Moral predicates (like good, wrong) gained more
popularity in the last years (Faroldi and Ruiz, 2017;
Ruiz and Stojanovic, 2019; Stojanovic, 2019; So-
ria Ruiz and Faroldi, 2022), and linguists often
compared them to predicates of personal taste (like
tasty, fun) (i.a. Lasersohn, 2005) and to aesthetic
predicates (like beautiful, elegant) (i.a. McNally
and Stojanovic, 2014). Indeed, moral predicates
show similar patterns to predicates of personal taste
(PPTs) in that they express a subjective judgment.
Faultless disagreement appears when two speakers
disagree on a subjective matter. It is the type of
disagreement that two people can have over liking
pork belly or not for example ; no one is right or
wrong, they just have different tastes.

Indeed, a statement made about taste cannot be
countered by stating the speaker’s experience is
false. For that reason, and similarly to PPTs, moral
predicates are very sensitive to the context they are
in ; they react to the experience the speaker is dis-
cussing!. To our knowledge, only one corpus study
was done on moral predicates (Stojanovic and Mc-
nally, 2022), precisely on the type of subjectivity
moral predicates capture. Kaiser and Rudin (2020)
argue in their article that the strength of faultless
disagreements changes when taste predicates are
used in the context of widely-held opinions. Indeed,
faultless disagreement isn’t a binary phenomenon,
but a gradient one, that depends on the object of

!"They are also often called "experiential predicates” (see
i.a. Stojanovic, 2019; Willer and Kennedy, 2022).
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predication (and not just on the predicate itself).
We can then make the hypothesis that moral predi-
cates are also sensitive to a change of context, and
that this could have implications for the subjectivity
they express. The lack in current knowledge on the
use of moral predicates in context, and the assump-
tion that context can influence their understanding
all together were the first issues that brought us to
investigate this topic.

Theses consideration in mind brought us to the
field of pragmatics, specifically at the intersection
of what Yule (1996) calls "speaker meaning" and
"contextual meaning". Indeed, what the speaker
is thinking before uttering a sentence, and how
the context can influence this thought is especially
vague when it comes to moral predicates. For PPTs
like rasty, we assume the speaker is talking about
her own experience relating to some dish. How-
ever, expressing that pizza for example is tasty is
less surprising than doing it for spinach or snails
(see again Kaiser and Rudin, 2020). Context then
has to remain the same if we want to analyze the
behavior of moral predicates. What differentiates
the use of right from the use of good? Are just
and right more likely to be used in contexts where
justice is mentioned, as one could infer intuitively?
Are moral adjectives used when the context is clear,
or when it is shifting from one topic to another?
Our goal with this annotation task isn’t as broad
as analyzing the specific subjectivity expressed in
moral predicates or giving a semantic analysis of
the meaning of such predicates®. Instead, under-
standing precisely what is being discussed in these
articles will allow us to understand the contexts in
which moral predicates are more likely to be used.
This annotation task is to be considered as the first
step towards this analysis. It will help us provide
a better understanding of the context itself, in or-
der to make hypothesis on the behavior of moral
predicates in articles on police brutality.

2One reviewer noted the polysemy of moral predicates, and
the difficulty to distinguish moral predicates from non-moral
predicates. For clarity, here is the list of moral predicates
we are interested in in this study : fair, unfair, just, unjust,
good, bad, right, wrong, correct, incorrect and their French
equivalents : équitable, inéquitable, juste, injuste, bien, mal,
bon, mauvais, correct, incorrect. We are also working on a
semantic analysis of these predicates, but this is beyond the
scope of this paper.

3 Elaboration of the ontology and some
preliminary results

3.1 Corpus data

To provide an analysis of moral predicates in con-
text, we chose to gather articles discussing the sim-
ilar contexts — the George Floyd case for the Amer-
ican news sources, and the Adama Traoré case for
the French news sources. We did choose news
sources bearing diverging political view points to
offer a wide range of contexts: for example, we
picked Jacobin for their left-orientation and Breit-
bart for their right-orientation for this study?.

We started with a very large corpus, composed
of every article mentioning George Floyd (US) or
Adama Traoré (FR) between the day each of them
passed away (May 2020 for George Floyd and July
2016 for Adama Traoré) and September 1st 2021.
However, we realized that some articles had no real
mention to either case, and were only using the
names of the victim once. Preventing this prob-
lem was possible if we focused on the time period
surrounding the protests that came after the death
of George Floyd. Indeed, Adama Traoré died in
2016 but the case gained in popularity in France
after the BLM protests emerged throughout the
United States. To compare the articles contain-
ing sentences using moral predicates and articles
containing sentences that don’t (see Rayson and
Garside, 2000), we decided to gather articles be-
tween May 2020 and August 2020%, and picked for
each article containing a moral predicate an article
that’s doesn’t and is close in time — published the
day before or after when possible. We made sure
that the same number of articles from each sources
was gathered.

3.2 Basic ontology

Now that all the data is gathered, we started dis-
cussing how to narrow down contexts surrounding
police brutality. The core of our needs for annotat-
ing these articles is to precise our understanding of
the broad context "police brutality". Understanding
the context precisely isn’t linked to the "side" the

3We are hoping that this preliminary annotation task will
be useful for further investigation of bias in reporting. We
did not automatically predict the political orientation of these
newspapers beforehand (see i.a. Kulkarni et al.; Baly et al.)
and simply chose newspapers known to have a specific politi-
cal orientation. We are not excluding using automation in the
future, and comparing it to our results.

*This is the time period that concentrates the most of the
protests, both in France and in the United States.
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article was taking — pro- or against BLM for exam-
ple —, as we didn’t want our annotators to have to
provide their own opinion. We read approximately
50% of articles that were published during the time
period we agreed on, and noted various events that
were recurrently mentioned>.

It appeared that out of the police brutality case,
other recurrent circumstances resulted in both the
French and the American data : tributes from the
family, protests, and mentions of trial. In terms
of who was talked about though, the policemen in-
volved were, without a real surprise, the actors that
were the most mentioned. We sensed a difference
between the events related to the state as an entity,
and the events related to the population as a whole.
However, we sometimes encountered elements that
weren’t completely understandable either as state
or as population : social media entities like Twitter,
or specific political parties that weren’t discussed
as elected officials. Indeed, what we wanted to
focus on in this ontology is what is "being talked
about", not who is talking. As such, an elected offi-
cial, like a governor for example, can be discussed

SWe didn’t use Latent Semantic Analysis (i.a. Deerwester
et al.; Landauer et al.) for this specific task, but are hoping
to in the future when we will look at documents discussing
a larger variety of topics. We thank reviewers for their very
constructive comments that will guide our next steps.

specifically for his views as a Republican, not in his
quality as a governor. Our goal with this ontology
was to see if it would both lead to an understanding
of what type of event is mostly discussed by the
different news papers, and if any moral predicate
was more used in one context or the other.

3.3 Some tests and modification

To see if our ontology would be able to give an in-
sight into the semantics of the moral predicates, we
annotated 30 sentences containing moral predicates
from each newspapers — like right, good or correct—
, following the first level of the ontology. These
preliminary results showed that Breitbart used 8
times the moral predicate right to discuss contexts
related to the State (like police or justice system),
whereas the New York Times mostly used good in
those contexts. Jacobin and the New York Times
however, used right when discussing the population
as a whole. We realized that the broad categories
State and Population weren’t precise enough for
our purpose, simply because it gathered together
the justice system and the police, or the family
of the victim and protesters, when those entities
had very different events associated to them : the
policemen involved are, in the context of police
brutality, the ones being judged, but in some ar-
ticles the justice system itself was criticized. We
wanted to show this contrast, and ended up with
the ontology in Figure 1.

4 Annotation task

This is a description of the annotation task our
participants are currently accomplishing. Each sen-
tence will be annotated twice : once by a member
of the research team, and once by a recruited par-
ticipant. We currently cannot present a measure of
the inter-annotator agreement, as the task is still in
progress. However, we are aware of the subjectivity
of the task : even though the guidelines focus on
the context surrounding each sentence and doesn’t
ask from the annotator to express a personal opin-
ion on the topic itself, the perceived importance of
the topic discussed can still vary from one person
to the other.

4.1 Elaboration of the task

The annotation task was based off of the second
level of our ontology, to ensure a more precise
annotation, as we understood the first level to be
too broad. We used Qualtrics as our software for
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this task®, specifically the matrix table survey type.

Each sentence from each article was separated
using NLTK, and placed in the rows of the matrix
table. The categories are appearing on the hori-
zontal axis of the table, and the participant has to
tick the correct box, according to the annotation
guidelines (see Appendix A). We choose to divide
the articles in sentences to ensure great precision.
We wanted to observe the moment were the context
shifted from one category to the other.

To transfer each article to Qualtrics, we used
Python to convert them to the Advanced Text for-
mat of Qualtrics. The Advanced Text format is a
simple way to import data into Qualtrics without
having to import every single article by hand and
add each category by hand as well.

Every set of articles was randomly assigned to
participants, to ensure that they would get a simi-
lar amount of article containing moral predicates
and not containing moral predicates. The partic-
ipants were not aware we were precisely focus-
ing on moral predicates. Each article was double-
annotated by a participant and by a member of the
research team.

4.2 Task and participants recruitment

The task itself was to associate each sentence from
each article to a category from the ontology’. We
found participants by putting an ad on the univer-
sity list-serv. We recruited 5 participants for the
English data, and 1 participant for the French one.
Indeed, the French corpus is much smaller than
the American one. Participants recruited for the
American data have to annotate 294 articles in to-
tal, whereas the French participant has to anno-
tate 136 articles. We had to immensely lower the
amount of articles given to each participants, as
they progressed with the annotation task slower
than anticipated. We gave every single participant
the annotation guidelines when sending them the
survey link, but also had an individual Zoom meet-
ing to review these guidelines, answer any question,

®This was done to ensure meeting university requirements
and provide a better user experience for our participants, the
website being optimized for survey responses.

7 As such, this task is very similar to the early stage of an
basic entity linking task, where sentences are associated with
the knowledge base of the context categories. However, sen-
tences discussing police brutality were classified as a category
of the ontology whether they contained a mention the actual
name of the category or not. For example, sentences classified
as "Family" didn’t always include the word "family". This
task is different from named-entity recognition in that regard
(i.a. Marrero et al.).

and review the consent form. This meeting took
place before any data collection.

Before starting the annotation task, each partic-
ipant had to consent to the study. To do so, they
were presented with the consent form, and had to
tick a box to consent. They were not asked to pro-
vide their name, signature, or any other identifying
data. Indeed, this annotation task is anonymous,
and each participant was provided with an anony-
mous Qualtrics link as well. At no point during
the study were the participants told the research
was done on moral predicates. This was done to en-
sure they wouldn’t treat sentences containing moral
predicates differently than sentences that don’t in-
clude them. The participants also don’t know the
newspaper the article was taken from, nor the date
it was published.

After the consent form, they were introduced
to the annotation guidelines we explained to them
during the Zoom. They had to pass a quick test to
make sure those guidelines were understood prop-
erly before starting the annotation. The test was
composed of five multiple choice questions. Each
question had between one and three sentences taken
from articles that had to be annotated. To make the
task easier, only 5 out of 11 categories were pre-
sented as a possible answer. The participant had
to click on the correct one in order to pass the test.
If one category was wrongly chosen, the partici-
pant had to choose again until they chose the right
one. Then, they were able to move on to the proper
annotation task.

As we stated earlier, the articles are randomized.
However, the sentences themselves are not. The
sentences of the articles had to be shown as they
appear in the article, in order to provide the proper
context.

4.3 Examples

To explain the task in further details, let’s look at
some examples of expected annotation in sentences
containing moral predicates. We put emphasis on
the moral predicates by making them bold.

(D) Americans have watched protests dedicated
to ending unjust violence mutate into riots
that inflict unjust violence themselves.?
PROTESTS

8"McConnell: Can’t ‘Deafen’ Ourselves to Pain of Black

sn

Americans, Riots Inflicting ‘Unjust Violence Themselves’",
06/01/2020, Ian Hanchett for Breitbart News.
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In (1), the topic of discussing is the protests, and
even if the authors used the word "riot", which is
biased in comparison to a more neutral word like
"protest”, the event in question is still the protests
following the George Floyd murder. We tried our
best to make the ontology categories insensitive to
the expressed bias. The classification as "Protest"
is here preferable.

2) Right now, defunding the police is not a rad-
ical demand. That is good government. The
idea of funding public services and making
sure that people have their needs met —
that’s just good government. °
GOVERNMENT

In (2), the author does not focus on "defund the
police" as a claim made by protesters (it would
have been classified as "Protest") or a specific polit-
ical group (that would be "General political move-
ment"). She also does not insist on the repercus-
sions such a policy could have for law enforcement
as a whole (that would be "Police"). Instead, she
qualify this as "good governement"”, and a policy
that could benefit the population. As such, this
whole paragraph should be classified as "Govern-
ment".

5 Conclusion

The aim of this paper was to describe the elabo-
ration of a pragmatic annotation task, that takes
into account the specifics of the police brutality
context. Our hypotheses is that moral predicates
could potentially be a marker of biases in newspa-
pers articles. Currently, we know very little about
the behavior of moral predicates in context, since
only one corpus study involving them has been
conducted. To allow for an understanding of the
variety of topics surrounding police brutality, we
elaborated a ontology based on the Adama Traoré
and the George Floyd cases. Our goal is to inves-
tigate how moral predicates behave in discussion
of these similar contexts, to compare them with
one another and crosslinguistically, as well as to
see if one (or more) sub-context of police brutal-
ity is more likely to involve moral predicates. By
proposing an annotation task to precise the context
of police brutality itself, and by choosing articles
containing moral predicates and articles that don’t,

"Police Are Not Designed to Solve the Problems Peo-
ple Are Facing", 06/12/2020, An interview with Rossana
Rodriguez-Sanchez. Jeanette Taylor for Jacobin.

we are hoping to answer these questions.

We are aware that this work is still at its early
stage, but are looking forward to get feedback on
this primary study, in hopes of perfecting it in the
future.

Limitations

Despite the contributions this study might bring,
there are several limitations that must be acknowl-
edged.

* Scope of the study: We focused solely on po-
lice brutality and did not consider other con-
texts that could bring interesting uses of moral
predicates in the media.

* Sentiment analysis: The link between senti-
ment analysis and moral predicates hasn’t, to
our knowledge, been studied as such. We
don’t make any claim about the polarity of
moral predicates in this study, and focus on as-
sociations between predicates and the context
they are used in, regardless of the tone they
are conveying. We hope we would be able to
in the future.

* Cultural differences, issues in comparison: As
we collected data from different news sources
in French and English, finding accurate equiv-
alences between the two languages was chal-
lenging, making a perfect comparison impos-
sible. Furthermore, The French and American
contexts differ significantly, including differ-
ences in public opinion on cases of police bru-
tality. For instance, the death of George Floyd
shocked a majority of Americans, whereas it
took four years for the French media to bring
Adama Traoré’s case to the center of public
attention.

* Limited data and generalization: Our study
relies on the analysis of 430 articles in both
languages (294 in English, 136 in French).
The inclusion of more data could potentially
strengthen our findings. Moreover, only one
case of police brutality per country was an-
notated, when a larger set of similar circum-
stances from different time periods would
have helped us sketch a more precise picture
of police brutality as a whole.

* Translating difficulty: Some moral predicates,
such as right and just, do not have a precise
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equivalent and are both translated in French
by juste. Similarly, the French language has
two possible translations for good namely bon
and bien. If the semantics of these terms isn’t
the purpose of this paper, we are aware that
these potential differences in meaning could
have an impact on their use in context. We are
also working on a semantic description.

Ethics Statement

When elaborating this study, we took into consider-
ation the following elements :

* Informed consent: We made sure to elaborate
a consent form stating the goals of the study
and the precise actions the participant will
have to accomplish in order to finish it. The
consent form also included information about
the risks and benefits of participating in this
research. Indeed, some articles are describing
the violent interaction the victim had with the
police, and mention systemic racism. We dis-
closed that some articles were taken from ex-
tremely conservatives news sources and could
make an apology of white supremacy as well.
A full review of the consent form was done be-
forehand with the participants to answer any
potential questions they might have.

Confidentiality: At no point during the study
were the participants asked to disclose any
information, whether name, age, gender, oc-
cupation, or any other potentially identifying
data. We used the Qualtrics survey software’s
anonymous link, and did not include any iden-
tifiable question in the survey itself.

Participants welfare: Participants were told
that they could withdraw from the study at
any time, without any consequences, and that
the choice to participate or not was their own.

Ethical review: This study was approved by
the Institutional Review Board of our univer-
sity before any data collection began. The
members of this research team were asked to
pursue an ethics training before being able to
submit the study protocol.
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A Annotation guidelines

What follow is the annotation guidelines that were
given to the participants.

There are 11 categories total. Each of them repre-
sents something that can be associated with police
brutality in context. Our goal is to have a more fine
understanding of the contexts mentioning police
brutality.

Here is the list of all categories :

* Justice ; mentions of judges, justice decisions,
trials, testimonies from witnesses, autopsy re-
sults. ..

* Police ; mentions of policemen involved or of
the police institution as a whole, statements
from the lawyers of the policemen involved
and of police unions. ..

¢ Government ; mentions of statements from
government and elected officials, changes in
state policing. ..

* Political party ; mentions of a specific political
party like the Republicans or the Democrats,
or one of their elected officials, mentions of
their political stances. . .

* General political movement ; mentions of a
vague political movement, like “the Left”, or
“populists” and their political stances. Also
includes vague mentions of communities com-
ing together, outside of protests.

e Social medias ; mentions of social medias
such as Twitter or Facebook, and their uses.

e Traditional medias ; mentions of traditional
medias such as TV, radio, newspaper, and their
uses, mentions of journalists.

* Celebrities ; mentions of any type of celebrity,
whether it is to support BLM or not.

* Protests ; mentions of any type of protesters
or protests, whether they support BLM or not,
descriptions of protest violence and discourse.

* Family ; mentions of the victim’s family or the
victim themselves, victim’s family statements,
and statements from the lawyer of the family.
Also includes direct descriptions of the victim
himself and tributes.

* Other ; everything that cannot be related to
any of these categories.

For each sentence, your goal will be to associate
it with one of these categories. Sometimes, it’s easy
to see how to classify the sentence, but it also can
get tricky.

3) The trial of Mr. Chauvin, charged in the
death of George Floyd, will resume on Mon-
day.

For example, in the sentence (3), the policeman
involved in in Floyd’s murder is mentioned, but
the main topic of the sentence is the trial. As such,
this sentence should be classified as Justice and
not Police. It is a statement made about the trial
timeline.

“4) Players have spoken at protest marches, and
leagues have bankrolled new social-justice
efforts.

In (4), one could wonder if the "players” in question
are to be understood as Protests or as Other, since
they are attending protest marches, and don’t seem
to fit another category. Actually, the “players” in
question are MLB top players, in the context of this
article. They represent a celebrity, and should be
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classified as such. Each sentence of each article
will be presented in order, meaning that the article
won’t have all of its sentences randomized. The
reason for this choice is for sentences like (4), since
they can only be properly understood in context.
Sometimes a specific sentence does not mention a
category, but this sentence is included in the context
of another category, like (5):

5 “This is tough.

First of all, I have to say my heart and
my prayers go out to the family of George
Floyd.

What we see in this video is devastating and

it’s senseless.”

In this quote, the general context is to be classified
as Family. Even though “This is tough” is not
in itself related to the family of the victim, the
sentence was said in a context discussing about
Floyd’s family. Please try your best to see the big
picture of the article, and not to just focus on each
individual sentence.

Moreover, even though we tried our best to make
this survey perfect, it’s possible that some lines are
wrongly separated (in the case of tweets containing
images for example). In that case, please classify
those sentences in the same way you would have
the whole tweet. In (6) to (9), the same tweet was
separated in 4 lines. This tweet should be classified
as Protests, meaning each line has to be classified
as Protests, not just (7) and (8).

6) Decent amount of riot cops showing up.

@) Thankfully Still no sign of any violence.

(8) "#SanAntonioprotest
pic.twitter.com/S1vMELh6cl

©)) — / (@PropheticLaw) May 31, 2020

If you feel like two categories are mentioned - that
may happen often! -, please focus on the global
context surrounding the sentence and the main cat-
egory that could fit this context.

Another thing worth mentioning : the correct cat-
egory is not defined by the speaker, but by the con-
tent of the sentence. For example, if the sentence
you’re annotating contains a quote from Donald
Trump, former president of the United States, talk-
ing about the police, it has to be classified as Police
and not as Government. What matters is what the
sentence is about, not the person expressing it.

The category Other can be used - like its name
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suggests - when no other category seem to fit the
sentence. However, we will ask that you try your
best to associate the sentences you see with one of
the 10 other categories. The Other category was
mostly created for sentences that don’t relate at
all to police brutality, for example for mentions
of the COVID-19 pandemic. Indeed, some articles
mention both police brutality and other topics. This
category is made for those cases.
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Abstract

We present the RST Continuity Corpus (RST-
CC), a corpus of discourse relations annotated
for continuity dimensions. Continuity or dis-
continuity (maintaining or shifting deictic cen-
tres across discourse segments) is an important
property of discourse relations, but the two are
correlated in greatly varying ways. To analyse
this correlation, the relations in the RST-CC
are annotated using operationalised versions
of Givon’s (1993) continuity dimensions. We
also report on the inter-annotator agreement,
and discuss recurrent annotation issues. First
results show substantial variation of continuity
dimensions within and across relation types.

1 Introduction

In this paper, we present the RST Continuity Cor-
pus (RST-CC), the first corpus of discourse rela-
tions annotated for a wide range of continuity di-
mensions (e.g., time, space, reference, or perspec-
tive). These dimensions describe different ways in
which a deictic centre can be maintained or updated
during a discourse. The corpus contains 1,009 re-
lations from five major relation types, which are
a subset of the RST Discourse Treebank (Carlson
et al., 2002). In the RST-CC, relations are anno-
tated with respect to Givon’s (1993, ch. 13) seven
continuity dimensions. The relations are further-
more annotated for additional features such as po-
larity (positive or negative relation) and context
(intra- vs. inter-sentential relation).

The paper is structured as follows: Section 2
outlines previous work on continuity and discourse
relations. In Section 3, we describe the composition
of the RST-CC, its general format, and the selected
relations. Section 4 elaborates on the selected con-
tinuity dimensions and their operationalisation into
distinctive features. Additional features of annota-
tion are described in Section 5. Section 6 reports
on the inter-annotator agreement study, and Sec-
tion 7 discusses recurrent annotation issues. We

Markus Egg
Humboldt-Universitiit zu Berlin
Unter den Linden 6
10099 Berlin, Germany
markus.egg@hu-berlin.de

present first results in Section 8, and conclude with
an outlook on the next steps of our work.

2 Theoretical background

2.1 The notion of continuity

Continuity emerges in multi-segment discourse
when the deictic centre remains constant along a
situational dimension across segments; e.g., the
events or situations described in two segments oc-
cur at the same time or share their protagonists.
The deictic centre is the point of reference with re-
spect to which context-dependent expressions are
evalutated, it is often but not always determined by
the speaker.

In contrast, changes along these dimensions, e.g.,
when a new segment refers to a situation set in an
earlier time (like in a flashback) or introduces a
new protagonist, result in discontinuity. Continuity
is monitored during text processing in that readers
maintain or update their frame of reference for di-
mensions like time, space, character, or causation
(Zwaan et al., 1995; Zwaan and Singer, 2003).

We define continuity in terms of thematic coher-
ence (Givon, 1993), which distinguishes seven con-
tinuity dimensions or ‘coherence strands’. Main-
taining or shifting deictic centres on these dimen-
sions between discourse segments determines the
extent of thematic coherence (continuity) or dis-
ruption (discontinuity). The seven dimensions are
time, space, reference, action, perspective, modal-
ity, and speech act. The first four dimensions are
more concrete and local, the others, more abstract
and global, as visualised in Table 1.

The grouping of dimensions is based on effect;
consider (1)-(2) from Givén (1993). In (1), a
change in the temporal continuity across the two
clauses causes a local break, but does not necessar-
ily terminate a larger coherent sequence of clauses
in the text. In contrast, a change in one of the global
dimensions amounts to a stronger break, which can
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time
space
reference
action
perspective
modality
speech act

local

global

Table 1: Givon’s coherence strands

terminate such a sequence of clauses. There is such
a break in (2), because it exhibits discontinuity in
perspective between the two sentences (viewpoint
of the author vs. the one of the protagonist).

(1)  She flew in at midnight and left the next day.

(2) She came in and sat on the bed. She was
tired, she thought.

We base our annotation on these continuity di-
mensions, as they offer a comprehensive range of
continuity dimensions. Also, the framework lo-
cates continuity at the level of clauses or sequences
of clauses and the way they are linked, which is
exactly where discourse relations are situated.

2.2 Discourse relations and continuity

Continuity is a crucial feature of discourse (or co-
herence) relations, which introduce a semantic or
pragmatic link (e.g., additive, causal, or adversa-
tive) between two discourse segments. The rela-
tions exhibit continuity or discontinuity across the
discourse segments they link. For example, the
clauses in (3)! are linked by a CONSEQUENCE rela-
tion, the situation presented in the first clause being
the consequence of the event in the second clause.

(3) [The Indian stock markets have been on a
five-year high, with dips and corrections,]
[since Prime Minister Rajiv Gandhi started
liberalizing industry.]

The situation in the first clause of (3) temporally
follows the event in the second clause. This back-
ward temporal shift introduces discontinuity along
the temporal dimension. Also, the segments have
no common discourse referents, which amounts to
referential discontinuity. In contrast, there is no
spatial shift across the segments, neither is there a
perspective change because both segments can be
attributed to the same source (the author). So, the
relation is continuous for space and perspective.

'All examples are from the RST Discourse Treebank (Carl-
son et al., 2002) unless specified otherwise.

2.3 Previous work

Previous work models the relation between continu-
ity and discourse relations in different ways. Some-
times, continuity is treated as a binary feature, and
discourse relations, or even whole groups of such
relations, are summarily classified as continuous
or discontinuous. For instance, Murray (1997) con-
siders CAUSAL relations continuous, and Zufferey
and Gygax (2016) regard CONTRASTIVE relations
as discontinuous. Asr and Demberg (2012) classify
discourse relations in the Penn Discourse Treebank
(Prasad et al., 2008) for continuity and discontinu-
ity. They group relations like RESULT, INSTANTI-
ATION, and LIST as continuous and relations like
PRAGMATIC CONTRAST, CONTRA-EXPECTATION,
or TEMPORAL relations as discontinuous, but leave
the CONDITIONAL relations underspecified with
respect to continuity.

Other work classifies discourse relations as con-
figurations of individual continuity dimensions
(e.g., time, space, or reference). Fetzer (2018) de-
scribes relations with a set of continuity dimensions
(‘particularized features’), which include temporal
and referential continuity, but also continuity of
action. Relations are distinguished in terms of the
presence or absence of continuity along specific di-
mensions. For example, CONTINUATION relations
are characterised as continuous for dimensions of
time, reference, topic, aspect, and lexical coher-
ence, while CONTRAST relations display disconti-
nuity on at least one of these dimensions.

In sum, there is as yet no unanimously accepted
classification of discourse relations for continuity.
What is more, even individual relations can be con-
tinuous and discontinuous on different dimensions
simultaneously. For example, CAUSAL relations,
which are generally deemed to be continuous, can
simultaneously exhibit continuity for the tempo-
ral dimension, but discontinuity for the reference
dimension, as in (4).

(4) [As some securities mature and the proceeds
are reinvested,] [the problems ought to ease.]

At the same time, CONTRAST relations, usually
regarded as discontinuous, can show the same con-
figuration (continuity for time, not for reference):

(5) [The gasoline picture may improve this
quarter,] [but chemicals are likely to remain
weak.]
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Such cases raise the fundamental question of
whether relation types in their entirety can be clas-
sified with respect to continuity.

For some dimensions it is even debated whether
they introduce continuity or discontinuity in the
first place. For example, temporal progression in
narration is often cited as indicative of continu-
ity since it represents the expected flow of events
(Zwaan, 1996; Zufterey and Gygax, 2016). How-
ever, such transitions, particularly when signalled
by a temporal connective like then, have also been
taken to indicate discontinuity (Segal et al., 1991).
Asr and Demberg (2012) even regard synchronous
temporal relations as discontinuous because they
are often used to introduce new events.

The lack of unanimity across approaches and cor-
pus examples like (4) and (5) suggest re-examining
the relationship of continuity and discourse rela-
tions in detail, i.e., on the level of individual tokens
of the relations. For each continuity dimension of
a token, continuity must be determined separately.

Since there is as yet no resource for this research
question, we compiled the RST-CC, whose format
will be described in the next section.

3 The RST Continuity Corpus

The RST-CC comprises relations from the RST Dis-
course Treebank or RST-DT (Carlson et al., 2002).
The RST-DT contains 385 newspaper texts anno-
tated for over 20,000 relations according to Rhetori-
cal Structure Theory or RST (Mann and Thompson,
1988). In RST, relations link a more and a less cen-
tral discourse unit (nucleus and satellite), or two
equally central units (nuclei). Linking is recursive,
which models discourse as a tree structure. Elemen-
tary discourse units (EDUs) in RST are typically
clauses; there may be sub-clausal EDUs units, how-
ever (especially in the RST-DT). Fig. 1 illustrates
an RST analysis for (6), in which the segments A
and B are collectively connected to C by a REA-
SON relation. Text in square brackets represents
discourse units; in Fig. 1, arrows go from satellites
to nuclei.

(6) [[The U.S. Coast Guard closed six miles of
the Houston Ship Channel,]* [where about
150 companies have operations,]®] [because
the thick, black smoke obscured the area.]¢

The RST-CC includes five relation types:
CAUSAL, CONTRASTIVE, CONDITIONAL, ELABO-
RATION, and TEMPORAL. This selection is moti-

Vﬁw\
ELABORATION  C

A B
Figure 1: Graphical representation of an RST analysis

vated by previous classifications, which categorise,
for example, CAUSAL and ELABORATION relations
as continuous (Murray, 1997), CONTRASTIVE rela-
tions as discontinuous (Zufferey and Gygax, 2016),
TEMPORAL relations as one or the other (Hopper,
1979), and CONDITIONAL relations as underspeci-
fied with respect to continuity (Asr and Demberg,
2012).

The relations are also classified in terms of the
Cognitive approach to Coherence Relations or CCR
(Sanders et al., 1992, 2021), using features such
as polarity (positive or negative)’> and basic op-
eration (implicational or additive, i.e., causal or
non-causal). For instance, ELABORATION relations
are positive and additive, whereas CONTRASTIVE
relations are negative. Table 2 summarises these
classifications.

In the RST-CC, the relation types are subdivided
according to the RST-DT relation taxonomy (Carl-
son and Marcu, 2001); e.g., the CONTRASTIVE
type includes the subtypes ANTITHESIS, CONCES-
SION, and CONTRAST. Table 6 in the Appendix
offers a detailed account of the relation types, their
member subtypes, and their key features.

. Predicted . Basic
Relation type - Polarity .
continuity operation
CAUSAL continuous positive | implicational
. . . additive
CONTRASTIVE || discontinuous | negative —————
implicational
. positive | . .. .
CONDITIONAL || not specified - implicational
negative
ELABORATION continuous positive additive
continuous . ...
TEMPORAL - - positive additive
discontinuous

Table 2: Relation types and their features

In our continuity corpus, we strove to strike a
balance between the distribution of the different
relation types and that of their subtypes, which
turned out to be challenging at times. First, some
subtypes have only very few relation tokens, such
as ELABORATION-PROCESS-STEP (3 tokens) and
INVERTED-SEQUENCE (12 tokens). Second, for

*Negative relations introduce a negation operator in their
definition, e.g., OTHERWISE (see the Appendix, Table 6).
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certain relation types the distribution of the sub-
types in the RST-DT corpus was extremely uneven.
For example, in the CONDITIONAL relation type,
the subtype CONDITION ranges over 200 tokens,
whereas the other subtypes such as CONTINGENCY
and OTHERWISE have fewer than 30 tokens.

For an optimal representation of the relation va-
riety, we collected all instances of the infrequent
subtypes, further balancing out their low counts by
including a higher number of tokens of the more
frequent subtypes of the same type>. In the end, we
collected 1,009 relations with 276 CAUSAL, 156
CONTRASTIVE, 172 CONDITIONAL, 179 ELABO-
RATION, and 226 TEMPORAL relations. (For the
distribution of the subtypes in our corpus, see Table
7 in the Appendix).

Each relation was independently annotated by
the two authors for the seven continuity dimensions.
Any differences were subsequently adjudicated be-
fore including the relation in the corpus.

4 Operationalising continuity dimensions

To annotate the relations in the RST-CC according
to Givéon’s (1993) seven continuity dimensions, we

operationalised them into distinctive features®.

4.1 Time

We model temporal continuity using Evers-
Vermeul et al.’s (2017) classification of temporality.
For a sequence of discourse segments, they distin-
guish non-temporal, synchronous, and sequential
constellations, and divide the latter into chrono-
logical and anti-chronological. (7) and (8) exhibit
synchronous and anti-chronological constellations,
respectively.

(7)  [The Ministry of Education is nothing but
a cartel for licensed teachers,] [and certainly
does not act on behalf of students.]
[relation: CAUSE-RESULT; time:
chronous]

syn-

(8) [Monsanto Co., too, is expected to continue
reporting higher profit,] [even though its sales
of crop chemicals were hurt in the latest quar-
ter by drought in northern Europe and the
western U.S.]

3We found some potentially misclassified relation tokens
in the RST-DT, especially within the CONDITIONAL relation
type. Our corpus does not contain such tokens, however.

*The features are summarised in Table 8 in the Appendix.

[relation: CONCESSION; time: anti-

chronological]

Evers-Vermeul et al. Our features
Non-temporal
[-TIME]
Synchronous

[+SIMULTANEOUS]|

continuity

Temporal . Chronological
Sequential
[+TIME] [+PRIOR]
[-SIMULTA- 0 -
Anti-chronological . .
NEOUS] discontinuity
[-PRIOR]

Table 3: Operationalisation of the temporal dimension

We assume that anti-chronological pairs of dis-
course segments introduce temporal discontinuity.
All other constellations are classified as continuous;
see Table 3. According to this classification, (7)
emerges as continuous, and (8) as discontinuous.

4.2 Space

We consider a relation spatially continuous if the
events or situations in the discourse segments are
non-spatial, as in (9), or situated in the same place.
In spatially discontinuous relations, location shifts
in between segments, as in (10).

(9)  [Passenger car prices jumped 3.8% in
September,] [after climbing 0.5% in August
and declining in the late spring and summer.]
[relation: TEMPORAL-AFTER; space: no
change]

(10) [investment will be more likely to flow to-

ward the other European economies] [and

“the U.K. will be less prepared for the single

market.”’]

[relation: CONSEQUENCE; space: change]

4.3 Reference

We express referential continuity in terms of Cen-
tering Theory or CT (Grosz et al., 1995). CT deter-
mines for each segment a central discourse referent
(‘backward-looking centre’), which can be con-
tinued or updated between segments, and occupy
different positions on a salience hierarchy for all
referents of a segment. This gives rise to four types
of transition between segments: continue, retain,
smooth shift, and rough shift. Poesio et al. (2004)
add the types establishment, zero, and null, for
the initialisation, termination, or lack of anaphoric
reference across segments.
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We classify a discourse relation as referentially
continuous if the transition between its segments
involves some kind of shared referent, like the So-
viets in (11). Thus, continue, retain, smooth shift,
rough shift, and establish transitions are considered
as continuous. In contrast, zero and null transitions
emerge as discontinuous, as in (12), where refer-
ence to the Aetna company is discontinued in the
second segment.

(11)  It’s not enough! [If the Soviets want to be
believed,] [they need to start telling the truth
about more than the totally obvious.]

[relation: CONDITION; reference: establish]

(12) In a few instances, Aetna knew [it would
probably be shelling out big bucks] [even
before a client called or faxed in a claim]

[relation: TEMPORAL-BEFORE; reference:

zero|]

4.4 Action

We operationalise action continuity in terms of
script theory (Schank and Abelson, 1975; Modi
et al., 2016), which postulates that part of our
knowledge is organised in ‘scripts’ or stereotypical
descriptions of routine activities like having a meal
in a restaurant or visiting a doctor. This operational-
isation makes it possible to support inter-annotator
agreement by falling back on existing script data
collections like the one of Regneri et al. (2010) or
InScript (Modi et al., 2016).

We examine whether the actions or events in
the discourse segments can be considered part of
a script, so that there is a logical flow from one
action or event to another. If yes, the relation is
considered continuous, as in (13); otherwise, we
classify it as discontinuous, as in (14).

(13)  [A substantial warming would melt some of
the Earth’s polar ice caps,] [raising the level
of the oceans]

[relation: SEQUENCE; action: flow]
(14) [Mercedes officials said they expect flat

sales next year] [even though they see the
U.S. luxury-car market expanding slightly.]
[relation: CONCESSION; action: no flow]

4.5 Perspective

We distinguish three types of perspective (Pan-
der Maat, 1998): objective, author (in the form
of comments), and other (quotations). We con-
sider a discourse relation continuous on the per-
spective dimension if its two segments share the
same perspective, as in (15), otherwise, we classify
the relation as discontinuous, as in (16).

(15) [*Climate varies drastically due to natu-
ral causes,” said Mr. Thompson.] [But
he said ice samples from Peru, Greenland
and Antarctica all show substantial signs of
warming. |
[relation:
change]

CONTRAST; perspective: no

(16) [“The earnings were fine and above expec-
tations,” said Michael W. Blumstein, an ana-
lyst at First Boston Corp.] [Nevertheless, Sa-
lomon’s stock fell $1.125 yesterday to close
at $23.25 a share in New York Stock Ex-
change composite trading.]

[relation: CONTRAST; perspective: change]

4.6 Modality

Modality is predominantly introduced by modal
verbs, but also by modal adverbials and verbs like
probably and doubt, respectively. Modal expres-
sions describe what the world would be like accord-
ing to a ‘modal source’, e.g., wishes, obligations
(including laws), or expectations (for a formalisa-
tion, see Kratzer 2001).

Discontinuity in modality amounts to a shift of
the reality or possible world dimension of the deic-
tic centre. For instance, in (18) below, the modal
dimension shifts from the real world (in which
Temple-Inland is not expanding) to the world ac-
cording to Mr. Palmero, in which the company is
capable of future debt reduction. If both arguments
of a discourse relation are non-modal or if they
are modal with respect to the same modal source,
we classify the relation as continuous, as in (17);
otherwise, as discontinuous, like in (18).

(17) [Cineplex traded on the New York Stock
Exchange at $11.25 a share, up $1.125,] [be-
fore trading was halted.]

[relation: TEMPORAL-BEFORE; modality:
no change]
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(18)  Mr. Palmero recommends Temple-Inland,
explaining [that it is “virtually the sole
major paper company not undergoing
a major capacity expansion”] [and thus
should be able to lower long-term debt
substantially next year.]

[relation: CAUSE-RESULT;

change]

modality:

4.7 Speech act

Discourse segments can be declarative clauses,
questions, or imperatives. When sentence mood
changes in between segments, Givon (1993) as-
sumes discontinuity along the speech act dimen-
sion.> Thus, relations count as discontinuous if
only one of the segments is declarative, as in (19).
(19)  [The next time you hear a Member of
Congress moan about the deficit,] [consider
what Congress did Friday.]
[relation: CONTINGENCY;
change]

speech act:

The only exception are rhetorical questions,
which we classified as statements (declaratives)
in our analysis in spite of their syntactic guise,
because they are interpreted as statements. For
instance, the second discourse unit of (20) intro-
duces the claim that no one will pay high prices for
racehorse anymore:

(20)  [If bluebloods won’t pay high prices for
racehorses anymore,] [who will?]

[relation: CONDITION; speech act: no
change]

5 Additional features

Features that potentially influence the relationship
between discourse relations and continuity are also
annotated in the RST-CC. We include the CCR
features polarity (see Section 3) and order of seg-
ments. The latter applies to implicational (CAUSAL
and CONDITIONAL) relations only: The order is ba-
sic if the cause or antecedent segment precedes the
result or consequent segment (Sanders et al., 1992);
the reverse order indicates a non-basic relation.
SThis overlaps with but is not identical to speech act rela-

tions (Sweetser, 1990), a subset of pragmatic relations, which
link one argument to the speech act expressed in the other one.

The relations are annotated for two more fea-
tures: nuclearity (which specifies the segment pair
as nucleus-satellite, nucleus-nucleus, or satellite-
nucleus, according to RST) and context (whether
the relation occurs intra- or inter-sententially). The
annotation scheme for the additional features is
summarised in Table 9 in the Appendix.

For illustration, we provide an example of the
RST-CC annotation (for seven continuity dimen-
sions and also for four additional features) in Table
10 in the Appendix.

6 Reliability of annotation

To assess the quality of our annotation, we con-
ducted an annotation experiment. For the seven
continuity dimensions, we independently annotated
a selection of 240 relations, which are not part of
the RST-CC, but represent the five relation types of
the corpus. Agreement was substantial according
to Cohen’s kappa (Landis and Koch, 1977) for the
four dimensions time, reference, perspective, and
modality, as shown in Table 4. For the remaining
dimensions, prevalence prevented the calculation
of meaningful x-values. The agreement scores are
97.07% for space, 95.82% for action, and 98.74%
for speech act.®

time | reference
0.72 0.69

perspective | modality
0.70 0.76

Table 4: Inter-annotator agreement on four dimensions

To annotate the action dimension, we had to con-
sult external encyclopaedic sources, since there
were no script data available for the events de-
scribed in the corpus data. However, our results
show that for specialised domains like the eco-
nomic topics featured in many articles of the RST-
CC, external sources can greatly contribute to safe-
guarding inter-rater agreement.

The scores reported for time and reference mea-
sure agreement on the binary distinction between
continuous and discontinuous relations, as de-
scribed in Section 4. However, we also calculated
scores for more fine-grained classifications.

For reference, our annotation of the entire seven-
fold classification of Centering Theory also yielded

®Prevalence refers to the ratio between the cardinalities of
the classes that emerged in the classification. High prevalence
leads to high chance agreement. And, since the idea of the
kappa statistic is to abstract away from chance agreement, it
returns very low kappa values for highly unbalanced samples,
even if inter-rater agreement is very high.
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substantial agreement (x = 0.62). The confusion
matrices reveal that agreement is especially high
for the preservation, the termination, and the lack
of reference continuity (continue, zero, and null,
respectively). We interpret this result as confirming
the usefulness of Centering Theory for practical
annotation initiatives.

For time, we annotated a more fine-grained clas-

sification into non-temporal/synchronous, chrono-
logical, and anti-chronological constellations.
Agreement on this classification was only moder-
ate (k = 0.49). Subsequent evaluation showed that
the problematic distinction was the one between
synchronous and chronological, in particular, for
implicational relations. The choice of the values for
temporal continuity varied over whether the con-
sequent (or result) starts simultaneously with the
antecedent (cause) or whether the latter follows the
former. The issue is illustrated in (21), for which
one annotator assumed that the junk market getting
its biggest jolt (cause) is synchronous with it going
into a tailspin (consequence), whereas the other
one understood a chronological order in that the
tailspin began after the jolt.
(21)  [The fragile market received its biggest jolt
last month from Campeau Corp...] [At that
point, the junk market went into a tailspin...]
[Relation: CONSEQUENCE; time: ?]

Subsequent discussion of these decisions re-
vealed that the forced choice between the two pos-
sible temporal constellations introduced consider-
able arbitrariness, which was reflected in low agree-
ment. Consequently, one should avoid forcing a
choice in these cases by subsuming the two con-
stellations in the underspecified statement that the
consequence does not precede the antecedent. We
conclude that such examples pose a severe chal-
lenge for approaches to temporal continuity that,
unlike ours, regard chronological (as opposed to
synchronous) order as non-continuous.

For perspective, the high agreement was sup-
ported by the fact that newspaper text indicates the
sources of direct or indirect quotes very clearly.
The disagreements mainly involved distinguishing
reported facts from any kind of comment or con-
clusion drawn from them. For other text types,
we envisage that the identification of perspectives
must take into account additional linguistic evi-
dence, e.g., in the case of free indirect discourse
(Eckardt, 2014).

7 Recurrent annotation issues

This section presents recurring issues for our anno-
tation which make choosing the correct label for a
specific continuity dimension challenging.

7.1 Perspective annotation for implicit
attribution

In newspaper texts, quotes and reported speech are
not always indicated (or attributed to their sources)
explicitly. This typically happens when a whole
series of statements of one single speaker is re-
ported: Some of the statements are presented as a
direct quote (X said, “...”) or as reported speech
(X said that...), while the others are not marked ex-
plicitly. This is illustrated by (22) [= (18)], where
the first segment is a direct quote with attribution
to the speaker, while the second one is unmarked,
although they both belong to the same statement
(made by Mr. Palmero). Accordingly, there is no
change of perspective for the relation.

(22)  Mr. Palmero recommends Temple-Inland,
explaining [that it is “virtually the sole ma-
jor paper company not undergoing a major
capacity expansion,”’] [and thus should be
able to lower long-term debt substantially
next year.|

[relation: CAUSE-RESULT, perspective: no
change]

However, in certain instances it is unclear
whether a segment is attributed to a source or not,
e.g., in (23), the last segment might be due to Guy
Witman or to the author of the article. In this case,
even the context of the whole article does not pro-
vide a definitive clue to answer this question:

(23)  [[Still, today’s highest-yielding money
funds may beat CDs over the next year even
if rates fall,] says Guy Witman, an editor
of the Bond Market Advisor newsletter in
Atlanta.] [That’s because top-yielding funds
currently offer yields almost 1% percentage
points above the average CD yield.]
[relation: EXPLANATION-ARGUMENTA-
TIVE, perspective: 7]

7.2 Annotating modality

In annotating modality, we encountered the prob-
lem of indirect speech transforming future-tense
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auxiliaries into conditional forms, without introduc-
ing modality. For instance, would in (24) merely
expresses the future tense as it is part of the indirect
speech introduced by the matrix clause he said:
(24) He said [construction wouldn’t resume] [un-
til market conditions warrant it.]
(relation: CONDITION, modality:
change)

no

This disambiguation is especially difficult when
the scope of the indirect speech is not clear or if
the context does not suffice to distinguish between
equally plausible readings, as in (25):

(25) [Sears expected] [that the pricing program
wouldn’t have any effect on revenue].
(relation: ATTRIBUTION, modality: ?)

Another issue is the scope of modality. The
scope of a modal expression might extend over
both segments, which entails continuity along the
modal dimension, e.g., in (26):

(26) ... a quarterly dividend of 76 cents, [which
would be received] [before the February op-
tion expires]

(relation: TEMPORAL-BEFORE, modality:
no change)

(26) involves no change of modality, because
would scopes over both segments. This is reflected
in its interpretation as the possibility of receiving a
dividend before the expiration of an option.

8 First results

We provide the distribution of continuous relations
(proportions in percentages) for five relation types
with respect to the seven continuity dimensions in
Table 5, with the highest and lowest scores for a
dimension in bold font.

We found that some continuity dimensions show
uniformity across relation types. Relations of all
types are found to be overwhelmingly continuous
(> 98%) for the dimensions space and speech act,
and almost never continuous (< 2%) for action’.
We believe that this is due to our data: In particular,
the non-narrative character of our data is respon-
sible for the low degree of action continuity and

"However, even these dimensions exhibit 100% continu-
ity or discontinuity for a specific relation type only rarely:

ELABORATION is 100% continuous for space, CONTRASTIVE,
0.00% for action, and 100% for speech act.
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for the high degree of space continuity. In addi-
tion, there are very few questions and imperatives
in our newspaper data, which explains the overall
continuity for speech act. Due to these limitations
of our corpus, we believe that the uniformity we
found for the space, speech act, and action dimen-
sions does not suggest that these dimensions are
less important for continuity in discourse relations;
instead, they might become distinctive if material
from other registers is investigated.

For the dimensions time, reference, perspective,
and modality, however, there is considerable dif-
ference between the relation types, as summarised
in Table 5. In addition, we found that the rela-
tion types are not homogeneously continuous or
discontinuous, but can be simultaneously more con-
tinuous for some dimensions but less continuous
or even predominantly discontinuous for other di-
mensions. In particular, CONTRASTIVE relations
are the least continuous for reference and perspec-
tive, but highly continuous for time. CONDITIONAL
relations are the most continuous for perspective,
and the least continuous for modality. TEMPORAL
relations are the least continuous for fime, but the
most continuous for reference and modality. What
is more, continuity is not uniform even for a sin-
gle dimension of one of these relations; e.g., only
82.61% (and not 100%) of the CAUSAL relations
are continuous for time.

Continuity scores for reference are consistently
lower for two reasons: There are many small dis-
course segments in the RST-DT, which reduces
the chance of finding a shared referent across the
segments. This is illustrated by (27), where the
target relation, CONSEQUENCE-N, holds between
segments A (the single word ‘lost’) and B.

(27) [Mr. Lagnado said] [that] [although retailers
probably won’t ever recover sales] [lost]A
[because of the California quake and Hurri-
cane Hugo, ] [they could see some benefits

later on.]

Since neither of the two segments has a
background-looking centre (Cb), referential con-
tinuity of the relation is calculated as null, which
amounts to discontinuity. Moreover, we did not
consider eventive and propositional referents in the
analysis. However, as long as we compare only
reference scores across the relation types (or sub-
types), this will not affect our results.



Relation Time | Reference | Perspective | Modality | Space | Action | Speech act
CAUSAL 82.61 30.79 85.87 80.79 | 97.46 2.54 99.64
CONDITIONAL | 81.98 35.47 93.61 61.63 | 98.84 5.81 98.26
CONTRASTIVE | 91.67 23.72 67.31 77.56 | 98.08 0.00 100
ELABORATION | 93.85 34.64 78.21 85.47 100 0.56 99.44
TEMPORAL 74.34 38.50 90.27 92.92 | 97.35 0.88 98.67
mean 84.04 32.90 83.94 80.57 | 98.23 1.98 99.21

Table 5: Continuity scores across relation types

The correlations between relation types and con-
tinuity along a specific dimension are significant at
p <.001 (p < .05 for reference) for all dimensions
except space and speech act.

9 Conclusions and outlook

We presented the RST Continuity Corpus (RST-
CC), which comprises five major types of discourse
relations annotated for a wide array of continuity di-
mensions and additional features. We envisage two
applications of the corpus. First, the RST-CC will
contribute to a more precise characterisation of dis-
course relations, providing a systematic, detailed,
and reliable resource for examining the relationship
between continuity (dimensions) and discourse re-
lations. In addition, the corpus can also be used
to test hypotheses about correlations between con-
tinuity dimensions and discourse relations. For
example, CONTRASTIVE relations often present
information about different (though comparable)
items or information from different sources, and
one can test whether this would lead to low scores
for reference and perspective continuity.

Second, the corpus, in conjunction with paral-
lel resources like the RST Signalling Corpus (Das
et al., 2015), will contribute to the study of dis-
course signalling, e.g., to explore the continuity hy-
pothesis (Murray, 1997), which entails that discon-
tinuous discourse relations are harder to process,
and hence, their processing should be facilitated by
more explicit signalling.

Furthermore, it is an important research question
whether continuity in discourse relations patterns
uniformly or differently across genres or languages.
For further work in this field, the development of
the RST-CC could be a model for similar resources
for different genres and different languages (other
than news texts in English, as in the RST-CC).

Finally, we believe that our decompositional ap-
proach towards continuity would support further
in-depth analyses of discourse relations. The vary-
ing effect of different continuity dimensions on
discourse relations, for instance, would help resolv-

ing incongruities found in the study of discourse
processing (why certain discourse relations are pro-
cessed quicker and remembered better than others).
For a broader empirical basis for such investi-
gations, we will extend the RST-CC, adding more
instances of the relation types covered so far, but
also including additional relation types like BACK-
GROUND, COMPARISON, EVALUATION, and EX-
PLANATION. The final version of the RST-CC will
be published via the Linguistic Data Consortium.
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A Appendix

[ Dimension | Value | (Dis)continuous?
non-temporal
. synchronous continuous
time -
chronological
anti-chronological discontinuous
no change continuous
space - -
change discontinuous
continue
retain
smooth shift continuous
reference rough shift
establish
Zero . .
discontinuous
null
. flow continuous
action p -
no flow discontinuous
. no change continuous
perspective - -
change discontinuous
. no change continuous
modality - -
change discontinuous
no change continuous
speech act - :
change discontinuous

Table 8: Continuity dimensions and their values

[ add.feature | value |
. positive
polarity negative
1
order of segments basic -
non-basic
S-N
nuclearity N-S
N-N
intra-sentential
context - -
inter-sentential

Table 9: Additional features and their values
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[ Relation type [ Relation subtype

| Definition: key feature(s)

CAUSE

Nucleus (N) is the cause; Satellite (S) is the result.

RESULT

N is the result; S is the cause.

CAUSE-RESULT (multinuclear)

Cause and result are equally important.

CONSEQUENCE-S

Weaker version of CAUSE; N is the cause; S is the conse-

CAUSAL quence.
CONSEQUENCE-N Weaker version of RESULT; N is the consequence; S is
the cause.
CONSEQUENCE (multinuclear) Weaker version of CAUSE-RESULT; cause and conse-
quence are equally important.
ANTITHESIS N and S stand in contrast with each other.
CONTRAST (multinuclear) Two equally important units stand in contrast with each
CONTRASTIVE other.
CONCESSION The contrast arises due to a violated expectation between
N and S.
CONDITION The consequent holds if the antecedent holds.
CONTINGENCY In any context, the consequent holds if the antecedent
CONDITIONAL h(.)lds' - — .
HYPOTHETICAL Like CONDITION, in addition, the antecedent is assumed
to be true.
OTHERWISE (mostly multinuclear) The consequent does not hold if the antecedent does.
ELABORATION-ADDITIONAL S provides additional information about N.
ELABORATION-GENERAL-SPECIFIC | S provides specific information about N.
ELABORATION-OBJECT-ATTRIBUTE | S is an embedded clause/NP modifying an object/entity
representing N.
ELABORATION-PART-WHOLE S specifies or elaborates on a part of N.
ELABORATION | ELABORATION-PROCESS-STEP S enumerates the steps for carrying out a process intro-
duced by N.
ELABORATION-SET-MEMBER N introduces a set/list of information; S elaborates on
one (or more) member of the set/list
EXAMPLE S provides an example for the information in N.
DEFINITION S provides a definition of N.
TEMPORAL-BEFORE The situation in N occurs before or leading up to the
situation in S.
TEMPORAL-AFTER The situation in N occurs after the situation in S.
TEMPORAL-SAME-TIME The situations in N and S occur at approximately the
TEMPORAL same time.

SEQUENCE

A multinuclear list of events presented in chronological
order.

INVERTED-SEQUENCE

A multinuclear list of events presented in reverse chrono-
logical order.

Table 6: Relation types, relation subtypes, and their key features
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[ Relation type | Relation subtype [ # 1 # ]
CAUSE 43
RESULT 52
AUSE-RESULT (multinuclear 2
CAUSAL CAUS SULT (multinuclear) 5 276
CONSEQUENCE-S 52
CONSEQUENCE-N 52
CONSEQUENCE (multinuclear) 25
ANTITHESIS 52
CONTRASTIVE | CONCESSION 52 156
CONTRAST (multinuclear) 52
CONDITION 108
CONTINGENCY 27
DITIONAL 172
CON ON HYPOTHETICAL 22 7
OTHERWISE (predominantly multinuclear) 15
ELABORATION-ADDITIONAL 44
ELABORATION-GENERAL-SPECIFIC 22
ELABORATION-OBJECT-ATTRIBUTE 22
ELABORATION-PART-WHOLE 22
ELABORATION o o ° 179
ELABORATION-PROCESS-STEP 3
ELABORATION-SET-MEMBER 22
EXAMPLE 22
DEFINITION 22
TEMPORAL-BEFORE 35
TEMPORAL-AFTER 57
TEMPORAL TEMPORAL-SAME-TIME 56 226
SEQUENCE 66
INVERTED-SEQUENCE 12
total [ 1009 ]

Table 7: Distribution of relations types and subtypes

Relation to be annotated:
To be sure, [big investors might put away their checkbooks in a hurry] [if stocks open sharply lower today]
[relation: CONDITION]

|

[ Dimension | Value | Explanation [ Continuity |
. The consequent or protasis (first segment) precedes . .
time change . discontinuous
the antecedent or apodosis (second segment).
The segments have no spatial markers; hence, .
space no change - . continuous
the relation is non-spatial.
reference null None of the segments has a backward-looking centre (Cb). | discontinuous
. The transition of the segments does not represent . .
action no flow X . S . .. discontinuous
part of a script (a stereotypical situation or routine activity).
perspective no change | Both segments bear the perspective of the writer. continuous
. The first segment uses the modal verb "might’ . .
modality change . discontinuous
while the second one uses none.
speech act no change | Both segments are declarative sentences. continuous
[ add.feature | value ]
polarity positive
order of segments non-basic (consequent-antecedent)
nuclearity N-S
context intra-sentential

Table 10: Example of RST-CC annotation
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Abstract

We present GENTLE, a new mixed-genre En-
glish challenge corpus totaling 17K tokens and
consisting of 8 unusual text types for out-of-
domain evaluation: dictionary entries, esports
commentaries, legal documents, medical notes,
poetry, mathematical proofs, syllabuses, and
threat letters. GENTLE is manually annotated
for a variety of popular NLP tasks, including
syntactic dependency parsing, entity recogni-
tion, coreference resolution, and discourse pars-
ing. We evaluate state-of-the-art NLP systems
on GENTLE and find severe degradation for at
least some genres in their performance on all
tasks, which indicates GENTLE’s utility as an
evaluation dataset for NLP systems.

1 Introduction

In the past several years, there have been great
advances in NLP system performance on various
tasks. However, many of these tasks are still eval-
uated on in-domain data, i.e. held-out data taken
from the same domain as the system’s training data.
While this methodology is sound, it often overstates
systems’ ability to perform in real-world settings,
where out-of-domain (OOD) data can lead to signif-
icant degradation (Plank, 2016; Joshi et al., 2018),
even when target data comes from a similar domain
(Nayak et al., 2020). For this reason, it is essential
to have evaluation datasets with diverse text types,
which can give a more accurate picture of systems’
capabilities on OOD data, especially for domains
that are distant from commonly studied domains or
underrepresented in existing training datasets.

In this paper, we present GENTLE (GENre
Tests for Linguistic Evaluation), a small but “ex-
treme” open-access dataset that can be used for
OOD evaluation of popular NLP tasks in English,
as well as for linguistic analysis of less studied gen-
res. The NLP tasks considered here include mor-
phosyntactic tagging and dependency parsing ac-
cording to Universal Dependencies (UD, de Marn-
effe et al. 2021), nested named and non-named

entity recognition (NNER), coreference resolu-
tion, entity linking (Wikification), and hierarchi-
cal discourse parsing in the framework of Rhetori-
cal Structure Theory (RST, Mann and Thompson
1988)." Our data comes from eight genres explic-
itly selected to represent unusual and diverse data
types not currently included in the English Uni-
versal Dependencies corpora: dictionary entries,
transcripts of live esports commentary, legal docu-
ments, medical notes, poetry, mathematical proofs,
course syllabuses, and threat letters.

GENTLE enables us to answer various questions,
including how well state-of-the-art (SOTA) models
can parse OOD data and whether or not OOD gen-
res are equally difficult for all NLP tasks. Apart
from NLP performance, we can also see whether
the annotation tasks in our challenge genres are
difficult for humans and how the difficulties that
arise in individual genres in GENTLE differ from
those in existing datasets.

The rest of this paper is structured as follows:
Section 2 presents some related work on OOD test-
ing. Section 3 presents an overview of the corpus,
while Section 4 compares the genres in the corpus
in detail. Section 5 evaluates human agreement
and NLP system performance on our data for each
task, compared to more standard UD English data.
Section 6 offers our conclusions. Our corpus is
available at https://github.com/gucorpling/
gentle.

2 Related Work

Previous work has focused on the importance of
genre diversity and OOD evaluation for many of
the NLP tasks included in GENTLE, supporting the
general conclusion that NLP system performance
tends to degrade on OOD data.
In coreference resolution, Moosavi and Strube
IThe corpus is also openly released as part of the Univer-

sal Dependencies 2.12 version available at https://github.
com/UniversalDependencies/UD_English-GUM.
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(2017) and Zhu et al. (2021) point out that existing
models mainly rely on lexical features (e.g. word
embeddings) and may face the problem of over-
fitting because of the large overlap of vocabulary
between training and testing data. Apart from over-
fitting, low recall resulting from domain discrep-
ancy is another major problem for named entity
recognition (NER, Augenstein et al. 2017).

Despite a recent surge in approaches for
discourse-level tasks, there is still room for im-
provement in this area, especially for OOD data
(Atwell et al., 2021). Liu and Zeldes (2023) inves-
tigate the impact of genre diversity in training data
composition for RST discourse parsing, the task of
recursively identifying relations between proposi-
tions. They show that diverse data is essential for
stable and generalizable models for this task.

Similarly to the present work, Kanerva and Gin-
ter (2022) conduct an OOD evaluation of Finnish
dependency parsing, including constructing a rel-
atively “extreme” OOD treebank, including 5 dis-
tinct genres (web documents, clinical, online dis-
cussions, tweets, and poetry).> Their experiments
indicate that syntactic parsing performance de-
grades severely on OOD data, particularly on the
LAS (labeled attachment score) metric.

Data diversity is thus crucial for a range of NLP
tasks, but the lack of diverse data available hampers
training and evaluation. Previous corpus construc-
tion efforts cover a wide range of English genres,
for example, 5 genres in the English Web Tree-
bank (EWT, Silveira et al. 2014) for syntactic an-
notations, and 6 in OntoNotes (Weischedel et al.,
2012) for NER and coreference as well. However,
both datasets lack nested, non-named entities, en-
tity linking (Wikification), and discourse parsing.

More recently, the UD English GUM corpus
(Georgetown University Multilayer corpus, Zeldes
2017), with data from 12 genres (academic arti-
cles, biographies, conversation transcripts, works
of fiction, Reddit posts, how-to-guides, interviews,
news articles, political speeches, textbook excerpts,
Wikivoyage travel guides, and YouTube vlog tran-
scripts), covers all of the annotations examined in
this paper, and raises the expectation of being a
possibly good training set for OOD targets, due
to its diverse content. Experiments in this paper
will therefore use our newly annotated OOD GEN-
TLE corpus to evaluate SOTA models trained on

2https://github.com/UniversalDependencies/UD_
Finnish-00D/

the already diverse GUM corpus and compare their
performance on both datasets.

3 GENTLE

The GENTLE corpus is constructed as an OOD
evaluation dataset, modeled on the test set for the
English GUM corpus. Table 1 gives an overview of
partitions in GUM (v9.0) compared to GENTLE.

dataset genres docs tokens
GUMain 12 165 160,700
GUMgev 12 24 21,409
GUMest 12 24 21,770
GENTLE 8 26 17,797

Table 1: GUM Partitions vs. GENTLE.

GENTLE forms an extension to the GUM test
set with 8 more genres, for a total of 20 diverse text
types to test on. Although the amount of data in
GENTLE is small, the data follows GUM’s scheme
and is richly annotated on many layers, contain-
ing over 250K key-value annotations connected by
complex annotation graphs. For treebanking, the
annotations include gold-standard layers for Uni-
versal Dependencies morphosyntax, such as XPOS
(Penn Treebank) tags, lemmas, and basic depen-
dencies. In addition, automatically-derived mor-
phological features, enhanced dependencies and
UPOS tags are obtained using the DepEdit library
(Peng and Zeldes, 2018) with the same scripts that
produce these layers for the GUM corpus.

For NNER and coreference resolution, the data
includes nested, named and non-named entity an-
notations. These employ the same scheme used
in GUM, with 10 entity types, 6-way informa-
tion status annotations, coreference and bridging
links (9 edge types from GUM, including split
antecedents, discourse deixis, etc., see https://
gucorpling.org/gum/). GUM-style entity link-
ing (wikification, Lin and Zeldes 2021) is also pro-
vided, with an automatically produced alternate ver-
sion of the entity/coreference annotations matching
the OntoNotes scheme (Weischedel et al. 2012; see
Zhu et al. 2021 for details). The data also includes
complete hierarchical discourse trees in Rhetori-
cal Structure Theory (RST, Mann and Thompson
1988), following the same scheme as GUM.

Annotation was conducted by the authors of
this paper during several hackathon-style annota-
tion sessions. Although varying in expertise on
each task, every annotator had previous experi-
ence annotating every layer of annotation described
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above. For annotation tools, morphosyntactic lay-
ers (XPOS tags, lemmas, and basic dependencies),
entity layers (entity and coreference), and discourse
layers (EDU segmentation and discourse relation)
were annotated on Arborator (Gerdes, 2013) and
Midas Loop (Gessler et al., 2022), GitDox (Zhang
and Zeldes, 2017), and rstWeb (Zeldes, 2016), re-
spectively. We also double annotated a portion of
the corpus to measure human agreement, which
will be further described in §5.

In choosing data, we attempted to select chal-
lenging types of spoken and written open-access
materials that are maximally different from those
already found in GUM (cf. §2). Texts were selected
for each genre from a single source, making sure
that (1) the total number of tokens falls between 2k
and 2.5k tokens per genre; (2) at least 2 texts are
selected to better represent the genre (as mean can
only be calculated with 2 or more documents per
genre). While the texts were selected randomly for
most genres, the texts for some genres were manu-
ally selected. For instance, since poetry texts can
be extremely short, the documents for this genre
were chosen to be varied in length, as to limit the
number of documents needed to reach the target
token range. Table 2 gives the genre composition
and sources for each data type in GENTLE.?

genre docs tokens source

dictionary 3 2,423 Wiktionary

esports 2 2,149 YouTube

legal 2 2288  Wikisource / CUAD*
medical 4 2,164 MTSamples

poetry 5 2,090 Wikisource

proof 3 2,106 Proofwiki

syllabus 2 2,431 GitHub

threat 5 2,146 casetext

total 26 17,797

Table 2: Corpus Contents of GENTLE.

The chosen data is broad not only in domain,
including medical, legal, and other technical areas,
but also in medium (online linked resources such
as Wiktionary data, spontaneous spoken esports
commentary, and threat letters) and communicative
intent (e.g. poetry, syllabuses, and mathematical
proofs). These genres can also be challenging for
both humans and NLP models, as they diverge
in various ways from standard training data and

3Please refer to Appendix A for detailed information on
the contents of each genre.
“The Contract Understanding Atticus Dataset (CUAD)

vl from the The Atticus Project (Hendrycks et al., 2021):
https://www.atticusprojectai.org/

genre slen pass n/v  ttr oov sglt
GUM 20.16 .07 236 4 - .29
GUMpes 22.52 12 334 45 - .28
dictionary ~ 10.98 0365 39 11 49
esports 21.07 01 148 36 .08 .24
legal 21.58 .04 333 36 .17 .33
medical 11.21 A5 431 46 22 32
poetry 17.7 01 159 583 11 25
proof 15.63 A8 514 25 24 13
syllabus 7.65 12 534 43 24 38
threat 24.25 .02 1.3 49 .05 .28

Table 3: Average sentence length (slen), passive ra-
tio (pass), noun/verb ratio (n/v), type-token ratio
(ttr), out-of-vocabulary ratio (oov), and singleton ratio
(sglt).

materials that guidelines are based on for each task.

Before approaching a technical evaluation of
how well humans can annotate these materials
(inter-annotator agreement) and how NLP models
score on them for each task, in the next section,
we explore how the materials differ from genres in
GUM descriptively, in text content and annotations.

4 Variation across Genres

4.1 Summary Statistics

Because the materials in GUM and GENTLE cover
a vast range of text types, a quantitative view of
variation in the data can provide a useful start-
ing point in understanding what makes each genre
unique. Although we could also devote as much at-
tention to GUM genres, for space reasons, we will
focus here on how each GENTLE genre is distinct
from GUM and other genres (for more on GUM
genres, see Zeldes and Simonson 2016).

Table 3 gives an overview of some commonly
used descriptive metrics to compare GENTLE gen-
res to the GUM corpus average, as well as the score
for GUM’s news genre, which can be taken as a
stand-in for the standard language typically found
in reference corpora, e.g. the Wall Street Journal
(Marcus et al., 1993). The lowest and highest num-
bers in each metric are colored in red and blue.

Most genres in GENTLE have substantially
shorter sentences (slen) than the GUM average,
with syllabus having the lowest mean of 7.65
tokens, largely due to frequent bulleted or num-
bered lists of course topics, which are noun phrase
fragments (e.g. Week 3 - JavaScript Fundamen-
tals). The only genre with substantially above av-
erage sentence length is threat, in which long
and sometimes rambling justifications or elaborate
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UPOS | dependency relations | entity types | discourse relations
GUM PROPN  |-25.13 | dep 1-20.93 | org. 4-19.50 | joint }-8.89
GUM,,cws | PROPN  141.41 | flat 121.74 | org. 130.60 | attrib. T12.14
dictionary | X 121.16 | punct 120.37 | abstract 117.05 | org. 15.72
esports ADV 15.91 | parataxis 116.68 | event 19.94 | eval. 16.82
legal X 118.37 | dep 117.20 | org. 112.62 | context 3-3.69
medical NOUN 111.59 | nummod 17.88 | substance  111.02 | joint 112.86
poetry PROPN 1-7.07 | compound 1-5.68 | animal 117.84 | mode 15.50
proof SYM 156.27 | dep 110.92 | abstract 139.23 | explan. 18.46
syllabus X 154.48 | dep 146.31 | abstract 125.69 | joint 118.23
threat PRON 113.17 | punct 1-6.98 | person 11291 | explan. 16.43

Table 4: Strongest Standardized y? Residual Label in 4 Layers for each Genre.

consequences are often added to main sentences.

Passivization (pass) is rare overall, except for
medical texts (double the GUM average) and math
proofs (even more), in which volitional agents are
often suppressed (in the former, someone was diag-
nosed but we do not know by whom,; in the latter,
a variable can be assigned, etc.).

Noun/verb ratio (n/v) and type-token ratio (ttr)
reveal that syllabus has a rich and mainly nomi-
nal vocabulary (lists of skills or topics, primarily
nouns/compounds). Though rich in ttr, threat is
more verbal. poetry has the highest ttr, partly be-
cause some poetic constraints discourage repetition
(e.g. alliteration and rhyming, where duplication
is avoided). In contrast, proof has the lowest ttr
since some terms are used repeatedly (e.g., vertex
is repeated ten times in one proof about vertices).

The out-of-vocabulary (oov) rate shows the per-
centage of tokens in each genre that is not at-
tested in GUM, which can be expected to correlate
with NLP tool degradation. proof, syllabus and
medical have extremely high rates (nearly 25% of
tokens are never seen in GUM), while threat and
esports have less alarming rates of 5-8%.

Finally, the proportion of singleton mentions
(sglt, entities referred to just once in a text) shows
that proof documents have repetitive vocabularies
and repeatedly refer to the same entity. This is be-
cause once a member or a class of possible items
has been introduced, its properties are discussed
in detail (e.g., after defining Let DE be a ratio-
nal straight line, we may continue discussing the
line DE). By contrast, dictionary documents use
many arbitrary entities in example sentences that
are never mentioned again (in an example sentence
for school, we find Harvard University is a famous
American post-secondary school, but Harvard is
then never mentioned again). These genre dispar-
ities and unique environments can be expected to

interfere with prior probabilities learned by NLP
models, and, as we will see below, also with human
annotation agreement.

4.2 Label Distributions

To give a quick overview of which labels deviate
from their expected frequency in each genre, Table
4 gives standardized chi-square residuals in a con-
tingency table of labels versus genres. A positive
residual means that a label is used more frequently
than expected based on its overall frequency, and
a negative residual means the opposite — that a la-
bel is used less frequently than expected. Here we
give only the strongest deviation associated with
each genre in each of four annotation layers (for
the complete tables of residuals, see Appendix B).
The deviation with the absolute highest score
in the parts-of-speech (UPOS) is the unsurprising
frequency of the tag SYM in math proofs, used for
many mathematical symbols. The second highest
is the tag X in syllabus, used to tag bullet point
markers and also used frequently in legal docu-
ments. Other tag deviations include the lack of
proper nouns in poetry, dense use of punctuation
in dictionary entries, and the prevalence of com-
mon nouns in the medical data (a lack of pronouns
mirrors this, see Table 7 in Appendix B).
Dependencies show some parallel phenom-
ena (punct in dictionary, dep in legal and
syllabus, which is used to attach bullet points),
but also reveal lack of punctuation in threat letters.
The prevalence of parataxis in esports to nar-
rate chains of events as they unfold is also notewor-
thy, as in (1), and the use of numerical quantities
in medical texts, often used for medication dosages
as in (2). The poetry genre shows a negative devi-
ation in avoiding nominal compounds, which are
more typically a property of technical texts in En-
glish, e.g. in nested noun-noun compounds found
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in medical notes, as in (3).

@) Jovi¢ scoring, van de Beek and Ibrahimovic
coming on 3-1 ...

2) Prilosec 20 mg b.i.d.

3) white blood cell count

Residuals of entity types also expose differences
compared to GUM genres and news in particular,
which distinguishes itself by frequently mentioning
organization entities. proof is the most extreme
in favoring the abstract type (in fact, over 96% of
mentions in proof are abstract), while threat
focuses on people. medical is unique with its pre-
ponderance of substance entities, primarily medi-
cations, while esports disproportionately uses the
event type. One result in the table is an artifact of
one specific document, and the small corpus size:
animal in poetry is due entirely to the inclusion
of Edgar Alan Poe’s “The Raven”.

Finally, discourse relations reveal the prevalence
of coordinated lists annotated in the relation class
JOINT in syllabus (topics, assignments, weeks
in the course, etc.) and medical (symptoms, vi-
tal statistics, medications; all mainly the relation
subtype JOINT-LIST); esports unsurprisingly fa-
vors EVALUATION to convey positive or negative
impressions of players, and poetry is unique in
favoring MODE relations, primarily due to the re-
lation subtype MODE-MANNER, which is used in
adverbial manner adjuncts or parataxis, as in (4)—
(5). legal shows a negative tendency to avoid
CONTEXT relations, which include background and
spatio-temporal contextual information, both of
which are less needed in a highly specialized and
professional text in which context is often a given
and statements apply in general.

4 I sat divining,
ease [yiaNNerR

[with my head at

®)) [We slowly drove Jyjaxner He knew no haste

4.3 Proximity across Genres

The metrics in §4.2 reveal differences among GEN-
TLE genres compared to GUM. But needless to
say, there are also many similarities between the
GENTLE and GUM genres. To describe proximity
across genres, we utilize the features in Table 3
and the full residual tables for the four annotation
layers in Appendix B to build a cluster dendrogram

of GENTLE and GUM genres.

Because labels occupy different numerical
ranges and have diverse tag set sizes (only 10 entity
types but 34 coarse dependency labels), we scale
the data by transforming it into z-scores, and then
reduce the dimensionality of each table of resid-
uals to five columns using Principal Component
Analysis (PCA). In other words, while the original
table of entity residuals has one row per genre and
ten columns for the entity types (Table 9 in the
Appendix) and contains chi-square residuals, the
transformed table is based on a z-scaled version
of the same table, which is reduced to having only
5 total columns using PCA. This affords each an-
notation layer as much space as the five features
in Table 3 (excluding OOV rate, which is inappli-
cable to GUM data), for a total of 25 features per
genre (the five scaled metrics without OOV, and
five features each for POS, dependencies, entities,
and discourse relations).

Because we are interested in concord/discord be-
tween genres across layers and do not necessarily
care if z-scores are more or less extreme for a par-
ticular annotation layer, we use ordinal Kendall cor-
relations between values of each dimension to com-
pute the distance metric between genres, thereby
avoiding single features with large values dominat-
ing the clustering. In the ordinal clustering, genres
are closer if their ranks for multiple features are or-
dered more similarly—e.g., if they are ranked first
and second in type-token ratio and singletons, then
those two genres display positive concord along
those features. We apply single linkage clustering
to produce the dendrogram in Figure 1.3

As the figure shows, several of the GENTLE
genres (in red) form outliers and cluster apart from
genres in GUM (in blue). This suggests, on the one
hand, they are substantially distinct and, therefore,
valuable additions to already available genres in
GUM. On the other hand, they may be challeng-
ing to handle for models trained on GUM. This
is especially true for genres like proof on the left
side of the plot, which forms the most distinct out-
lier, in a top-level cluster of its own, and quite
distant vertically from other genres. We can also
see legal quite distant from its nearest neighbors,

5An anonymous reviewer has inquired whether we at-
tempted other clustering procedures: the answer is yes—the
decision to use ordinal clustering resulted from the observation
that single annotation layers had outsize influence for some
genres, such as SYM tags in proof; single linkage is both a
default choice, and works well to cluster pairs of near genres
as dendrogram leaves.
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Figure 1: Cluster Dendrogram for GUM and GENTLE Genres.

GUM'’s academic and textbook, which are near
each other. Three GENTLE genres, dictionary,
medical, and syllabus form a sub-cluster, with
the latter two being relatively similar, possibly due
to both genres being dominated by bulleted lists
comprised of noun phrases, i.e., sentences frag-
ments.

In the middle, poetry is the closest to GUM’s
fiction, perhaps partly due to long sentences,
extensive vocabulary, and verb-dominated mor-
phosyntax. threat clusters with GUM’s reddit
genre, perhaps because both are relatively argu-
mentative genres, often written in first-person, and
include many interjections and swearwords (see
Behzad and Zeldes 2020 for similar and additional
observations on Reddit data). esports is some-
what far from its nearest neighbors, the informal
spoken genres conversation and vlog which intu-
itively share features and cluster together; the latter
also comes from the same source and modality as
esports, since both were collected from YouTube.
GUM’s more informative expository genres also
cluster together plausibly, with biographies (bio)
and travel guides (voyage) grouped together after
the split with news.

5 Evaluation

To understand how challenging GENTLE data is
for both NLP models and humans, we evaluate rep-
resentative systems on each task using the entire
corpus and conduct an inter-annotator agreement
(IAA) experiment by double annotating 10% of
the data. Table 5 reports Cohen’s Kappa () and
task-specific scores where applicable, taking the
gold standard release data as a reference, compared
to a second human’s annotation. The double an-

notations were done without additional validation
checks; in other words, the final gold data, sub-
jected to stringent validations by the official UD val-
idator and validation scripts from the English GUM
repository, can be expected to be more consistent
and reliable. Double annotated data comes from
document initial “snippets” in each genre since non-
initial sections may be incoherent for layers such
as coreference. Each snippet was around 200-250
tokens in length, amounting to 1,838 tokens in total
(=10.34% of the entire corpus).

However, it is also true that NLP accuracy in
document-initial positions diverges from overall
accuracy since documents are systematically non-
homogeneous. For example, dictionary entry
beginnings are much harder to parse since they
contain technical notation, foreign language ety-
mologies, and more, while later sections typically
include grammatically simple usage example sen-
tences. Therefore, we report NLP accuracy on
the double annotated snippets compared to human
scores in Table 5, separately from the overall per-
formances on the GENTLE corpus in Table 6. For
each setting, we report scores by genre, for the
entire corpus (micro-average), and the averaged
per-genre score (macro-average). All NLP mod-
els were trained on the GUM v9 train partition
and tested on the established GUM v9 test set and
GENTLE. Additionally, we include genre-specific
numbers for GUM’s news section, which can be
taken to represent the most commonly used evalua-
tion data type in most NLP tasks.

Tokenization, Tagging, Lemmatization, and De-
pendency Parsing We use the widely employed
Stanza package (Qi et al., 2020) to evaluate gold-
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Tasks Metrics MICRO MACRO dictionary esports legal medical poetry proof syllabus threat
Human Agreement on Snippets

POS Tagging Acc 95.38 95.37 94.69 98.25 93.48 94.81 97.85 95.67 93.86 94.37
(XPOS) K 94.98 94.78 95.38 98.00 93.46 94.49 97.29 94.38 92.08 92.94
Lemmatization  Acc 96.90 96.89 92.92 99.56 95.22 96.54 97.42 98.70 95.61 99.13

K 96.86 96.82 92.65 99.55 95.12 96.47 97.36 98.66 95.56 99.11
Dependency UAS 88.79 88.77 77.88 85.53 90.00 88.74 90.13 88.74 93.86 95.24
Parsing LAS 84.66 84.63 73.01 81.58 83.48 87.01 88.41 83.55 89.47 90.48
Entity P 89.47 89.25 93.24 92.54 91.94 79.71 78.08 96.19 86.36 95.71
Recognition R 85.27 84.84 81.18 92.54 79.17 77.46 82.61 97.12 84.44 83.75
(untyped) F 87.32 86.88 86.79 92.54 85.07 78.57 80.28 96.65 85.39 89.33
Entity P 81.91 81.35 90.54 70.15 90.32 73.91 76.71 96.19 73.86 78.57
Recognition R 78.06 77.32 78.82 70.15 77.78 71.83 81.16 97.12 72.22 68.75
(typed) F 79.94 79.19 84.28 70.15 83.58 72.86 78.87 96.65 73.03 73.33

MUC 70.46 66.01 47.05 94.44 72.22 60.86 62.06 70.58 38.09 82.75
Coreference B? 77.63 77.21 83.50 90.29 75.31 65.65 62.97 84.74 76.38 78.87
Resolution CEAF 44 72.25 70.55 84.43 86.38 69.30 63.55 48.10 74.50 73.46 64.70

Avg. F 73.45 71.26 71.66 90.37 72.28 63.35 57.71 76.61 62.64 75.44

NLP Performance on Snippets

XPOS Acc 92.56 92.55 86.73 97.66 95.36 97.55 97.71 77.63 93.27 94.52
Lemmatization  Acc 96.32 96.33 97.64 99.56 97.10 96.25 92.56 94.81 94.44 98.27
Dependency UAS 80.69 80.65 65.34 85.23 87.83 87.01 90.41 54.69 85.09 89.61
Parsing LAS 76.22 76.18 59.00 79.39 82.75 83.41 87.55 50.65 81.14 85.57
Entity P 75.63 75.14 72.22 70.42 66.89 74.86 72.80 84.91 78.42 80.60
Recognition R 70.01 69.81 60.61 64.88 61.72 71.21 69.80 73.33 71.40 78.26
(typed) F 72.71 72.34 65.91 67.53 64.20 72.98 71.27 82.67 74.74 79.41

MUC 65.66 54.86 0.00 83.72 30.30 80.95 74.62 52.30 42.85 74.15
Coreference B? 41.25 36.72 4.49 54.27 22.78 38.73 56.33 26.45 29.47 61.23
Resolution CEAF 44 17.72 18.31 1.80 22.00 20.95 6.82 36.13 14.32 15.79 28.67

Avg. F 41.54 36.63 2.10 53.33 24.68 42.17 55.69 31.02 29.37 54.68

Table 5: Human Performance and Corresponding NLP Performance on GENTLE Snippets for 5 NLP Tasks. The
highest scoring (‘easiest’) GENTLE genres are highlighted in blue, and the lowest scoring are in red.

tokenized texts in Table 5 allowing comparisons
with human agreements, as well as end-to-end from
plain text in Table 6 to also evaluate tokenization.
Tokenization degrades in the end-to-end scenario
for all GENTLE genres except for threat. To-
kenization is error-prone in syllabus and legal
due to the abundance of bulleted and numbered
nominal phrases and abbreviations. XPOS tagging
degrades nearly 10 points on GENTLE and scores
the lowest on proof and syllabus due to mathe-
matical symbols (e.g. <, €, x, y) and genre-specific
terminologies (e.g. TAs, TBD). Micro-averaged
lemmatization performance drops nearly 6 points
to0 92.38 and parsing by 15 points to a LAS of 72.38,
again worst for proof and syllabus.

While these results may be somewhat shocking,
human performance is also imperfect, with XPOS
and lemmatization accuracy in the mid-90s, less
than 3 points above Stanza for tagging, and neck-
and-neck for lemmatization, and with human LAS
at 84.66, about 8 points above Stanza on average.
To illustrate why humans disagree on syntax espe-
cially in technical genres, we offer a brief example

of parsing a legal case law designation for ‘410
U.S. 113’ in Figure 2. ‘410 U.S.’ is a volume of US
Supreme Court cases, including case ‘113’ (Roe
v. Wade) — one annotator (in black) analyzes ‘113’
(the case) as the head, which is modified by the
name of the volume that includes it, while the other
treats the volume as the head, with a numerical
modifier attached as dep, similar to how GUM an-
notates cases like ‘Page 5.” Without good intuitions
about Supreme Court case nomenclature and very
clear guidelines, any chance of perfect agreement
is hampered by a myriad of such cases.

On the other hand, some potentially difficult
genres, such as esports, turned out to have high
human agreement for tokenization, tagging and
lemmatization, despite well known challenges in
annotating User Generated Content (UGC, see San-
guinetti et al. 2022).

nummod compound

410 US. 113
S N

nummod dep

Figure 2: Annotation Disagreement for 410 U.S. 113.
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GENTLE GENTLE

Tasks Metrics  GUMiest  GUMiest-news (MICRO)  (MACRO) dictionary esports legal medical poetry proof syllabus threat
Tokenization F 99.61 99.67 97.29 97.46 98.12 99.52 95.55 97.73 99.59 97.98 91.46 99.69
gg,i:;‘gg‘“g Acc 97.46 97.85 88.34 88.56 90.74 9580 8971 9293 9151 7876 7522 9374
Lemmatization Acc 98.13 98.52 92.38 92.64 95.53 98.29 91.72 93.01 95.51 91.06 79.74 96.23
Dependency UAS 89.49 89.68 76.71 77.01 75.39 83.99 77.23 81.15 76.74 71.23 63.99 86.37
Parsing LAS 87.21 87.45 72.38 72.65 70.78 78.84 73.95 77.64 7170 6558 59.94 82.77
Entity P 77.14 65.01 75.63 75.10 72.22 70.42 66.56 74.86 72.80 84.91 78.42 80.60
Recognition R 76.24 72.69 70.01 69.77 60.61 64.88 61.41 71.21 69.80 80.56 71.40 78.26
(typed) F 76.88 68.64 72.71 72.30 65.91 67.53 63.88 72.98 71.27 82.67 74.74 79.41
MUC 76.38 59.67 60.89 55.98 9.30 67.84 59.14 70.13 70.92 48.95 41.09 80.48
Coreference B? 64.71 53.97 33.37 3391 14.74 45.49 31.07 32.78 4398  29.08 20.88 53.29
Resolution CEAF 44 57.15 53.06 9.75 11.18 491 17.48 9.22 7.06 15.10 13.48 7.78 14.38
Avg. F 66.08 55.57 34.67 33.69 9.65 43.60 33.14 36.66 43.33 30.50 23.25 49.38
RST EDU P 96.43 95.68 93.90 93.21 97.58 95.71 90.07 97.58 9130  88.81 94.35 93.62
Segmentation R 95.85 97.17 93.17 92.07 95.48 87.01 96.11 96.58 88.06 87.89 98.04 92.69
(Gold) F 96.14 96.42 93.53 92.60 96.52 91.16 92.99 97.07 89.66  88.35 96.16 93.16
RST EDU P 93.63 9291 89.90 90.17 95.48 94.37 85.29 97.92 87.46 87.41 80.48 92.98
Segmentation R 93.48 96.46 86.78 87.79 86.24 87.01 92.23 96.58 85.48 88.93 73.48 92.36
(Trankit) F 93.55 94.65 88.31 88.89 90.62 90.54 88.62 97.24 86.46  88.16 76.82 92.67
RST S 70.07 71.89 62.15 62.83 59.31 55.77 72.72 65.51 59.78 69.11 57.13 63.29
Parsin. N 56.90 60.61 47.63 48.05 47.47 40.41 59.79 50.35 40.87 55.25 44.18 46.06
ng R 49.57 56.40 37.64 38.16 30.52 29.30 51.48 46.88 30.93 41.73 40.17 34.23

Table 6: End-to-End NLP Performance on All Tasks on Full Plain Texts (averaged over 3 runs). Top and bottom
scoring GENTLE genres are marked in blue and red (GUM scores are nearly always higher, in bold).

Entity Recognition and Coreference Resolution
For NNER, we evaluate a SOTA neural system
(seq2set, Tan et al. 2021). In both full GENTLE
and snippets, we consider plain text with gold tok-
enization as input and use precision, recall and F1
to evaluate. In Table 6, F1 drops over 4 points on
average, and over 13 points on legal. Inspection
reveals most errors involve malpredicted spans, es-
pecially when deciding entity boundaries with PP
attachment, apposition, or coordination. For ex-
ample, in [ Proto-Germanic *nehwist (“[nearest]s,

closest]/;”)]1, span 2 (blue) and span 3 ( )
are appositions providing additional information
for the word nehwist and span 1 (red) as a whole
forms a non-named entity span, but neither of them
are correctly predicted by the model. proof out-
performs GUM because mathematical variables,
which are frequent in proof, are easier to identify
compared with other types of entities. We also
observe this in Table 5, where IAA is the highest
for proof. Note that IAA for typed and untyped
entities are identical; this is because most entities
in proof, e.g. mathematical variables, are abstract.

The coreference resolution task uses MTL-coref
(under review), a new SOTA model for the GUM
benchmark which is trained with singletons and
other entity-level information. We use the F1-
measure of MUC, B2, CEAFy4, and the aver-
age CoNLL score as evaluation metrics. Table
6 reveals that the model performs substantially
worse on GENTLE, with nearly 32 points degrada-
tion. Genre-wise analysis reveals that dictionary,

which has few pronouns, performs worst, while
threat, rich in pronouns, scores best in GENTLE.
This shows that the model struggles more with
complex NPs (with possible PP attachments) and
proper nouns but can more easily identify coref-
erence chains involving pronouns (and especially
the easy pronouns ‘I’ and ‘you’ in threat letters).
For instance, in GENTLE _epsorts_fortnite, the
model incorrectly clusters [Kreo], ... [him]; ...
[Maufin],, a chain including multiple names un-
seen during training.

RST Segmentation and Parsing We evaluate
GENTLE on two RST tasks: elementary discourse
unit (EDU) segmentation and RST parsing. For
EDU segmentation, we use DisCoDisCo (Gessler
et al., 2021), the winning system in the 2021 DIS-
RPT shared task on segmentation. We evaluate
EDU segmentation under two conditions: ‘Gold’,
where the full, human-provided UD parses for
GENTLE documents are provided to the system;
and ‘Trankit’, where with the sole exception of tok-
enization (which remains human-provided), all UD
parse information is provided by Trankit’s (Nguyen
et al., 2021) default English model.

For RST parsing, we use the best setting from
the bottom-up neural parser by Guz and Carenini
(2020), SpanBERT-NoCoref, which obtained the
SOTA performance on GUM as of v8 (Liu and
Zeldes, 2023) using the original Parseval procedure
on binary trees, following Morey et al. (2017). We
evaluate using gold discourse units for simplicity
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and comparability with previous work.

Unsurprisingly, GENTLE contains challenging
materials even with gold discourse units: overall,
the best-performing genre is 1legal while the worst-
performing genre is esports. By examining de-
pendency conversions of gold vs. predicted trees
following Li et al. (2014), we found that the model
was only able to correctly identify the Central Dis-
course Unit in 6 out of 26 documents (23.1%) in
GENTLE. The top 2 most difficult relation classes
are TOPIC and EXPLANATION, both of which tend
to lack explicit and unambiguous cues such as dis-
course markers, and may require an understanding
over multiple EDUs.

6 Conclusion

We have introduced GENTLE, a new, genre-
diverse, richly-annotated test corpus for English.
While this new resource is relatively small, the chal-
lenging genres included in the corpus are diverse
not only in topic, but also in terms of medium and
communicative intent. The 8 genres have consid-
erably distinct characteristics reflected in metrics
and label distributions for individual annotation lay-
ers. These genres also differ substantially from the
12 genres in the GUM reference corpus. As such,
GENTLE serves as an important complement to
GUM’’s test set, and can provide valuable insights
into NLP systems’ ability to perform on OOD data.

We found in evaluations that system perfor-
mance generally degraded on GENTLE compared
to GUM, corroborating prior findings that NLP sys-
tems degrade on OOD data. However, degradation
was not uniform, and different genres presented dif-
fering degrees of difficulty for different NLP tasks.
For dependency parsing, the steepest degradation
was in syllabus and proof, while entity recogni-
tion saw particularly poor performance in legal
and dictionary, and RST parsing performed low-
est on esports, dictionary and poetry. It is
thus necessary to have a wide variety of genres
available for evaluation if one aims for a holistic
understanding of the capabilities and limitations of
an NLP system.

Moreover, it is worth noting that the annotation
tasks for our challenge genres were not just diffi-
cult for the NLP systems, but for our human an-
notators as well. Our IAA experiments showed
that human annotation generally outperformed the
NLP systems in terms of accuracy. However, some
genres stood out as being particularly difficult for

humans, such as dictionary, which suggests that
it would be beneficial to develop additional anno-
tation guidelines targeting difficult cases that arise
from genre-specific phenomena.

With the introduction of GENTLE and the re-
sults from the above evaluation experiments, we
hope to encourage the use of genre-diverse test
corpora for NLP benchmarks. This will allow re-
searchers to obtain realistic measures of how NLP
systems will perform on OOD data, which is fre-
quently the use case of interest in real-world appli-
cations of NLP technologies.

Limitations

Our corpus is designed to serve as a challenge set,
and is limited in size: each of the 8 genres ranges
from 2k to 2.5k tokens, totaling around 18k tokens.
Given the amount of work necessary for multilayer
annotations, building a larger challenge set was not
deemed realistic with the limited resources avail-
able for this project, and is left for future work.
Additionally, the evaluation of inter-annotator
agreement is limited to a small amount of data,
since double annotating the amount of annotation
layers involved is costly. In particular, the eval-
uation is limited by the use of a common gold
tokenization standard to facilitate reporting com-
monly used scores (Cohen’s Kappa, tagging accu-
racy, NNER F1, etc.), which do not reflect cascad-
ing errors due to tokenization disagreements. Ad-
ditionally, we did not perform double annotation
experiments for RST discourse parsing, as these
would require annotating entire documents in each
genre, which would exceed the amount of data we
were able to have annotated for this evaluation.
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A Genre Descriptions

GENTLE comprises 8 genres, with each having 2
to 5 individual documents—cf. Table 2. They are
as follows:

B

* dictionary - entries for a single En-
glish word from Wiktionary (https://en.
wiktionary.org). GENTLE includes doc-
uments for the words next, trust, and school.

esports — transcripts of a YouTube video clip
containing esport commentary. GENTLE in-
cludes two documents: one featuring Fortnite,
and the other featuring FIFA 20.

e legal — segments of legal text from the
United States. Of the two documents, one is a
portion of the Supreme Court opinion for Roe
v. Wade (1973) from Wikisource (https://
en.wikisource.org), and the other is a por-
tion of a contract, extracted from the Contract
Understanding Atticus Dataset (CUAD) vl
from the The Atticus Project (Hendrycks et al.,
2021).

medical - snippets of a Subjective, Objective,
Assessment and Plan (SOAP) note. A SOAP
note is a common kind of text used by medical
professionals to document a patient’s medical
visits and history. The notes are taken from
MTSamples (https://mtsamples.com).

poetry — poems taken from Wikisource
(https://en.wikisource.org/wiki/
Portal:Poetry). The poems come from 3
different authors and are of varying lengths.

* proof — mathematical proofs taken from
ProofWiki (https://proofwiki.org).

L]

syllabus — syllabuses taken from course ma-
terials posted publicly on GitHub.

threat — threat letters recorded in publicly
available United States court proceedings. Ac-
cessed through casetext (https://casetext.
com/cases; see also Abrams 2019 for some
analysis of these texts).

Full Label Residual Tables

The following tables give complete standardized
Pearson residuals for label distributions in each
GENTLE genre, along with comparisons to GUM
as a whole and GUM news in particular. Tables
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7-10 give numbers for UPOS, dependency, entity,
and RST coarse labels respectively.
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| ADJ ADP ADV AUX CCONJ DET INTJ NOUN NUM PART PRON PROPN PUNCT SCONJ SYM VERB X
GUM -0.5 -2.1 11.3 8.7 2.3 1.8 13.3 -15.1 -5.2 39 20.8 -25.1 -0.2 41 -146 6.6 -22.6
GUMews -1.3 59 -115 -6.2 -4.8 49 -115 57 4.6 -1.1 -21.7 41.4 -5.4 -3.3 -1.9 -3.3 -6.6
dictionary 79 -1.2 -5.9 -12 -0.4 -5.2 -2.9 4.4 -5.0 -0.6 -8.6 -4.9 20.4 -4.6 -2.1 -6.1 21.2
esports -33 -1.1 59 2.1 -1.9 -0.6 0.4 -5.2 1.8 4.7 3.7 1.4 -4.1 -1.5 -1.3 4.2 -2.1
legal 0.3 0.0 -4.7 -5.5 3.0 32 -4.1 4.7 2.6 0.4 -9.5 39 0.8 0.0 4.9 -3.1 18.4
medical 7.6 0.0 -5.3 -0.4 0.0 -5.0 -4.0 11.6 5.4 -4.2 -2.6 -6.9 1.0 -3.3 -0.4 -4.8 8.9
poetry -2.6 -1.4 5.0 -4.5 2.7 2.1 -2.8 -1.6 -5.3 -4.5 5.5 -7.1 55 0.9 -1.9 1.9 2.2
proof -1.0 0.4 0.5 0.3 -1.2 -4.7 -3.9 14.5 1.8 -5.8 -9.0 -8.1 0.9 3.7 56.3 -6.4 -2.3
syllabus -1.4 -3.1 -6.6 -5.1 25 -6.4 -2.5 13.6 73 -4.5 -10.4 11.2 -3.4 -3.3 54 -53 545
threat -2.5 -1.3 0.8 55 -0.5 -2.2 1.6 -2.6 -2.1 33 13.2 -7.4 -7.0 2.5 -1.7 4.5 -0.9
Table 7: Residuals for UPOS Labels by Genre.
\ acl advel advmod amod appos aux case cc ccomp compound conj cop csubj dep det discourse dislocated expl
GUM 1.3 43 12.2 -9 -128 47 43 23 -1.2 -16.1 22 78 38 -209 1.4 9.9 29 43
GUMews -0.6 -2.6 -11.7 35 75 2.1 9.6 -5.1 49 203 45 7.1 -3.1 25 53 -9.3 -1.4 40
dictionary | -1.6 -4.4 -6.3 2.1 70 -52 24 -05 -4.1 -2.2 9.7 47 -1.7 56 -5.1 -3.1 -03 24
esports -1.5 0.9 4.7 -39 -23 23 -30 24 -0.5 -04  -03 05 -1.3 22 -07 2.1 92 -12
legal 4.2 -1.3 -4.4 1.4 3.6 4.1 1.8 27 -2.7 3.4 18 -34 -14 172 33 -3.4 02 -1.7
medical -3.8 -4.3 -5.9 7.7 -1.3 04 02 0.1 -1.8 1.9 35 -09 -1.6 77 -47 -3.3 0.2 -1.2
poetry 1.9 1.5 3.8 -2.8 20 43 -16 25 1.3 -57  -03  -1.8 -0.7 -3.6 22 -1.9 1.7 -07
proof -1.2 -0.3 -0.1 -3.0 36 -32 1.6 05 1.6 -6.1 3.1 46 26 109 -52 -3.3 3.0 39
syllabus -3.6 2.9 =11 -0.5 198 -28 -35 27 -3.8 16.6 1.7 -45 -1.7 463 <65 -2.0 -03 24
threat 2.5 2.4 3.0 -3.6 28 59 22 -07 2.2 28  -00 1.0 04  -19 -2.1 33 1.7 0.5
(a) Part 1.
\ fixed flat goeswith iobj list mark nmod nsubj nummod obj obl orphan parataxis punct reparandum root vocative xcomp
GUM 00 -9.7 -2.7 0.6 1.8 5.0 -4.0 8.4 <72 46 -22 -0.1 -4.1 -0.1 55 27 1.8 49
GUMews .1 217 05 -06 -1.6 -4.2 73 -4.2 42 -40 3.6 -0.8 -6.5 -5.4 -5.7  -6.8 -24 -4.8
dictionary -03 45 05 -1.7 -04 2.2 -3.1 9.8 29 53 -1.7 -0.0 18.4 20.4 -2.0 73 -0.3 -39
esports 1.5 24 1.7 1.5 -03 39 -5.6 2.4 35 1.0 1.8 -0.4 16.7 -4.1 58 -15 -0.2 52
legal -02  -1.6 06 -1.1  -03 -0.9 35 -6.6 06 -03 -15 -0.5 2.0 0.8 -9 24 -0.7 -2.6
medical 1.2 -38 06 -15 -03 -3.8 3.4 -2.1 79 26 05 22 -1.3 0.9 -1.8 6.7 -0.7 -1.8
poetry -0.7 2.8 0.6 1.6 -03 22 -0.6 0.8 2.2 0.1 0.5 -0.4 1.4 55 -0.1 0.1 1.7 -0.8
proof -03 45 06 -1.5 -03 0.0 2.7 1.4 -2 <12 21 0.1 23 0.9 -1.8 13 -0.6 -1.1
syllabus -0.3 1.1 05 -1.7 -04 -4.3 -3.1 -9.1 85 -19 29 1.9 -0.5 -3.5 -1.7 164 -0.7 -39
threat -5 =33 6.0 40 -03 2.6 -1.3 4.6 0.9 42 04 -0.4 1.1 -1.0 -1.6 -1.1 1.6 4.1
(b) Part 2.
Table 8: Residuals for Deprel Labels by Genre.
\ abstract animal event object organization person place plant substance time
GUM -13.8 35 -3.1 6.4 -19.5 13.4 8.7 6.4 42 23
GUMaews -15.2 =77 7.2 0.5 30.6 -6.7 39 2.2 -0.3 5.7
dictionary 17.1 5.0 -4.9 -5.9 6.6 -10.1 -6.1 -2.4 -3.6 0.4
esports 9.3 -2.6 9.9 0.1 -0.5 7.8 2.4 -2.0 -3.0  -0.7
legal 9.8 -2.7 1.9 -6.7 12.6 -8.0 -4.5 -2.1 -39 0.2
medical 4.4 -0.4 2.8 6.2 -6.1 -4.8 -7.8 -2.3 11.0 -0.2
poetry -3.6 17.8 -4.3 1.5 -5.4 4.2 1.3 -0.8 -19  -14
proof 39.2 -3.0 -7.0 -1.7 -6.4 -16.5 9.2 2.4 43 -6.7
syllabus 25.7 -3.4 -2.5 -8.6 -4.7 -12.1 -7.3 2.7 -4.7 4.6
threat 4.1 22 16 -10 29 129 29 21 37 32
Table 9: Residuals for Entity Labels by Genre.
\ adversative  attribution causal context contingency elaboration evaluation explanation joint mode or purpose r same  topic
GUM 59 -3.7 2.6 0.6 1.3 =22 5.7 2.6 -8.9 19 -2.4 1.8 4.1 -0.8 7.7
GUMews -3.6 12.1 2.1 3.6 -1.8 53 -4.4 -6.0 -2.7 -2.1 -4.6 22 =35 1.4 -5.2
dictionary -3.6 -5.4 -4.3 1.0 -2.3 2.6 -4.0 0.6 32 -1.8 5.7 -2.5 0.1 3.8 -2.6
esports 0.3 -1.2 -0.2 1.5 -1.6 -3.2 6.8 -1.2 1.3 -0.2 -0.8 0.9 0.3 -0.3 -1.4
legal 25 -3.6 23 -3.7 0.3 3.1 -3.0 0.9 2.3 -1.4 2.1 1.5 0.2 29 -1.9
medical -1.6 22 24 -3.6 -1.5 -4.2 -32 -3.5 129 -1.4 9.1 -2.5 -1.9 -33 -2.0
poetry 24 1.7 27 0.3 -2.2 -0.3 -0.1 -1.9 -3.1 55 -3.0 23 27 25 0.0
proof -4.2 1.6 -2.1 2.4 4.2 -1.4 -3.0 8.5 -0.0 0.4 2.7 =25 -23 -3.0 -2.0
syllabus -33 -5.1 -4.3 =55 -0.5 -0.7 -4.1 -40 182 -1.8 4.3 -2.7 -35 -2.0 -2.6
threat 1.2 1.1 0.5 22 4.1 -0.8 24 6.4 -1.3 -0.5 -29 -0.3 -1.3 -1.5 -2.0

Table 10: Residuals for RST Relation Classes by Genre.
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Abstract

The task of summarisation is notoriously diffi-
cult to evaluate, with agreement even between
expert raters unlikely to be perfect. One tech-
nique for summary evaluation relies on collect-
ing comparison data by presenting annotators
with generated summaries and tasking them
with selecting the best one. This paradigm
is currently being exploited in reinforcement
learning using human feedback, whereby a re-
ward function is trained using pairwise choice
data. Comparisons are an easier way to elicit
human feedback for summarisation, however,
such decisions can be bottle necked by the us-
ability of the annotator interface. In this paper,
we present the results of a pilot study explor-
ing how the user interface impacts annotator
agreement when judging summary quality.

1 Introduction

As language models become more powerful, train-
ing and evaluation are increasingly limited by the
data and metrics used for a particular task (Stiennon
et al., 2020). Human evaluation has traditionally
been used in the field of summarisation as a gold
standard when assessing the quality of model out-
puts and for corroborating automated evaluation
techniques. However, ensuring high quality evalua-
tion with human annotators is difficult due to the
subjective and task-dependent paradigm of sum-
marisation. As model refinement will increasingly
rely on human feedback it is important to consider
how to best elicit high quality signal from human
annotators.

One technique to judge the quality of summaries
is the use of human preferences via comparison or
ranking. Such rankings can also be used to improve
summary quality by training models in a reinforce-
ment learning paradigm. For instance, Stiennon
et al. (2020) show that human preference data can
be used to improve the capability of large language
models (LLMs) for summarisation via a technique

referred to as Reinforcement Learning from Human
Feedback (RLHF). However, human feedback does
not always provide a gold standard for summari-
sation when the task is not clearly defined. It has
been established that linguistically trained, expert
raters, provide the gold standard in summarisation
evaluation and the reliability of non-experts has
been repeatedly questioned (Lloret et al., 2018).
For instance, it has been found that crowd workers
should not be used to evaluate summary quality be-
cause of a non-correlation with experts (Gillick and
Liu, 2010; Fabbri et al., 2021). Furthermore, even
for expert annotations mediation meetings are nec-
essary to assure reliability (Iskender et al., 2021).
In short, evaluating the quality of a summary is not
an easy or straightforward task.

The use of RLHF to train LLMs is becoming
increasingly common. However, training a model
from human feedback relies on the collection of
data via user interfaces for the chosen task. In-
creasingly then, natural language processing appli-
cations are heavily influenced by the human com-
puter interaction that takes place when collecting
preference data. Recent work in RLHF for sum-
marisation overlooks how critical the user interface
is in this process, with little to no discussion of the
design decisions made.

In this paper, we present the findings from a
pilot study introducing a novel user interface for
summary comparisons. We document how the in-
troduction of the new interface impacts annotator
engagement as well as investigate the following
research questions:

e RQ1: Does the annotator agreement for the
task of summary comparison change based on
the user-interface and task conceptualisation?

e RQ2: Does allowing the highlighting of to-
kens improve the agreement of summary com-
parisons?
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2 Background

It is widely understood that machine learning sys-
tems are limited by the quality of the labelled train-
ing data (Gooding et al., 2019). One approach to
improving the performance of such systems is to
treat the human labeller(s) as a source of noise
(Frénay and Verleysen, 2014) who can be modelled
statistically (Yan et al., 2010) in order to more ac-
curately identify an underlying ground truth. Noise
estimation can be improved if multiple labels are
obtained for each item in the training set in or-
der to model inconsistency (Ipeirotis et al., 2014),
or if a distribution of label values can be used as
a basis for rejecting outliers (Brodley and Friedl,
1999). More recent approaches have relied on prob-
abilistic methods for training deep classifiers under
input-dependent label noise (Collier et al., 2021).

However, these approaches focus on dealing
with noise post-annotation, whereas it is known that
the quality and clarity of the user interface itself, as
well as the task formulation has large implications
for the annotator agreement. For instance, several
of the human factors can be addressed through the
use of pairwise comparison, where labellers make
relative judgments to compare training items, rather
that attempting to characterize each item indepen-
dently against an abstract conceptual category, for
which they are expected to have a stable definition
and associated membership criteria. In the context
of labelling, comparative judgments are used to
compare how well the training items correspond
to the required concept. Carterette et al. (2008)
demonstrate that this method can facilitate judg-
ments for information retrieval applications. Com-
parative judgments have also been used in gamified
labelling (Bennett et al., 2009), where cooperat-
ing players reduce the set of alternative items until
agreement is reached.

Recent work has looked into the application of
comparative judgments to labelling as opposed to
assignment of categorical values or scores on a
scale (Simpson et al., 2019; Yang and Chen, 2011;
Kingsley and Brown, 2010). Simpson et al. (2019)
note that comparative judgments are suitable for ab-
stract linguistic properties, whose nature can cause
inconsistencies in the assigned numerical scores.

2.1 Agreement in summarisation

Text summarisation is the process of generating
short, fluent, and factually accurate summaries of
longer documents. As with most natural language

generation tasks, evaluation of generated summari-
sation is difficult, with automated metrics often
falling short. Human evaluation on summarisation
has been broadly classified into two types: intrin-
sic and extrinsic (Jones and Galliers, 1995; Belz
and Reiter, 2006; Steinberger and Jezek, 2009). In
intrinsic evaluation, the summarisation quality is
measured based on the resulting summary itself
without considering the source. Generally, it has
been carried out as a pair comparison task (gener-
ated output to expert summaries) or using absolute
scales without showing a reference summary. Ex-
trinsic evaluation, also known as task-based evalua-
tion, aims to measure the summary’s impact using
a task based on the source document (Mani, 2001).
(Reiter and Belz, 2009) have argued that the extrin-
sic evaluation is more useful than intrinsic because
the summarization systems are developed to sat-
isfy the information need from the source text in a
condensed way, but van der Lee et al. (2021) have
reported that only 3% of summarisation papers em-
ploy extrinsic evaluation. Extrinsic evaluation is
important because it is rooted in the fundamental
application of summarisation models. Across pa-
pers, guidelines provided to annotators on what
constitutes a good summary have a high degree
of variation. For instance, Howcroft et al. (2020)
found over 200 variations in terminology when
analysing annotator guidelines.

2.2 Summary Comparisons for RLHF

Stiennon et al. (2020) show that human prefer-
ence data can be used to improve summary qual-
ity by training the model to optimise for human
preferences instead of using coarse proxies like
ROUGE. This is achieved via RLHF whereby a
large dataset of human preferences between gener-
ated summaries is collected, and a reward model
trained using this data. The annotations collected
are from researchers (experts) and human annota-
tions with the agreement rate between researchers
ranging from about 65% on the most difficult com-
parisons, to approximately 80% on the easiest com-
parisons (comparing a high-temperature sample
from a supervised baseline to the human reference
summary). For cases where annotators discussed
the comparisons with each other the agreement
reached 95%. The paper states that: substantial
noise comes from comparisons being quite difficult
and subjective. In the entire corpus, labellers agree
with each other 72% of the time. Using the modal
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Figure 1: Stiennon et al. (2020) user interface to collect preference data from annotators (left) and interface to

collect interpretations of summaries on (right)
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Figure 2: Bai et al. (2022) conversational interface for
annotators to select helpful LLM responses

output from 3 labellers can increase this agreement
rate from 72% to 77%. However, this is not used
as the work prioritises label throughput with sum-
maries receiving on average 1 annotation. Figure
1 shows the interface used by annotators to collect
the preference data. The main focus of this work
was to prove the efficacy of RLHF for summarisa-
tion, as such there is little discussion on how the
user interface was designed or how this may be
impacting the engagement or agreement of raters
for this task.

Finally, Bai et al. (2022) apply preference mod-
elling and reinforcement learning from human feed-
back (RLHF) to fine tune language models to act as
‘helpful and harmless assistants’. They explicitly
outline summarisation as an example of a help-
ful task. They state that they found poor average
agreement between researchers from Anthropic!
and crowd sourced data and found that author-rater

"https://www.anthropic.com/

agreement wasn’t a good guide for assessing over-
all conversation quality. Similarly to the work by
Stiennon et al. (2020), the discussion of the inter-
face, shown in Figure 2, is limited.

Both works are valuable in setting the ground-
work for RLHF as a technique for LLM task align-
ment. However, the annotator agreement is a factor
which is highlighted as unstable for differing tasks
and settings in both papers. We argue that the de-
sign and usability of the interfaces used should be
considered as a much more critical component in
the paradigm of RLHF research.

3 Experimental Design

Our study compares the use of a baseline interface
for summary comparisons with an novel interface
designed in conversation with annotators. We in-
vestigate how the use of the new interface impacts
both annotator engagement and agreement using
specially trained annotators for the task of summary
comparison.

3.1 Methodology

The study relies on two experimental settings: in
the baseline setup, annotators are tasked with se-
lecting the best summary from a set of 5 generated
summaries using a standard interface. The sum-
mary selections include generations from a range
of LLMs as well as human-written gold standard
summaries. Further details on summary generation
are provided in § 3.3. Prior to the study, annota-
tors have worked with the initial interface for 6
months. In the second setting, annotators are asked
to select the top n summaries in a ranked order,
where n can be chosen by the annotator. Annota-
tors interact with a novel user interface which has
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been designed in conversation with annotators to
improve readability and aid in annotation judge-
ments. We collect annotations for 500 documents
(in each UI setting). Every document and set of
summaries are annotated 3 times in total.

3.2 Annotators

As emphasised, the task of judging summary qual-
ity is non-trivial and the best results are attained
using judgements from trained annotators. In our
experiments, we use a team of 6 in-house annota-
tors who have been trained on the task of judging
summary quality. Annotators are paid at a daily
rate, irrespective of their throughput, to incentivise
high quality judgements. Annotator demographic
information is included in Table 1. All annotators
have worked on the task of summary evaluation for
a minimum of 6 months prior to the study.

3.3 Data

The datasets provided to the annotators consisted
of two batches containing 500 samples each. Each
batch contains articles which have been scraped
from the web. Summaries for these datasets were
produced by fine-tuning the following language
models: LaMDA (150B), Pegasus (500M) and
FlanT5 XXL. All models used in this study were
Transformer Encoder models with six layers and
LSTM Decoders with two layers, containing ap-
proximately 27 million parameters, resulting in a
file size of around 35MB. These small models are
designed to run on-device and the data used to fine-
tune the models for the task of summarisation were
between 1-10K gold standard summaries.

3.4 Interface design

Annotators had been working with the baseline
interface (interface 1) for 6 months prior to the
study. To understand which features may improve
the annotation experience we conduct a qualitative
interview to identify pain points. Feedback from
annotators was then used to design a novel interface
which addressed the following two issues; (1) the
readability of text and (2) the ability to highlight
tokens in either the original or in the generated
summaries to identify overlap more quickly.
Figure 3 shows screenshots of the baseline and
updated interface. As demonstrated in the screen-
shot, the highlight interface allows for the selection
of words within the original text and corresponding
summaries. If a token is selected, all instances of

the token will be highlighted to emphasise the over-
lap of summaries with the original. Annotators can
select and de-select as many tokens as they want,
an analysis of this behaviour is presented in Section
4.1.1.

4 Results

The following results section presents the findings
related to annotator behavior and agreement in the
decision-making tasks. The initial analysis focuses
on measuring the time taken by annotators to make
decisions in two task settings. Additionally, we
examine annotators’ engagement with the high-
lighting tool in the second interface, assessing the
overlap between annotators and the tool’s usage
patterns. Lastly, we evaluate the level of agreement
among annotators when selecting the best summary
in both scenarios. These results provide insights
into annotator decision-making processes, tool en-
gagement, and the consensus achieved, contribut-
ing to a better understanding of the task dynamics
and effectiveness in each setting.

4.1 Annotator engagement

The time taken for annotators to perform both tasks
is recorded for each set of summaries presented.
Figure 4 shows a plot of the time distributions nor-
malised by the length of the texts and summaries
for each interface. Interface 1 represents the origi-
nal interface used by annotators and 2 is the high-
light interface. Both time distributions are binned
into 200 buckets and the density of occurrences for
each bucket is plotted.

The task presented to annotators in the highlight
interface is more cognitively demanding as anno-
tators can select n best summaries instead of the
best one. This is reflected in the proportion of time
taken to perform the task as the histogram shows
that the task takes longer to perform by annotators.
There is a larger spread of time taken for annotators
using the highlight interface which may be due to
a lack of familiarity with the new set-up. However,
from analysing the highlight behaviour of annota-
tors we can see that the extent to which users are
interacting with the highlighting tool differs greatly
and this will contribute to a larger spread of times.

4.1.1 Token selection

Figure 5 presents histograms showing the varying
degrees of engagement exhibited by annotators in
response to the annotation task, as determined by
the number of selected tokens. The histograms
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Hours reading

Proficiency Education Age range English per week
Native 1/6 | Graduate 5/6 | 18-24 3/6 | 0-5 1/6
Near native ~ 0/6 | Undergraduate 1/6 | 25-34 3/6 |5-10 2/6
Advanced 5/6 | High School 0/6 | 35-44 0/6 | 10-15 1/6

Intermediate 0/6 | Vocational Training 0/6 | 45-54 0/6 | 15-20 0/6
Beginner 0/6 | No formal education 0/6 | 55+ 0/6 | 20 + 2/6

Table 1: Background statistics for annotators in study
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(a) Interface 1: baseline (b) Interface 2: highlight interface

Figure 3: Screenshots of the annotation interfaces — the baseline interface is presented on the left and the highlight
interface on the right.
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1836.
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A5 A6

Figure 6: Venn diagram illustrating agreement between
two most active annotators when selecting tokens for
shared documents.

Token selection agreement Due to the variation
in highlighting engagement we identify the two an-
notators who were most active in their use of the
highlighting tool, as demonstrated in the bottom
two histograms of Figure 5. To examine their de-
gree of highlighting agreement in the annotation
process, we focused on the subset of documents
that were highlighted by both annotators, and in-
vestigated the crude overlap in terms of the tokens
that were selected. The resulting venn diagram,
shown in Figure 6, provides a visual representation
of the extent of overlap between the two annotators’
selected tokens for the 71 documents annotated by
both.

Annotator A5 highlights a larger number of
words in total than annotator A6. The overlap be-
tween their highlighted words was 22% of annota-
tor A5’s total and 56% of annotator A6’s total. Of
the words selected by both annotators for the shared
documents 63% were nouns. It is worth noting that
a more comprehensive analysis of token agreement
will require a longer-term study, as annotator adop-
tion of the highlighting tool is expected to increase
over time.

4.2 Token selection

Using the total 1836 tokens selected across annota-
tors, we find that there is a statistically significant
correlation (p < 0.01) in the number of times a
token is selected and the number of occurrences
of that token in the original article. The total pro-
portion of nouns selected is 64% which implies
that the search of noun specific content words is
most useful when considering whether generated
summaries are high quality.

4.2.1 Annotator agreement

Table 2 shows the results of the pairwise Kappa
agreement for annotators in both interface settings.
The first interface yields a higher overall agreement
compared to the second and the values range from
0.36 to 0.74 with an average of 0.59, while the
values for the second setting range from 0.32 to
0.65 with an average of 0.46. These results show
that there was higher inter-annotator agreement for
interface 1 than for interface 2. In general, whilst
there were some pairs of annotators who agreed
more strongly than others for both interfaces, the
results indicate that there is some variability in
the inter-annotator agreement. Further efforts are
needed to increase the consistency of annotations
for the task, especially for Interface 2.

We posit that the lower annotator agreement in
the second setting is for two reasons. Firstly, anno-
tators are much less familiar with the new interface
as this is the first experience they have with la-
belling via the new tool. Additionally, the new
task requires a higher cognitive load as it involves
selecting the best set of n summaries, as opposed
to a single best summary. We found a substantial
drop in the average agreement for annotators in the
second setting, which raises questions about the
stability of annotation and the complexity of the
task. While this not the expected result, it provides
an opportunity to investigate the task further. We
plan to conduct a longitudinal study to examine
whether annotator agreement improves with expe-
rience. Our preliminary results from this study are
encouraging, showing that agreement increases as
annotators become more familiar with the tool (an
average kappa of 0.52 for the last 100 annotations
in interface 2).

The highlight interface has an advantage in that it
is designed to capture a more comprehensive range
of behavioural information during the annotation
process. One such behaviour is the frequency with
which annotators change their top choice of sum-
mary. This is particularly useful when judging the
difficulty of the decision, as it indicates the level of
uncertainty for annotators. We investigate whether
the level of agreement among annotators differs
significantly based on the number of times they re-
select their top choice in the highlight annotation
interface. To do this we calculate significance using
Satterthwaite’s method (Kuznetsova et al., 2017),
applied to a mixed-effects model that treats partic-
ipants and the specific annotation task as crossed
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Annotator Al A2 A3 A4 A5 A6 Avg
Al 1.00 0.73 036 0.71 0.74 0.58 0.62
- A2 0.73 1.00 0.34 0.61 061 0.64 0.59
8 A3 0.36 0.34 1.00 0.59 0.43 0.49 0.44
5 A4 0.71 0.61 0.59 1.00 0.63 0.60 0.63
£ AS 0.74 0.61 0.43 0.63 1.00 0.49 0.58
A6 0.58 0.64 0.49 0.60 049 1.00 0.56
Al 1.00 0.45 052 0.39 0.44 032 0.42
a A2 0.45 1.00 045 0.42 065 0.38 0.47
S A3 0.52 0.45 1.00 0.42 048 0.45 0.46
5 A4 0.39 042 042 1.00 036 0.40 0.40
£ A5 0.44 0.65 0.48 0.36 1.00 0.45 0.8
A6 0.32 0.38 0.45 0.40 045 1.00 0.40

Table 2: Kappa agreement between annotators for interface 1 (baseline) and interface 2 (highlight): results show a
higher degree of agreement for annotators when using interface 1

random effects.”> We find that there is a statistically
significant relationship between the agreement of
annotators and the frequency of changes made dur-
ing the annotation process. This finding suggests
that there are inherent indicators of annotator un-
certainty in their behaviour prior to making a final
decision.

5 Discussion

After receiving written feedback from annotators
following the adoption of the new user interface, it
was noted that all annotators stated the highlight-
ing feature was useful. However, when analysing
annotator behaviours not all annotators are using
the tool. This presents an interesting issue of mis-
aligned incentives, where annotators may fee