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Abstract

Answering real-world tourism questions that
seek Point-of-Interest (POI) recommendations
is challenging, as it requires both spatial and
non-spatial reasoning, over a large candidate
pool. The traditional method of encoding each
pair of question and POI becomes inefficient
when the number of candidates increases, mak-
ing it infeasible for real-world applications. To
overcome this, we propose treating the QA
task as a dense vector retrieval problem, where
we encode questions and POIs separately and
retrieve the most relevant POIs for a ques-
tion by utilizing embedding space similarity.
We use pretrained language models (PLMs) to
encode textual information, and train a loca-
tion encoder to capture spatial information of
POIs. Experiments on a real-world tourism
QA dataset demonstrate that our approach is
effective, efficient, and outperforms previous
methods across all metrics. Enabled by the
dense retrieval architecture, we further build
a global evaluation baseline, expanding the
search space by 20 times compared to previ-
ous work. We also explore several factors that
impact on the model’s performance through
follow-up experiments. Our code and model
are publicly available at https://github.
com/haonan-11i/LAMB.

1 Introduction

Question answering (QA) models and recom-
mender systems have undergone rapid development
in recent years (Seo et al., 2017; Rajpurkar et al.,
2016; Kwiatkowski et al., 2019; Lee et al., 2019;
Cui et al., 2020; Hamid et al., 2021). However,
personalised question answering is still highly chal-
lenging and relatively unexplored in the literature.
Consider the example question in Figure 1, in the
form of a real-world point-of-interest (POI) recom-
mendation question from a travel forum. Answer-
ing such questions requires understanding of the
question text with possibly explicit (e.g., in Dublin)
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Question: Hi! My wife and I are in our late
thirties and going to be in Dublin on September
28 and 29th. We are staying in the Grafton Street
area. Does anybody have any suggestions for
some fairly priced restaurants with great food
within walking distance of Grafton Street? Also,
What about some good pubs with live local mu-
sic? (I realize it is a Sun and Mon night and may
be slow) Any suggestion would be appreciated!
Thanks!

Answer ID: /] R 4392

Answer Name: The Porterhouse Central, 45-47
Nassau Street, Dublin.

Figure 1: An example of real-world POI recommenda-
tion question from the TourismQA dataset (Contractor
et al., 2021b). Colored text represents constraints rele-
vant to recommending POIs.

or vague and ambiguous (e.g., within walking dis-
tance of Grafton Street) spatial constraints, as well
as a fast indexing method that supports large-scale
reasoning over both spatial and non-spatial (e.g.,
fairly priced restaurants) constraints.

Recently, there has been increased interest in
geospatial QA. Most approaches focus on querying
structured knowledge bases, based on translating
natural language questions into structured queries,
e.g., using SPARQL (Punjani et al., 2018; Li et al.,
2021; Hamzei et al., 2022). Separately, Contractor
et al. (2021b) introduced the task of answering POI-
seeking questions using geospatial metadata and
reviews that describe POIs. In later work, they
proposed a spatial-textual reasoning network that
uses distance-aware question embeddings as input
and encodes question—POI pairs using attention
(Contractor et al., 2021a). However, as their model
creates separate question embeddings for each POI,
the inference cost increases linearly in the number
of POIs, and the model is incompatible with large
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pre-trained models such as BERT (Devlin et al.,
2019) or even medium-sized QA models such as
BiDAF (Seo et al., 2017).

In this work, we address the question: can we
build a more efficient POI recommendation system
which supports the use of advanced pre-trained
language models as the textual encoder? By pre-
senting the Location aware modular bi-encoder
(“LAMB”) model. We use a bi-encoder architecture
to encode questions and POIs separately, where the
question encoder is a textual module and the POI
encoder consists of a textual and a location module.
By encoding them separately, we cast the task as
a retrieval problem based on dense vector similar-
ity between the question and each POI. For train-
ing, we combine each question with one positively-
labeled POI and multiple negatively-labeled POls,
and use contrastive learning to train the question
encoder and POI encoder simultaneously, by max-
imizing the similarity between the question and
positive POL. After training, we generate location-
aware dense representations for all POIs using the
POI encoder, and index them by city name and en-
tity (POI) type. For inference, we use the question
encoder to generate a location-aware representa-
tion, and rank the POIs using similarity.

Our contributions are four-fold: (1) we propose
a location-aware modular bi-encoder model which
fuses spatial and textual information; (2) we demon-
strate that the proposed model outperforms the ex-
isting SOTA on a real-world tourism QA dataset,
with huge improvements in training and inference
efficiency; (3) we build new global evaluation base-
lines by expanding the search space 20x over lo-
cal evaluation; and finally, (4) we analyse the in-
fluence of different training strategies and hyper-
parameters through extensive experiments.

2 Methodology

In this section, we first formulate the task, and then
introduce the POI pre-processing method and the
LAMB model. Finally, we describe the efficient
training and inference strategies.

2.1 Task Formulation

Given a question ¢, the task is to find the most
probable POI answer p from a candidate pool
P, which satisfies spatial and non-spatial con-
straints in q. Each POI in P consists of a geo-
coordinates (lat,long) of the POI, the multi-
granularity location name (POI entity name, street,
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city, postcode), and a list of textual reviews =
(ri,72,...rn). It can be represented as p
(coordinates, name, reviews) (see Appendix A for
an example).

2.2 POI Pre-processing

Reviews of POIs provide useful information to rep-
resent POIs, however, each candidate can have hun-
dreds of reviews, the total length greatly exceeding
the maximum token length of 512 tokens in gen-
eral PLMs such as BERT. To choose more repre-
sentative reviews, previous work (Contractor et al.,
2021b) has clustered reviews into K clusters, and
then represented the POI using the top- N sentences
from each cluster based on distance from the cluster
centroid, resulting in N x K sentences. However,
this approach is potentially problematic as clusters
can be of varying size and density, and outliers can
affect the centroid. To keep representative reviews,
K and N should not be too small, e.g., Contractor
et al. (2021b,a) set N = K = 10.

In this paper, we adopt the SELSUM (BraZinskas
et al., 2021) model, which consists of a selector to
choose the M most representative reviews and a
summarizer to generate a summary of the selected
reviews. We use a model pre-trained on the AMA-
SUM dataset, which includes verdicts, pros, and
cons, and hundreds of reviews for more than 31,000
summarized Amazon products (see example in Ap-
pendix C). We compare the results using clustering,
the selection module only, and the full SELSUM
model in Appendix C. Our results show that using
a 3-sentence summary for each POI achieves com-
parable results with a clustering approach that rep-
resents each POI via 100 sentences, and that using
10 sentences outperforms the clustering method.

2.3 Location Aware Modular Bi-encoder

LAMB (see Figure 2) uses a bi-encoder framework
to encode questions and POIs. The question en-
coder is a textual module which takes question text
as input, and outputs dense representations. The
POI encoder consists of a textual module and a lo-
cation module, where the textual module encodes
a description and/or reviews associated with it, and
the location module encodes the multi-granularity
location names. The outputs of the textual and lo-
cation modules are real-valued vectors, which are
concatenated to represent a POI. Full details of the
model are presented below.
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Figure 2: Proposed approach. The reviews of POIs are first selected and summarized by SELSUM (bottom right
part). A location module is separately pre-trained under the supervision of geocoordinate-based distances (top right
part). The left part is the main LAMB model. The cyan- and salmon-coloured parts are the POI encoder and question
encoder, respectively. The orange part is the index of POI embeddings used for inference.

Textual Module We use two independent PLMs
as the textual encoder for questions and POIs, using
the [CLS] token representation as the output. For
questions, we do not preprocess the question text,
while for POIs, we concatenate the preprocessed
reviews.

Location Module Spatial constraints are crucial
in retrieving relevant POIs to a question. However,
previous research has shown that PLMs perform
poorly in encoding and reasoning over spatial data,
especially for geolocation information (Scherrer
and Ljubesi¢, 2021; Hofmann et al., 2022). To
enhance the model’s ability to capture geospatial
information, we employ a location module that
explicitly encodes the multi-granularity location
name of a POl into a dense vector. We initialize the
location module by choosing several transformer
blocks from a PLM, and continue pre-training it
to learn geo-coordinate-aware location name repre-
sentations. The training object is designed to pull
together pairs of encoded location representations
if the locations are physically near each other, and
push them apart if they are far from each other.
Formally, for any three POIs (po, p1,p2), sup-
pose the corresponding locations are (ly,l1,[2),
and the encoded representations are (hg, h1, h2).
Here [;(i = 0,1,2) is a 1-d vector [lat;, long;],
representing the latitude and longitude of p;, with
lat; € [—90,90] and long; € [—180,180], and h;
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is a vector. We choose pg to be an anchor loca-
tion, and d;(i = 1,2) € [0, 1] to represent the nor-
malized Haversine distance between [ and [;, rep-
resenting the greater-circle distance between two
points on a sphere. Similarly, s;(i = 1,2) € [0, 1]
represents the cosine similarity between hg and h;.
We use the triplet margin loss, and define the loss
function as follows:

=

In the first case, d; — d2 > 0 means that po is closer
to pg than pq, and hence we structure the loss to
learn a larger sy (= higher similarity between pg
and p2) and smaller s; (= lower similarity between
po and p1). We set the difference between the two
distances as a dynamic margin, which controls the
rationally-valued similarity difference.

max((s1 — s2) + (d1 — d2),
max((s2 — s1) — (d1 — d2),

)
)

if(dy —da) > 0

0
0 otherwise

Question and POI Encoders As mentioned
above, we use a separate textual encoding mod-
ule E%*! and location encoding module E%° to
encode each POI. These modules map the review
text and location names to fixed-length vectors:

text

Etezt( ) c Rlel
loc o ElOC( ) c RleQ

We concatenate r£¢** and r/°¢ and then use a dense
P P

layer to fuse the representations together, resulting



in the POI representation r,, € RIxd:

7rloc]) c ]Rlxd

rp = Dense([rtext »

p

For questions, we similarly tried using separate
text and location modules, and combining their out-
puts. However, we found that the text may contain
distractor locations that should not be considered
as spatial constraints, and that context is essential.
(e.g., the place name Italy in question Hey I am
from Italy, please suggest a restaurant in Berlin
that suits my appetite.) Hence, we use a single
textual module £¢5** which directly maps the ques-

tion text into representation r4 € R4, of the same
dimension as a POL.

2.4 Training and Inference

We train the two encoders simultaneously using
contrastive learning. We input each question g;
with one positive POI pf and several negative POIs
D; 1 ---P; , into the model, with the objective to
maximize the similarity between the embeddings of
q; and p;r, while minimizing the similarity between
the embeddings of ¢; and p; ,, ...p; ,,. We use the
negative log-likelihood (N LL) loss of the positive
POlIs as our objective function:

L(gis P s Pi1s-Pi)

esim(ai,p))

= — log
sim(q;,p;") Z” sim(q;,p; ;)
e (XY 2 _|_ ] 1 (&4 K3V

where similarity function sim(p, ¢) is the inner
product.

Negative Sampling Strategy A critical question
in contrastive learning is how to construct positive
and negative examples. In our case, for each ques-
tion, there can be more than one answer (= positive)
POI. To make use of every positive POI, as well
as to adapt to the NLL loss function, we create a
training example for each positive POI. For neg-
ative samples, all non-answer POIs are candidate
negative samples, but previous work (Karpukhin
et al., 2020; Xiong et al., 2021a) has shown that
high-quality negative samples help to learn a bet-
ter encoder. In this research, we consider three
different types of negative samples: (1) easy nega-
tives = random (non-answer) POIs from the entire
candidate set; (2) medium negatives = random (non-
answer) POIs that are in the same city and of the
same type (restaurant, attraction, or hotel) as the
answer POI; and (3) hard negatives = top-k ranked
non-answer POIs from the previous epoch.
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Two-phase Training We conduct two phases of
training: first, we use easy and medium negatives
to do warm-up training of the model, and provide
the model with a relatively easily-optimizable ob-
jective; next, we switch over to training with a
mixture of medium and hard negatives.! We sam-
ple hard negatives by performing inference on the
training data after each epoch (or a specific number
of steps) to find the top-k POIs for each training
question. We then create new training instances
by randomly sampling /N non-answer POIs from
the top-k retrieved POlIs, and use these to continue
training the model.

Inference Before inference, we disable the ques-
tion encoder and generate representations of all
POIs using the POI encoder only, and store and in-
dex them (as shown in the orange part in Figure 2).
During inference, the generated POI representa-
tions are loaded into memory. Given a question
q at run-time, we encode it using the question en-
coder, score all candidates using the pre-computed
representations, and return the top-k results.

3 Experimental Setup

In this section, we introduce the dataset, baselines,
and implementation details of our model.

3.1 Dataset

We use the TourismQA (Contractor et al., 2021b)
dataset, which comprises over 47,000 real-world
POI question—answer pairs from 50 cities across
the globe. These questions are genuine queries
submitted to a trip advisor website,” and the an-
swers are real-world responses that have been cho-
sen and authenticated by annotators. The average
length of the questions is 87.48 tokens (separated
by whitespace). And on average, there are 3.63
POIs as ground truth answers for each question.
The dataset contains roughly 114,000 candidate
POIs altogether, each with a collection of reviews
and metadata such as geo-coordinates and type
(restaurant, attraction, or hotel).

We follow Contractor et al. (2021b) in dividing
the dataset into a 9:1 train—test split, and construct-
ing a search space by including POIs located in the
same city as the ground truth POlIs, resulting in an
average of approximately 5,300 candidate POIs per
question. We believe one reason for earlier work

'For convenience, we use “easy” and “hard” negatives to
describe the training setting in any single phase.
https://www.tripadvisor.in
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to build the candidate pool within a city was that
their methods struggled with a large candidate pool.
However, in real-world scenarios, the ground truth
answer is concealed, and the candidate pool may be
extensive, encompassing all POIs in the database.
Therefore, we established a new evaluation setting
in which the search space comprises all POIs in
the world. We refer to this new setting as global
evaluation (114,000 candidates), and the previous
one as local evaluation (5,300 candidates).

3.2 Evaluation Metrics

Following Contractor et al. (2021b), we evaluate
using Accuracy@N € {3,5,30} and mean recip-
rocal rank (MRR) for local evaluation, and use
Accuracy@N € {5, 30,100} for global evaluation.
For Accuracy@ N, if the top-N predictions have
a non-empty intersection with the answer POI set,
the results are considered to be correct. For MRR,
we return the reciprocal rank of the first positive
answer POI per question, and average over the
questions.

3.3 Baselines

We compare ourselves against four baselines, as
detailed below.

Sort by Distance (SD): Given all tagged locations
with geo-coordinates in the question, we rank POIs
by the minimal distance from the tagged locations.

BM25: We represent each POI by its combined re-
views, and index them using Apache Lucene. Then
questions are used as a query to compute BM25
scores for all POIs.

Cluster-Select-Rerank (““‘CSR”’) Model (Contrac-
tor et al., 2021b), which consists of three compo-
nents: (1) a clustering module that clusters reviews
for each POI and selects representative reviews;
(2) a Duet (Mitra and Craswell, 2019) retrieval
model that selects the best 30 candidate POIs; and
(3) a QA-style re-ranker that scores and re-ranks
the selected POIs. Note that the cluster module
is used to pre-process the POlIs, and the selection
and re-ranking modules are trained separately and
pipelined.

Spatial-Textual CSR (Contractor et al., 2021a),
which adds a self-attention based geospatial rea-
soner to the CSR model, and ranks POIs based on
the weighted sum of scores from the geo-spatial
reasoner and CSR.
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3.4 LAMB Implementation Details

We implement our model in PyTorch, and use the
HuggingFace (Wolf et al., 2020) implementation
of DistilBERT (Sanh et al., 2019) as the textual
encoder. The location module is comprised of two
transformer blocks that are initialized using the first
two blocks of a pre-trained DistilBERT model. We
continued pre-training for 3 epochs using triplet
loss to force the model to learn more spatial infor-
mation, as described in Section 2.3. During this
process, we set the batch size to 8, learning rate to
2e-5, and the max sequence length to 64.

For the main model of LAMB, the maximum
length (in subtokens) for both questions and re-
views is set to 256. For training, we use a linear
learning rate scheduler with an initial learning rate
of 2e-5, and the Adam optimizer with default hy-
perparameters. For each training instance, we use
a single positive POI and varying numbers of neg-
atives. We set the batch size to 8 and train for 10
epochs: 5 epochs of phase 1 (easy and medium
negatives), and 5 epochs of phase 2 (medium and
hard negatives). All experiments were run on a
single Nvidia A100 40GB GPU for about 8 hours.

4 Results and Analysis

Table 1 shows the overall performance of the base-
lines and our proposed model. We can see that
the sparse-vector retrieval (BM25) and distance-
based retrieval (SD) models in the first block of
the table perform extremely poorly, demonstrating
the difficulty of the task. In contrast, the textual-
only pipelined models (CRQA and CSRQA) in
the second block improve overall performance sub-
stantially, and adding the spatial reasoning sub-
network (“ST+”) boosts results again. Note that,
since CSRQA is pipelined with a selection model
that selects the top-30 results, the spatial-textual
module cannot improve Accuracy @30 further.
Compared to the baselines in blocks one and
two, our model, LAMB, achieves the state-of-the-
art across all metrics. To better understand the im-
pact of different components of our model, we con-
ducted an ablation study by separately removing
the training phase 2, review selection and summa-
rization modules, and location module. Overall, the
performance dropped when one of these modules
or strategies was removed, but still outperformed
the previous state-of-the-art. Specifically, remov-
ing training phase 2 had a relatively large impact on
local evaluation, which we attribute to the process



Local Global

Model

Acc@3 Acc@5 Acc@30 MRR Acc@5 Acc@30 Acc@100 MRR
SD 0.83 1.11 5.62 0.011 0.83 1.11 5.62 0.011
BM25 5.59 8.29 16.33 0.061 0.44 1.86 3.68 0.014
CRQA 16.89 23.75 52.51 0.159 - - - -
ST+CRQA 19.37 26.23 56.33 0.175 - - - -
CSRQA 21.44 28.20 52.65 0.186 - - - -
ST+CSRQA 22.41 28.99 52.65 0.193 - - - -
LAMB 24.83 32.51 60.92 0.220 14.07 32.87 49.08 0.101
—Phase 2 22.49 29.35 59.20 0.201 13.22 31.89 49.68 0.094
—SELSUM 23.90 31.20 60.52 0.216 13.28 32.12 48.63 0.096
—FEloc 23.68 31.30 60.52 0.215 9.59 24.52 40.03 0.071

Table 1: Overall evaluation on the TourismQA dataset. The second block of results are based on the TourismQA
paper, wherein the best results are underlined, and “ST” denotes the spatial-textual module. The overall best results
are in bold. The third block presents the results for the full LAMB model, and also with module ablation.

Model Training Inference Loc Module  Acc@5 Acc@30 Acc@100 MRR
Time (h) #Cand Time (h) w/o Loc 9.59 24.52 40.03 0.071

2-1 PLM 9.91 25.47 41.64  0.075

gggA A(if_g)T ggg 5'318 26‘3‘ -l PLM-Loc  12.86 30.67 4628  0.091
v QA (E8T) X o+ e T 2-IPLM-Loc  14.07 32.87 49.08  0.101
AMB : 4-1PLM-Loc  10.92 27.78 4324  0.081

Table 2: Runtime comparison, based on a single Nvidia
V100 GPU. “#Cand” indicates the number of candidate
POIs. For CSRQA, time was estimated by summing the
times of the component models.

of training to distinguish hard negatives. Remov-
ing the location module greatly impacted the global
evaluation, demonstrating the effectiveness of the
location module, particularly when candidates are
from around the globe.

Based on our analysis, there are three main rea-
sons why LAMB outperforms previous models: (1)
training and inference are end-to-end, avoiding er-
ror propagation due to pipelining, as with CSRQA,;
(2) our use of pre-trained language models as the
textual encoder, outperforming static word embed-
dings or training encoders from scratch; and (3)
learning location encodings separately and fusing
them with textual representations, providing a soft
distance computing method. We provide a com-
parison between our location module design and
other straightforward geo-coordinate-based loca-
tion/distance modules in Appendix E. From this,
we can conclude that compared to strategies that en-
code geo-coordinates directly, a pretrained location
name module better captures spatial information.

4.1 Efficiency Comparison

We analyze the computational requirements of the
models in Table 2. LAMB is more time efficient

Table 3: Results with different location module settings.
“PLM” = use PLM directly; “PLM-Loc” = continue to
pretrain PLM on location names; and “N-I” = use N
transformer blocks.

than the previously-proposed neural models, requir-
ing around 5% of the training time, and <10% of
the inference time. It is also able to handle a much
larger candidate pool (in the millions of candidates)
compared to C(£S)RQA (in the tens or thousands
of candidates). Further analysis of efficiency and
usability is provided in Appendix D.

4.2 Ablation Study on Model Training

To further understand how different model training
options affect the results, we conduct several addi-
tional experiments and discuss our findings below.

Location Module Analysis In this section, we
compare various settings of location modules as
shown in Table 3. The table indicates that con-
tinuous pretraining of a PLM on location names
significantly enhances the module’s ability to cap-
ture geo-location and distance. Furthermore, using
two transformer blocks is sufficient to encode multi-
granularity location names, whereas more or fewer
layers may lead to overfitting or underfitting.

Effectiveness of Negative Examples To inves-
tigate the effectiveness of the type and number of
negative examples during training, we kept the total

100



#HN Local Global

Acc@3 Acc@5 Acc@30 MRR Acc@5 Acc@30 Acc@100 MRR
0 16.41 22.59 51.05 0.159 19.51 44.70 64.91 0.137
1 15.51 21.34 51.67 0.154 16.97 43.06 62.19 0.123
4 20.55 27.29 52.41 0.188 20.13 40.43 56.27 0.142
8 23.99 30.58 59.47 0.213 17.37 37.78 54.20 0.124
12 24.83 32.51 60.92 0.220 14.07 32.87 49.08 0.101
15 24.06 31.44 60.70 0.221 8.10 21.34 36.18 0.063

Table 4: Results with differing numbers of easy/hard negatives, total negatives = 15. #HN: number of hard negatives.

Local Global

#Phase 1,2

Acc@3 Acc@5 Acc@30 MRR Acc@5 Acc@30 Acc@100 MRR
10,0 22.49 29.35 59.20 0.201 13.22 31.89 49.68 0.094
8,2 23.08 30.22 60.33 0.209 13.48 32.48 50.65 0.096
55 24.83 32.51 60.92 0.220 14.07 32.87 49.08 0.101
2,8 24.49 31.88 60.08 0.219 13.05 31.18 46.04 0.095
0, 10 21.73 28.28 54.15 0.198 11.70 28.74 42.82 0.085

Table 5: Results with varied epochs in two-phase training, using 10 total training epochs.

number of negatives constant at 15 while varying
the mix of easy and hard negatives (as presented
in Table 4). As we increase the number of hard
negatives, the global evaluation results deteriorate
while the local evaluation results improve. This
implies that training with easy negatives is more
appropriate when the target city or area is uncon-
strained. The best local evaluation results were
achieved when using 12/15 hard negatives, indi-
cating that easy negatives are still necessary for
learning general location constraints. We further
investigated varying the total number of negatives
for contrastive learning, as presented in Table 7
in the Appendix. Our findings indicate that the
more negatives we have in each training instance,
the better the model performs, but that the relative
improvement plateaus beyond around 30.

Two-Phase Training Strategy We conducted ex-
periments with different epoch configurations for
our two-phase training strategy, as detailed in Ta-
ble 5. Our results indicate that both phase 1 and
phase 2 are essential, aligning with the assumptions
stated in Section 2.4. Furthermore, we found that
commencing phase 2 training at the midway point
was particularly effective.

4.3 Human Evaluation

To further investigate the dataset and have a bet-
ter sense of the overall performance of LAMB, we
conducted a small-scale human evaluation. We
randomly choose 100 questions from the test set
and manually evaluate the top-3 predictions for rel-
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evance based on LAMB as presented in Table 1.
For this small question set, our estimate of the true
Accuracy@3 is around 75%, as compared to the
automatic evaluation result of 24%. This is consis-
tent with the human evaluation results reported in
(Contractor et al., 2021a), and points to the issue of
low label-recall in the dataset: while a given POI
may not have been selected by the user who issued
the original question, it may well have satisfied the
constraints described in the question.

4.4 How ChatGPT Performs on TourismQA

During the writing of this paper, ChatGPT (i.e.
GPT3.5) was released. We manually tested 100
questions from Section 4.3 by inputting them di-
rectly into ChatGPT (GPT-3.5-turbo on 20-March-
2023) and getting a single response.? The results
show that out of the 100 questions, 91 received
recommendations for points of interest or areas.
However, only 14 of those replies match the ground
truth answers, which is lower than our model’s per-
formance of 24. We believe that the main reason
for this discrepancy is due to differences in the POI
databases. The replies from ChatGPT were well-
organized and logical, and could even answer many
details in the questions beyond the capabilities of
our model.

However, we observed that ChatGPT failed to
provide an output in many cases: among the 100
replies, sentences such as As an Al language model,

3Questions and responses are released together with the
source code.



I don’t have personal experience in ... appeared
36 times, while other outputs like I can recommend
that you check out the reviews on websites like Tri-
PpAdvisor or Booking.com appeared 13 times. Ad-
ditionally, ChatGPT tended to recommend popular
places, with the word popular appearing 44 times
in replies, despite not being mentioned in any of the
questions. We observed further bias in ChatGPT’s
recommendations. For example, it recommended
Shake Shack nine times in response to fast food
requests, but never mentioned other international
fast-food chains or local chains, even when ques-
tions specifically asked for fast food with regional
characteristics.

Lastly, ChatGPT’s database is not up-to-date, as
also mentioned in its replies. Since OpenAl did not
provide full training details, the cost of updating
the database, including fine-tuning the model, is
unclear. In summary, there is still a real need for
a comprehensive recommendation system that can
be combined with up-to-date website information.

5 Related Work

Geo-Spatial Question Anwering There has
been a strong focus in the literature on compo-
nent geospatial tasks such as geo-parsing (toponym
recognition and disambiguation) (Karimzadeh
et al., 2019; Wang et al., 2020a), geo-tagging (tag-
ging toponyms with geographic metadata) (Comp-
ton et al., 2014; Middleton et al., 2018), geospa-
tial information retrieval (Purves et al., 2018), and
geospatial question analysis (Hamzei et al., 2019).

Based on the type of question, existing work
on geospatial QA (“GeoQA”) can be classified
into four types (Mai et al., 2021): (1) factoid
GQA (Li et al., 2021; Hamzei et al., 2022), fo-
cusing on answering questions with geographic
factoids; (2) geo-analytical QA (Scheider et al.,
2020; Xu et al., 2020), focusing on questions with
complex spatial analytical intent; (3) visual GQA
(Lobry et al., 2020; Janowicz et al., 2020), linking
questions to an image or video; and (4) scenario-
based GQA (Huang et al., 2019; Contractor et al.,
2021b), which associates questions with a scenario
described with a map or paragraph of text. Our
work corresponds to the last type, and unlike most
other work, we do not rely on task-specific query
languages or annotations, and focus more on NLP
and IR modeling.

Point-of-Interest (POI) Recommendation POI
recommendation systems have a wide range of ap-

plications such as online navigation applications
(Zhao et al., 2019a; Yuan et al., 2021), personalized
recommendation systems in location-based social
networks (Feng et al., 2015; Zhao et al., 2019b),
and trip or accommodation advisory systems (Li
et al., 2016; Contractor et al., 2021b). In this re-
search, we focus on POI recommendation incor-
porating both structured information (such as geo-
coordinates) and unstructured information (such as
textual descriptions). Previous work has explored
efficient spatial indexing based on specialized data
structures, with textual information as sparse vec-
tors or filters (de Almeida and Rocha-Junior, 2015;
Li et al., 2016). Recent work (Contractor et al.,
2021b,a) has focused on latent textual representa-
tions, which is highly relevant here.

Textual Encoding and Document Retrieval
Pretrained language models (PLMs) have led to
great successes across many NLP tasks (Devlin
et al., 2019; Liu et al., 2019; Yang et al., 2019;
Lewis et al., 2020; He et al., 2021; Clark et al.,
2020). In the field of QA, PLMs have been used
to generate representations of questions and docu-
ments (Nogueira et al., 2019; Zhang et al., 2020).
In this work, we use DistilBERT (Sanh et al., 2019)
as our textual encoder, as it is more efficient than
BERT and retains much of its expressivity.

Document retrieval has become a mainstay of re-
search in IR and QA. Recently, IR has increasingly
moved towards dense vector retrieval methods (Das
et al., 2019; Seo et al., 2019; Xiong et al., 2021Db).
In particular, Karpukhin et al. (2020) proposed
DPR based on a dual-encoder approach, and at-
tained impressive results on multiple open-domain
question answering benchmarks. Inspired by this,
we adopt a bi-encoder framework.

6 Conclusion

We have proposed the LAMB model, a location-
aware bi-encoder model for answering POI recom-
mendation questions. Experiments on a recently-
released tourism question-answering dataset show
that our model surpasses existing spatial-textual
reasoning models across all metrics. Experiments
over LAMB’s components and based on chang-
ing up the training strategy show the effective-
ness of the different design choices used in LAMB.
Finally, we analyzed the training and inference
efficiency, and demonstrated that our model is
resource-efficient at training and inference time,
suggesting it can be deployed in real-world tourism
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applications.

Limitations

Although we have achieved results that signifi-
cantly outperform the current state-of-the-art, our
work still has some limitations. First, as demon-
strated in Section 4.3 and in the earlier work of
Contractor et al. (2021a), the TourismQA dataset
was collected semi-automatically, and the gold la-
bels have high precision but low recall. Hence
any results on this dataset are likely an underes-
timate of the true model performance. While we
currently use the Haversine formula to compute
the distance between two locations and supervise
the pre-training of the location module, we recog-
nize that this calculation may not reflect the actual
distance between two places, taking into account
the route direction and vertical height difference.
In light of the city’s urban design, the Manhattan
distance might better represent the true distance
between two locations within a city. Additionally,
POI density could be a factor that influences user
choice in real life, in that people may be more in-
clined to go to locations with a higher density of
restaurants to eat (in order to have more options
if a given restaurant doesn’t live up to their expec-
tations), rather than travel far to a remote place
without other options in the local vicinity. For
hotels, on the other hand, some users may prefer
privacy and a lower density. Such extra-linguistic
features are not explicitly captured in our model.
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A POI Example

Table 6 shows a POI example, from which we can
see that many reviews have similar semantics, mak-
ing it important to choose representative reviews.
In this work, we cluster sentences from reviews,
and choose reviews evenly from each cluster to
make up the textual input.

B Impact of Total Number of Negative
Examples

Table 7 presents experimental results with differ-
ing numbers of total negative examples. As the
training process is based on contrastive learning,
increasing the number of negative examples within
a batch leads to an improvement in the model’s
performance.

C SELSuUM Example and Effectiveness

Figure 3 shows an example of SELSUM model
output. Table 8 presents the comparison of using
clustered reivews, selected reviews (of SELSUM),
and summarized reviews.

D Efficiency and Usability Analysis

The most important component of LAMB is the
textual encoder, which can be replaced by any pre-
trained language model. With the increased de-
velopment of model distillation and compression
methods (Jiao et al., 2019; Wang et al., 2020b; Sun
et al., 2020), LAMB can be made more space and
time efficient with advanced encoders. Here, we
analyse the model’s efficiency and usability by con-
sidering: (1) adding a new POI into the database;
(2) answering a new question; and (3) maintaining
the high accuracy of the model.

New POI: To add a new POI to the candidate set,
the first step is to do inference using SELSUM
model. It is then fed into the POI encoder, and
stored for inference purposes. The primary costs of
GPU training time and GPU memory consumption
can be ignored.

New Question: Given a new question, we in-
put it into the question encoder without any pre-
processing such as geo-parsing or tagging. After
encoding, LAMB ranks the candidate POIs accord-
ing to vector similarity, based on simple vector dot
product. In this paper, we didn’t use any special
techniques to speed this up, but in practical appli-
cations, techniques such as FAISS (Johnson et al.,

2021) can be used to achieve sub-linear times.*

Training and Update: The training of LAMB takes
no more than 12 hours on a single GPU. Figure 4
shows the top-k retrieval accuracy with respect to
the number of training epochs, based on which we
can see that the model already achieves good results
after 5 epochs. Once this has happened, there is no
need to retrain the model from scratch: as more and
more new questions and POIs appear, to maintain
high performance of the model, it should be enough
to fine-tune it on the new questions and POIs for
one or two additional epochs.

E Comparison to Geo-coordinate-based
Location/Distance Module

We compare our location module with straight-
forward geo-coordinate-based location and dis-
tance modules. Specifically, during question pre-
processing, we detect location mentions and tag
them with geo-coordinates using a geo-tagger. Sim-
ilar to LAMB, the question location module Elé’c
maps the geo-coordinates of the mentioned loca-
tions into fixed-length vectors:

e = ES([l1, Iz, ooy In]) € RV

where m is a hyper-parameter determined based
on the average number of location mentions in
questions (m = 5 here). Each [; is a 2-d vector
[lat;, long;]. If a question contains n > m unique
locations, we randomly select m locations as the
input to Eégoc, otherwise we pad the input to m with
[0, 0]. Note that the output dimension ds is fixed
and independent of the number of locations n. For
POI, we simply set m = 1.

Location Module The location modules for both
questions and POIs are implemented with a multi-
layer perceptron. Since multiple location men-
tions (geo-coordinates) may exist in a given ques-
tion while each POI has a unique geolocation, the
sizes of the two location modules are slightly dif-
ferent: POIs are represented as [lat, long] (with
size = 2), while questions are represented as
[lat1,longy,lata, longs, ..., laty,, longy,] (size =
2m). We use a 3-layer MLP with dropout of 0.2
and ReLU activation function to map locations into
a 2m-d vector (i.e., do = 2m).

Distance Module Since the location module in-
discriminately encodes location mentions from the

*FAISS is an efficient open-source library for approximate
nearest-neighbor search.
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Key

Value

Name

Donnybrook, 35 Clinton St, New York City, NY 10002-2426

Lat Long

[40.7201861, -73.9846227]

Reviews

The place was far from packed, but those who were there were very loud.

It was the only place that we didnt have on a list of places to go and I have to say it was one of the high lights of
the night.

We stumbled across this place whilst enjoying the night life around the lower east side late on a Saturday night.
I went in for drinks while I waited for a reservation nearby.

On the whole , the atmosphere was not one in which I’d like to stay very long.

The loud music wasn’t the problem.

Turns out that the place is very noisy.

They were not serving food when we arrived, but the bar tender ordered a pizza for us which we ate at the bar :-)
Definitely include it in an East Village pub crawl

Nice bar to grab a beer and a warm pretzel.

I wanted a nice pub to sit down and have a beer in peace and quiet.

You always find a seat in this place .

A great prerequisite to the delancey for the final blow out.

A disappointment, but it depends what you’re after.

We were early for our res at Ivan Ramen down the street.

Good beer and good service .

They have Magners (just what you need on a hot NYC summer day) The pace is easy going, the staff are friendly
and the drinks are reasonably priced (similar to Dublin).

Staff is kindle and guinness is a real guinness .

Good draft selection and very friendly service

The bartender was very friendly.

I can’t speak to the food, but it was exactly what we needed when we needed it.

I had read the reviews, and had high expectations.

For a very young audience, I guess it might be fun

The music was R&B / HIPHOP / Pop and the whole place had a really good vibe.

Everyone up dancing, lots of new yorkers.

We stumbled across this "Irish" bar while waiting to check into our hotel.

Table 6: A POI example, where reviews have been segmented into sentences.

Negatives Local Global

#N  #HN  Acc@3 Acc@5 Acc@30 MRR Acc@5 Acc@30 Acc@100 MRR
1* 0 14.98 20.75 48.30 0.140 3.57 10.64 21.80 0.020
3% 2 17.22 23.92 52.95 0.164 9.71 28.22 45.03 0.067
7 5 19.76 25.66 56.58 0.182 11.81 29.40 48.81 0.090
31 16 24.24 31.56 61.33 0.218 14.51 34.06 50.72 0.105
47 24 24.57 32.05 60.75 0.221 16.16 37.76 54.78 0.117

Table 7: Results with differing numbers of total negatives, with around 3/4 hard negatives. Lines with * signify
results with early stopping, because using only hard negatives collapsed the model.

Review Module

Local Global
Acc@3 Acc@5 Acc@30 MRR Acc@5 Acc@30 Acc@100 MRR

Cluster 23.90 31.20 60.52 0.216 13.28 32.12 48.63 0.096
SEL 24.87 32.08 61.17 0.221 13.28 32.05 47.96 0.095
SELSUM 24.83 32.51 60.92 0.220 14.07 32.87 49.08 0.101

Table 8: Comparison of using clustered reviews, selected reviews with SELSUM, and summarized reviews with

SELSUM.

question into a fixed-length vector, some of which  to choose the minimal distance from the question
may be irrelevant or even harmful for POI match-  to a given POI. We use the Haversine formula to
ing, we add a distance module to explicitly com-  compute distances.

pute a distance score from the location mentions
in the question to a POI, followed by min-pooling

To use the distance module, we define similar-
ity between a question ¢ and a POI p using the
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Original Reviews

0: The zucchini soup was delicious and fresh, salad crisp and not loaded with
dressing.

1: Had the homemade pasta special with brussel sprouts, shitake mushrooms,
and fresh herbs.

2: | had pasta, salad and desert here two days in a row.

3: | had the Caparese Salad and Calamari both great and my husband an pesto
chicken sandwich.

4: The eggplant parmigiana appetizer was a single thin slice of eggplant with a
thicker layer of regular (not fresh) mozzarella melted on top, something | could
make at home in 5 min.

5: This was the first time | had such small yet very flavorful meatballs with the
spaghetti.

6: The pieces of brussel sprouts seriously added up to 1-1.

7: My portobello pasta was great.

8: 5 brussel sprouts, and the shitake mushroom also at most 1 shitake mushroom.
9: We ordered a variety of items from the menu ranging from appetizers (mussels
are terrific) to salad to fish and pasta dishes to dessert.

10: Excellent coffee.

11: nice service!

12: This for $17.

13: Good pasta,not too much.

14: Maybe I've just gotten incredibly lucky here.

15: It was pretty ordinary.

16: However, I'm puzzled by the bad reviews.

17: check out Al Dente!

18: Based on my experiences, | recommend it.

19: Charming atmosphere too!

20: Bad communications and indifferent service make this restaurant an
unpleasant dining experience.

21: The restaurant is pretty but the tables are very close together and the room is
loud, which is a problem for conversation.

22: The hostess was kind enough to give us a window table for 7 without
reservations.

23: Quiet atmosfere, local guests, no tourists.

24: The atmosphere is inviting and the food was very good.

25: We selected Al Dente because of the location but were pleasantly surprised by
the ambiance, service and food.

26: The food was very tasty and the service was great, we would eat here again.
27: Lovely space, friendly staff and tasty dishes.

28 -
55

Summarized Reviews

56: On a warm day the outside tables were all occupied, so the small corner table
inside while dining alone was perfect for the view and the food.

57: Didn't know what we were hungry for until we saw the menu at Al Dente.

58: It was our first night and we were tired, so we just walked in to this italian
restaurant.

59: We had some wine and time to talk.

60: We stumbled upon this place after a few drinks in the area and were not
disappointed.

61: We had just gotten into the city after a long morning of travel.

62: Ducked into this lovely little place to get out of a storm and we were so
pleased we did!

63: Just happened to stop in for lunch and we returned for dinner.

64: Me and my husband went there after a long day of shopping.

65: Next time we're on vacation we gonna make sure we visit again

66: A little pricey, but we left happy!

67: As usual didnt fail us.

68: First, it was cream-based, which was not part of the description.

69: The service wasn't very attentive.

70: No one rushed us out.

71: But, If it's good enough for Roth, it's good enough for me.

72: At al dente new york, you eat the very best of the italian food, very delicious,
friendly staff, nice Atmosphere, i was there for business and i loved this restarant, i
would recommend it and would go there again if i am in new york city

73: 1 do not recommend this restaurant, attended only because other similarly
priced restaurants were booked.

74: There are many places to choose from when looking to eat in Manhattan and
many come and go like the seasons.

75: Would definitely go back here and recommend this place to anyone who likes
real Italian food.

76: We looked for a good italian restaurant near to our hotel.

77: The food is consistently great and after talking with the owner many time over
the years, | know that she searches out the best quality ingredients and makes
everything fresh, from the bread they serve to all the desserts.

78: if you want great Italian food and the best Tiramisu you'll ever have.

79: When | want great Italian food that doesn't break the bank | go to Al Dente.
80: You get ready to dine in a Italian restaurant to find out that the waiters in "Al
Dente" don't know a thing about pasta?

81: Had a marvelous, Irish waiter (in an Italian restaurant?

82: Portions European size.</pre>

Selected Reviews

Verdict: If you're looking for an Italian restaurant that
doesn't require a lot of preparation, this is the one to
get.

Pros: Offers a wide variety of appetizers and dishes, |
from lasagna to lasagna . Offered in a variety of
sizes and flavors .

Cons: Some of the items on the menu don't have the
same quality as some of the other dishes on our list .

0: The zucchini soup was delicious and fresh, salad crisp and not loaded with dressing.

1: The eggplant parmigiana appetizer was a single thin slice of eggplant with a thicker layer of
regular (not fresh) mozzarella melted on top, something | could make at home in 5 min.

2: The pieces of brussel sprouts seriously added up to 1-1.

3: We ordered a variety of items from the menu ranging from appetizers (mussels are terrific) to
salad to fish and pasta dishes to dessert.

4: We selected Al Dente because of the location but were pleasantly surprised by the
ambiance, service and food.

5: The pasta wasn't fresh and seemed to be out of a box.

6: On a warm day the outside tables were all occupied, so the small corner table inside while
dining alone was perfect for the view and the food.

7: The food is consistently great and after talking with the owner many time over the years, |
know that she searches out the best quality ingredients and makes everything fresh, from the
bread they serve to all the desserts.

8: When | want great Italian food that doesn't break the bank | go to Al Dente.

9: You get ready to dine in a Italian restaurant to find out that the waiters in "Al Dente" don't
know a thing about pasta?

Figure 3: Example of SELSUM output.
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Figure 4: Top-k accuracy with varying numbers of train-
ing epochs.

Module Acc@3 Acc@5 Acc@30 MRR
LaMB Loc  24.83 32.51 60.92 0.220
Geo-loc 22.01 29.54 58.24 0.204
Geo-dist 20.25 28.00 58.43 0.189

Table 9: Comparison between LAMB location module
and other geo-coordinate-based location/distance mod-
ules on local evaluation.

weighted sum of the bi-encoder similarity score
and distance score:

sim(p, ¢) = (1 — A)sim(ry, r¢) — A(dist(p, q))

We negate the distance score to ensure the closer
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the two locations, the higher the similarity. A €
[0,1] is a distance score weight, where A = 0
means the model does not consider distance at all
and A = 1 means the model computes scores by
distance only.

We compare our location module with these
straightforward  geo-coordinate-based  loca-
tion/distance modules in Table 9. From the table
we can clearly see that our module is much better
than the alternatives.
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