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Abstract

Retrieval-augmented language models show
promise in addressing issues like outdated infor-
mation and hallucinations in language models
(LMs). However, current research faces two
main problems: 1) determining what informa-
tion to retrieve, and 2) effectively combining
retrieved information during generation. We ar-
gue that valuable retrieved information should
not only be related to the current source text but
also consider the future target text, given the
nature of LMs that model future tokens. More-
over, we propose that aggregation using latent
variables derived from a compact latent space
is more efficient than utilizing explicit raw text,
which is limited by context length and suscep-
tible to noise. Therefore, we introduce Re-
gaVAE, a retrieval-augmented language model
built upon the variational auto-encoder (VAE).
It encodes the text corpus into a latent space,
capturing current and future information from
both source and target text. Additionally, we
leverage the VAE to initialize the latent space
and adopt the probabilistic form of the retrieval
generation paradigm by expanding the Gaus-
sian prior distribution into a Gaussian mixture
distribution. Theoretical analysis provides an
optimizable upper bound for RegaVAE. Ex-
perimental results on various datasets demon-
strate significant improvements in text gener-
ation quality and hallucination removal. Our
codes is released in the link1.

1 Introduction

Language models (LMs) have achieved state-of-
the-art performance on many NLP tasks (Zhu et al.,
2021; Pang et al., 2021), which reveals that they
store a large amount of world knowledge as im-
plicit parameters. While this development is ex-
citing, LMs still suffer from some problems (Li
et al., 2022): 1) performance and model parame-
ter size follow a power law relationship (Kaplan

*Corresponding Author
1https://github.com/TrustedLLM/RegaVAE

Model Future Info. in Aggreg-
ationQuery Key Value

KNN-LM % % " Explicit
RAG % % % Explicit

REALM % % % Explicit
SPALM % % " Explicit

FiD % % % Implicit
EMDR2 % % % Implicit

EPR % % % Explicit
Re2G % % % Implicit

RETRO % % " Implicit
RegaVAE " " " Implicit

Table 1: Differences between RegaVAE and existing
representative models. Query, Key and Value respec-
tively indicate whether future information is contained
in query, key and value parts. Aggregation represents
the aggregation method of retrieved documents and
source text.

et al., 2020), which results in model parameters
having to grow exponentially in order to gain more
world knowledge; 2) difficulty in adjusting for time-
sensitive knowledge (Lewis et al., 2020); 3) may
produce "fact hallucination" problem (Guu et al.,
2020; Marcus, 2020).

Recently, the advent of retrieval-augmented text
generation has emerged as a novel paradigm aimed
at addressing these pertinent issues (Borgeaud et al.,
2022; Li et al., 2022; Shi et al., 2023). Compared
to generative-only models, this paradigm not only
explicitly exploits similar texts to generate more
fluent sentences but also leverages expertise to gen-
erate difficult responses. Nonetheless, we contend
that there are two primary challenges associated
with current retrieval-augmented language models.
Firstly, not only current semantic information, but
also future semantic information need to be consid-
ered during retrieval. Previous studies (Khandelwal
et al., 2020; Guu et al., 2020; Lewis et al., 2020)
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either directly use the entire text as key and value
parts at the same time, and then use cosine similar-
ity (Xu et al., 2023), TF-IDF and other indicators to
search, which leads to the value part is only similar
to the source text (query), and does not necessarily
serve the best for generator. Another way is to di-
vide a piece of text into two parts, where the first
part and the second part are regarded as current in-
formation and future information, such as RETRO
(Borgeaud et al., 2022). However, RETRO adds
future information to value part, but ignores the
future information in query and key, which leads to
the fact that candidate documents with high simi-
larity do not necessarily contain future information
that can help the generator. Secondly, explicitly
aggregating retrieved documents and source texts
is limited by the length of the model input and
introduces too much noise. Implicit aggregation
is inefficient in irregular embedding spaces, and
retrieval vectors are not generalizable.

To address the above challenges, we design Re-
gaVAE, a Retrieval-augmented language model
based on gaussian mixture Variational Auto-
Encoder. Unlike previous methods that directly
encode unlabeled corpora (Karpukhin et al., 2020;
Lewis et al., 2020) or only adding future informa-
tion to the value part (Borgeaud et al., 2022), as
shown in Tab. 1, our model considers future in-
formation through a latent space, given an x, we
decode it into a y using a conditional VAE, which
ensures that the latent variables contain information
from both source and target data. In addition, in or-
der to implicitly aggregate the retrieved documents
and source texts, we also use the probabilistic form
of the retrieval generation paradigm to theoretically
extend the prior Gaussian distribution to a Gaussian
mixture distribution. This allows the latent space
to satisfy continuity and uniformity, and the latent
vector after aggregating retrieved documents and
source text has better representation ability. Tab. 1
summarizes the differences between RegaVAE and
existing representative methods. Overall, our con-
tributions are as follows:

• We propose a retrieval method that implic-
itly combines current and future information,
which introduces future information into the
query, key, and value parts at the same time,
so that the higher the document similarity, the
more helpful it is for the generator.

• We integrate the VAE and retrieval generation
probabilistic framework to efficiently aggre-

gate retrieval information into the generation
process. Furthermore, we derive an upper
bound on the optimization of this framework.

• Experiments have shown that RegaVAE is
competitive in generating quality, generating
diversity, and eliminating hallucinations.

2 Related Work

We classify related studies into two categories, ex-
plicit aggregation and implicit aggregation, accord-
ing to the way the retrieved documents and source
text are aggregated. Explicit aggregation refers
to concatenating retrieved documents directly into
source text to construct augmented input. Implicit
aggregation refers to adding retrieved documents to
the generator in the form of vectors or distributions.

Explicit Aggregation Guu et al. (2020) proposed
an end-to-end framework REALM that achieves
state-of-the-art performance on three open-domain
QA. A representative work is RAG (Lewis et al.,
2020), which first uses DPR (Karpukhin et al.,
2020) to retrieve relevant documents, and then
links relevant documents with the source text for
sequence-to-sequence generation. Different from
RAG and REALM, Rubin et al. (2022) proposed
EPR, which is a method for retrieving prompts and
can improve the effect of prompts. Re2G (Glass
et al., 2022) is an enhanced version of RAG, which
improves the quality of retrieved documents by
integrating multiple retrieval methods. Explicit ag-
gregation is simple and effective, but it suffers from
the limitation of the input length of the language
model and cannot fully utilize the large number
of retrieved documents. In addition, it is easy to
introduce noise, making the model performance un-
stable. Unlike these methods, our model implicitly
aggregates retrieved documents into the generation
process.

Implicit Aggregation FiD (Izacard and Grave,
2021) uses a DPR to retrieve candidate documents,
and then splices and encodes the candidate docu-
ments with the source text, and inputs them into the
generator in the form of vectors. EMDR2 (Sachan
et al., 2021) is similar to FiD, and it provides an
end-to-end framework to train both the retriever
and the generator. However, the query, key and
value parts of FiD and EMDR2 do not contain fu-
ture information, which will cause the value part to
be similar to the query part and not conducive to
the generation of future tokens. RETRO (Borgeaud
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Figure 1: Architecture of RegaVAE. Based on the training data, we first train a VAE to construct a compact latent
space, which ensures that the latent variable z contains both current and future information (see § 3.1). We then
build a retrieval database and then aggregate the retrieved information into the generator (see § 3.2). VAE Encoder
and Decoder parameters are the same in all steps. In order to ensure fairness, the Corpus data and the Source data in
the training set are the same. G represents the Gaussian mixture distribution, and π is the corresponding parameter.

et al., 2022) and KNN-LM (Khandelwal et al.,
2020) set key and value parts as a piece of text,
and added the continuation and the next token of
this text in value part, respectively. However, they
only calculate the similarity between the query and
key while ignoring future information in value part,
resulting in high similarity documents containing
future information that may not necessarily help
the generator. Our model sets both key and value
parts as latent variables of a piece of text and its
future continuation, and the query encoded by the
VAE encoder also contains future information, so
future information is also taken into account when
calculating the similarity between query and key,
making up for the shortcomings of previous stud-
ies.

3 Methodology

Most text generation tasks can be formulated as
a mapping from a source text x to a target text
y : y = f(x), while retrieval-augmented text gen-
eration can be further formulated as: y = f(x, r),
where r is the relevant document retrieved based
on x. Specifically, this approach generally encom-
passes the utilization of a retriever denoted as R
and a generator denoted as G. The retriever R ob-
tains r from the retrieval source S by the retrieval
metric D and x. Then r and x are fed into G to
obtain y through a predefined integration method I .

Commonly used retrieval indexes D include cosine
similarity, TF-IDF, etc. This paradigm can also be
expressed in probabilistic form:

p(y|x) =
∑

r∈top-k(p(·|x))
p(y|x, r)p(r|x). (1)

Next, the framework of RegaVAE is introduced,
which consists of three steps. Firstly, in order to
construct a compact space, we introduce the VAE
structure. Since transformers based on VAE all
suffer from the posterior collapse (Fu et al., 2019),
we follow a previous study (Hu et al., 2022) which
combines low-rank tensor products for latent vari-
ables and decoders (see § 3.1 and step 1 in Fig. 1).
Secondly, to introduce retrieval information into
the latent space, we first introduce how the retrieval
library is constructed (see step 2 in Fig. 1), and
then replace the prior Gaussian distribution in the
original VAE with a Gaussian mixture distribution
to derive RegaVAE (see step 3 in Fig. 1). This
allows for deep aggregation of retrieved and input
documents and simultaneously incorporates future
information into query, key and value parts, which
helps to generate more fluent sentences (see § 3.2)
. Finally, to train RegaVAE, we derive an optimiz-
able upper bound on the loss function for unclosed
solutions (see § 3.3). Fig. 1 shows the whole frame-
work diagram.
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3.1 Introduce Retrieval Information into
Latent Space

We consider using the VAE structure to make the
space compact and continuous. As a kind of gen-
erative model, VAE estimates the intractable data
distribution p(x) by deriving and maximizing its
Evidence Lower BOund (ELBO) as:

log p(x) ≥ LELBO =

Eqϕ(z|x)[log pθ(x|z)]−KL(qϕ(z|x)||p(z)),
(2)

where z is the latent variable. p(z) and p(z|x) is
the prior and posterior distribution of z, respec-
tively. qϕ(z|x) and pθ(x|z) represent Encoder and
Decoder. θ and ϕ are corresponding parameters.

Due to the power of the decoder, transformers
based on VAE usually have the problem of posterior
collapse. According to Hu et al. (2022), we use
a low-rank tensor product in the l-th layer of the
model:

ṽ
(l)
i = (

r∑

j=1

W (l,j)
v v

(l)
i ) ◦ (

r∑

j=1

W (l,j)
z zl), (3)

where zl and v(l) represent latent variable and hid-
den variable of l-th layer respectively. v(l)i repre-
sents the hidden vector of the i-th token in l-th layer.
r is a hyper-parameter, and ◦ means element-wise
multiplication. Wv and Wz are learnable param-
eters which are shared across all positions (i) but
not shared with l-th layer.

In order not to introduce additional data, we use
the training set as the data for training VAE. By
optimizing ELBO, each sample is encoded into the
latent space and then restored by the decoder to
obtain a compact latent space.

3.2 Build the RegaVAE Model
Build Retrieval Database With a compact latent
space, we use an encoder to encode x and r from
S into the latent space. The latent variables of x
and r are denoted by zx and zr, respectively. Then
we store zr as key and value parts in the retrieval
database. Given a query zx, we compute the inner
product of it and zr to obtain the similarity.

D(zx, zri ) = cos(zx, zri ), (4)

where zri ∼ N(µi, σ
2
i ) represents the latent vector

of the i-th retrieved sample in S. µi and σ2
i are

the corresponding mean and standard deviation,
respectively. Since our framework is trained end-
to-end, the parameters of the encoder change with

each training step, resulting in changes in the latent
space. Considering that it is impractical to update
the retrieval database in real-time, and previous
work (Guu et al., 2020) has shown the practicality
of updating the index intermittently during training,
we follow this approach and update the index of
retrieval database every fixed number of training
steps.

Aggregate Retrieved Information Inspired by
the retrieval-generated text generation paradigm,
we assume y is influenced by latent variables zx

and zr. To obtain the ELBO of RegaVAE, we first
model log p(y) as:

log p(y) = log

∫∫
p(y, zr, zx)dzrdzx

≥
∫∫

log p(y, zr, zx)dzrdzx

=

∫∫
log q(zr, zx|x) log p(y, z

r, zx)

log q(zr, zx|x) dz
rdzx

= Eq(zr,zx|x) log[
p(y, zr, zx)

q(zr, zx|x) ].
(5)

From the first step, the Jensen inequality can
be used to transform to the second step, and then
the expression of the desired form can be obtained.
According to Bayes formula:

p(y, zr, zx) = p(y|zr, zx)p(zr, zx). (6)

Substituting Eq. 6 into Eq. 5:

Eq(zr,zx|x) log[
p(y, zr, zx)

q(zr, zx|x) ]

= Eq(zr,zx|x) log[
p(y|zr, zx)p(zr, zx)

q(zr, zx|x) ]

= Eq(zr,zx|y)[log p(y|zr, zx)]
−KL(q(zr, zx|x)||p(zr, zx)),

(7)

where KL stands for calculating the KL divergence
between two distributions. Eq. 7 is the ELBO of
RegaVAE. At this point, Eq. 7 and Eq. 2 have the
same form, but the latent variable z is replaced
by zx and zr. Since each zri follows a Gaussian
distribution, we consider using a Gaussian mixture
distribution to combine zx and zr. So q(zr, zx|x)
can be expressed as:

q(zr, zx|x) = w0q(z
x|x) +

n∑

i=1

wiq(z
r
i |x), (8)

where n represents the number of retrieved docu-
ments.

wi = softmax(D(zx, zri )), (9)
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where
∑n

i=0wi = 1 makes q(zr, zx|x) satisfy the
requirement of Gaussian mixture distribution. So
far, we have obtained the theoretical framework for
introducing retrieval information in latent space.

3.3 Training RegaVAE
We can optimize RegaVAE by optimizing Eq. 7. In
the KL divergence term of Eq. 7, the closed-form
solution cannot be obtained because the two distri-
butions are mixed Gaussian distributions. There-
fore, we continue to use previous research (Dilok-
thanakul et al., 2016), that is, to optimize its upper
bound. First we assume two Gaussian mixture dis-
tributions as:

p =
∑n

i=1
πigi, p̂ =

∑n

i=1
π̂iĝ. (10)

The KL divergence between them can be ex-
pressed as:

KL(p||p̂) =
∫
(
∑

i

πigi) log

∑
i πigi∑
i π̂iĝi

≤
∫ ∑

i
πigi log

πigi
π̂iĝi

=
∑

i
πi log

πi
π̂i

+
∑

i
πi

∫
gi log

gi
ĝi

= KL(π||π̂) +
∑

i
πiKL(gi||ĝi).

(11)

In the variational distribution q(zr, zx|x), the
trainable parameter is only wi and q(zx|x). And
the prior distribution p(zr, zx) is defined as:

p(zr, zx) = ŵ0p(z
x) +

∑n

i=1
ŵip(z

r
i ), (12)

where zx ∼ N(0, 1) and zri ∼ N(0, 1). So the
upper bound for the KL term in Eq. 7 can become:

KL(q(zr, zx|x)||p(zr, zx)) ≤
∑n

i=0
KL(wi||ŵi)

+ KL(q(zx|x)||N(0, I)) + C,
(13)

where C is a constant that has nothing to do with
model parameter updates. We do not update the
retrieval library in real time, but regularly update it
according to the number of training steps. In this
setup, wi is constant, so Eq. 13 becomes:

KL(q(zr, zx|x)||p(zr, zx))
≤ KL(q(zx|x)||N(0, 1)) + C.

(14)

Substituting Eq 14 into Eq 7, we can get the final
optimized loss function:

L = Eq(zr,zx|y)[log p(y|zr, zx)]
−KL(q(zx|x)||N(0, 1)).

(15)

Eq. 15 can be regarded as an optimizable upper
bound of Eq. 8. When given a dataset, we first en-
code the source text to obtain a retrieval database.
The top-k documents are then retrieved for each x
separately. Then the corresponding latent variables
zx and zr are aggregated in the form of Gaussian
mixture distribution and then input into G to ob-
tain the output. Finally, we use Eq. 15 to train
RegaVAE.

4 Experiment

This section provides the experimental datasets,
experimental settings, and experimental results.

4.1 Datasets

For experiments, we employ three datasets, namely
Yelp (Yang et al., 2017), Yahoo (He et al., 2019)
and WritingPrompts (WP) (Fan et al., 2018). As
in previous studies (Hu et al., 2022), due to the
limitation of computing resources, we adopt the
methodology established in previous research and
sample 100,000 data instances from the training
set of Yelp and Yahoo for model training. This
consistent approach ensures a fair and equitable
basis for comparison across the evaluated models.

4.2 Metrics

Generation Quality In the context of the text
generation task, we present the evaluation metrics
of perplexity (PPL), Self-BLEU (Zhu et al., 2018),
Dist2 (Li et al., 2016), and Activation Units (AU)
(Burda et al., 2016). For the WritingPrompts, in ad-
dition to PPL, we also report the metrics of BLEU
(Papineni et al., 2002), Rouge-1, Rouge-2, Rouge-
L (Mithun et al., 2012), and BERTScore (Zhang
et al., 2020).

Hallucination We use SelfCheckGPT (Manakul
et al., 2023) to detect hallucinations produced by
the model. There are four indicators in total,
namely SBERT, SQA, San and Smn . The higher their
value, the more likely the model is hallucinating.

4.3 Experiment Settings

We have chosen two distinct categories of models
as our baselines. The first category comprises trans-
formers based on VAE, and the second category
consists of retrieval-generated models. These base-
lines provide us with a comprehensive framework
for evaluating and contrasting different approaches.
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Model Yelp Yahoo CostPPL↓ Self-BLEU↓ Dist2↑ AU↑ PPL↓ Self-BLEU↓ Dist2↑ AU↑
GPT2 22.13 65.90 17.96 - 24.17 54.06 21.07 - -

Retrieval-augmented Language Model
KNN-LM 39.95 - - - 62.30 - - - 8

FiD 14.08 42.26 24.45 - 14.71 42.84 26.49 - 66
RETRO 16.53 46.65 23.23 - 13.27 38.64 28.83 - 44

RAG 20.68 58.53 28.16 - 17.62 48.91 24.95 - 58
Transformers based on VAE
Optimus 22.79 - - - 23.11 - - - -
Embed 19.98 65.27 15.59 6 22.18 54.15 20.80 3 -

Memory 19.95 63.90 16.91 11 22.03 54.59 21.87 18 -
Softmax 20.14 64.26 16.51 13 22.35 54.49 21.65 19 -

ADAVAE 15.49 49.80 - 32 14.23 - - 32 -
DELLA 12.35 60.02 17.63 23 11.49 48.53 21.88 21 -

RegaVAE 8.62 36.10 28.83 52 6.99 30.74 33.03 56 60

Table 2: Results for the Yelp and Yahoo. For transformers based on VAE, results of Optimus are directly copied
from the original paper with λ = 0.5. The activation threshold of AU is 0.2. For retrieval-augmented language
models, RETRO, FiD and RAG are reproduced by ourselves under the same parameter size. KNN-LM employs the
training set data as the retrieval corpus. In addition, to ensure fairness, all retrieval sources are training sets. The
Cost column provides an indication of the temporal investment(h) required for training the respective model on an
A40-48G GPU.

Transformers based on VAE For a comprehen-
sive comparison, we choose Optimus (Li et al.,
2020) and ADAVAE (Tu et al., 2022) as the base-
line models, along with four distinct paradigms:
Embed (Li et al., 2020), Memory (Fang et al.,
2021), Softmax (Wang and Wan, 2019) and
DELLA (Hu et al., 2022). Optimus is a large-scale
model based on VAE that utilizes a pre-trained
BERT model as its encoder and a pre-trained GPT-
2 model as its decoder. In order to ensure the fair-
ness of the evaluation, RegaVAE uses the same
pre-trained language model as Embed, Memory,
Softmax and DELLA. This selection facilitates a
rigorous and unbiased comparative analysis across
these models.

Retrieval-augmented Language Model Ac-
cording to the division method of related work,
we select representative works from different cate-
gories of retrieval-augmented language models as
baselines. Specifically, RAG, FiD, and RETRO rep-
resent models with explicit aggregation, implicit
aggregation without future information, and im-
plicit aggregation with only future information in
value part, respectively.

Our Model Consistent with prior research, we
adopt the GPT2 model as the underlying backbone
network for our experimentation. The dimension of

the hidden variable is set to 32, and KL annealing
(Fu et al., 2019) is implemented to mitigate the is-
sue of KL term disappearance. The learning rate is
fixed at 5×10−5 to ensure stable training. Our train-
ing procedure entails an initial 10 epoch training
phase on the original DELLA model to establish
a robust initial VAE space. Subsequently, we con-
duct approximately fifteen epochs of training on
the RegaVAE model until it achieves convergence.
To make the training process more efficient, we
precomputed document embeddings for the train-
ing dataset and created a FAISS index (Johnson
et al., 2021) for fast similarity searches. We use the
bert_score library 2 to calculate the BERTScore
for our models and baselines.

4.4 Automatic Evaluation

Text Generation Tab. 2 presents the results at-
tained by RegaVAE model on text generation
datasets. Compared to the three baseline mod-
els for retrieval augmentation, our model achieves
substantial improvements in all metrics, and per-
forms particularly well in generating quality met-
rics. The enhanced PPL, Self-BLEU, and Dist2
scores demonstrate that latent variables, which con-
tain both source and target information, combined

2https://github.com/Tiiiger/bert_score
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Model PPL↓ BLEU↑ R1↑ R2↑ RL↑ BERTScore↑ Self-BLEU↓ Dist2↑
GPT2 - 27.89 27.72 7.96 14.30 78.12 53.78 22.99
Embed - 39.67 36.17 7.96 15.78 81.64 64.55 14.31

Memory - 40.79 36.13 8.04 16.16 81.68 67.56 12.90
Softmax - 41.04 36.14 8.12 16.30 81.75 67.02 13.08
DELLA 2.16 41.39 35.46 8.78 17.20 81.77 56.28 20.91

RegaVAE 1.18 43.83 32.21 9.62 30.57 84.31 52.70 23.28

Table 3: Results for the WritingPrompts. R1, R2 and RL represent Rouge-1, Rouge-2 and Rouge-L, respectively.
The results for GPT2, EMbed, Memory and softmax are from the DELLA paper.

Model SBERT↓ SQA↓ Sa
n↓ Sm

n ↓
FiD 8.27 37.99 4.96 6.31

RETRO 7.94 39.84 4.89 5.78
RAG 8.52 38.78 5.04 5.76

DELLA 8.41 40.01 5.21 5.30
RegaVAE 8.01 37.82 4.42 4.89

Table 4: Hallucination evaluation results on the Yelp
dataset.

Model Flu.↑ Coh.↑ Div.↑ Hal.↑
FiD 3.64 2.96 3.17 3.83

RETRO 3.33 3.11 3.32 4.01
RAG 3.15 2.73 3.25 3.99

DELLA 3.67 3.31 3.15 3.90
RegaVAE 3.78 3.21 3.47 4.11

Table 5: Human evaluation results on the Yelp dataset.

with the extension to Gaussian mixture priors, ef-
fectively enhances the fluency and diversity of the
generated text. This empirical validation corrobo-
rates the theoretical strength of our model.

Notably, in comparison to the transformer-based
VAE model, RegaVAE with retrieval demonstrates
superior performance in terms of both generative
diversity and quality. This enhancement can be at-
tributed to the utilization of a Gaussian mixture dis-
tribution, which offers the ability to capture multi-
modal distributions more effectively than a single
Gaussian distribution. Leveraging the source data,
RegaVAE retrieves auxiliary latent variables that
facilitate the generation of the target data, thereby
yielding improved text generation outcomes. Fur-
thermore, the significant improvement in the AU
value indicates that the aggregation we employ pos-
itively contributes to the generative process of de-
coder. This alleviates the problem of collapsing at
the rear of the model to a considerable extent.

Hallucination Evaluation We evaluate halluci-
nations of RegaVAE on the Yelp dataset. Specif-
ically, we sample the text generated by the same
latent variable three times, and then feed the sam-
pling results into SelfCheckGPT to obtain evalu-
ation scores. The results are shown in the Tab. 4.
From the experimental results, it can be seen that
the text generated by RegaVAE is the least halluci-
natory compared with other models.

4.5 Human Evaluation

In addition to automated evaluation, we conducted
a human evaluation to assess and compare the per-
formance of baseline models against our proposed
method. Five professionals with expertise in the
domain were enlisted to participate in the manual
evaluation process. Each evaluator was tasked with
rating the attributes of fluency (Flu.), coherence
(Coh.), diversity (Div.), and hallucination (Hal.) on
a scale ranging from 1 to 5. A rating of 1 denoted
very low performance, while a rating of 5 indicated
very high performance. A total of 50 test samples
were randomly selected and evaluated across dif-
ferent models. The final human evaluation result
was obtained by averaging the scores provided by
the evaluators.

Tab. 5 presents the outcomes of human evalu-
ation conducted on the Yelp dataset. RegaVAE
outperforms the baseline models in almost all di-
mensions, demonstrating superior performance in
comparison. To further establish the correlation
between human and automated evaluation results,
we calculated the Pearson correlation coefficient
and presented the corresponding values in Tab. 6.
The results obtained from human evaluation align
closely with those derived from partially automated
evaluation metrics. For example, the correlation
between the human evaluation metrics (Flu., Coh.)
associated with PPL and PPL itself is nearly identi-
cal.
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Figure 2: Performance of RegaVAE on test sets as a
function of the number of retrieved neighbors. The
brown broken line corresponds to the scale on the right.

Input
Source: Our Damsel
in Distress, upon
seeing her knight in
shining armor try and
fail countless times,
appreciates the effort
but decides to just get
the job done herself.

Target: Everyone stood at the door with wide open eyes. "
*CURSED '' they muttered, pointing up and down the path
leading into their assigned halls . What happened? He
made his way through bushes and forests to the hall. He
had been wearing his armour proudly for this whole walk...
In fact , the light made his hair stand out starkly. Finally,
he discovered the curse. "I still fail, dear Elizabeth", he
walked back through the bushes to the door.

Retrieved Top-1
You are a minor character / nameless
minion in a fictional story, during a
battle between good vs bad , you
accidentally killed the protagonist /
antagonist.

What happens next? …He moved through
a series of bushes and small trees before
happening upon a site that horrified
him. … Rick scrambled to his feet and back
through the brush to his dugout. …

Generated Text

Unseen for the decoderSeen for the decoderSpan i Span i+1

Words overlap with unseen future

Figure 3: Generation examples of RegaVAE from test
set of WritingPrompts. Green font and brown font rep-
resent the future information of the retrieved document
and the relevant text generated by RegaVAE, respec-
tively.

5 Analysis

To further analyze RegaVAE, we explore the im-
pact of the number of retrieved neighbors, different
model structures on the model performance. We
also give a case to verify the model performance.

5.1 Number of Retrieved Neighbors

Fig .2 depicts the performance trends in relation to
the number of retrieved neighbors. Notably, as the
number of retrieved neighbors increases from 5 to
100, we observed a reduction in PPL by 0.64 on
the Yelp dataset and 0.69 on the Yahoo dataset, and
PPL on the WP dataset is reduced by 0.59. This
upward trend proves that implicit aggregation meth-
ods can effectively filter noise compared to explicit
aggregation methods, and moreover, aggregations
using Gaussian mixture distributions are effective
for retrieving documents and source texts.

Corp-value Flu. Coh. Div. Hal.
PPL 940.02 860.07 400.51 260.68

Self-BLEU 510.37 190.76 660.23 350.57
Dist2 220.73 570.31 670.21 580.30

Table 6: Correlation between human and automated
evaluation results. The order in which the model results
were used to calculate the correlation coefficient is: FiD,
RETRO, RAG, DELLA, and RegaVAE. The correlation
coefficients have been processed with absolute value
and amplified by a factor of one hundred from their
original values.

Model PPL↓ Self-BLEU↓ Dist2↑
Ours 8.62 36.10 28.83

Aggregation Method
w/o VAE & R 17.95 53.24 16.46

w/o VAE 20.13 62.48 17.04
Retrieval Method
base+BM25 13.49 55.37 20.72
base+DPR 12.58 58.46 20.54

Table 7: Results of ablation experiments on the Yelp
dataset. w/o VAE represents the removal of VAE space,
and w/o VAE & R represents the removal of VAE space
and retrieval operations. base represents the RegaVAE
that removes the retrieval.

5.2 Ablation Experiment

To evaluate the effectiveness of the model struc-
ture, we conducted ablation experiments involving
retrieval and aggregation, as depicted in Tab. 7.
When we excluded the VAE structure, there was a
notable decline in the performance of RegaVAE. In-
terestingly, we observed that the model augmented
with retrieval performed even worse than the model
without retrieval when the VAE structure was ab-
sent. We speculate that the retrieved variables in
this particular scenario reside in a space that fails to
meet the requirements of uniformity and continuity.
As a result, the model struggled to generate valid
samples based on cosine similarity, introducing
unwanted noise instead.

Compared with other retrieval methods, it can
be seen that the performance of traditional retrieval
methods is obviously insufficient. This discrepancy
can be attributed to our approach incorporating
future information into key, value, and query parts
simultaneously, thus taking future information into
account in both retrieval and generation phases,
further validating our motivation.
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5.3 Case Study

We present a compelling example to examine the
quality of RegaVAE-generated text and explore the
integration of retrieval information into the gener-
ated content, as illustrated in Fig. 3.

Through our observations, we have noted that
the text produced by RegaVAE demonstrates a re-
markable ability to establish a coherent connection
with the source text while being vivid and specific.
Moreover, despite encoding only the retrieved doc-
ument into the latent space and subsequently inte-
grating it into the generation process, it is evident
that RegaVAE-generated text effectively incorpo-
rates future information from the retrieved docu-
ment.

6 Conclusion

In this paper, we summarize two major challenges
of existing retrieval-augmented language model
methods, and propose RegaVAE to address them.
We find that RegaVAE outperforms traditional re-
trieval generative models in terms of both gener-
ative quality and reduce hallucinations. In addi-
tion, ablation experiments and three analysis exper-
iments verify the correctness of the model motiva-
tion. In future work, we will consider migrating
RegaVAE to large language models.

Limitations

At present, almost all large language models are
pre-trained on large-scale corpus, and due to the
limitation of computing resources, we cannot pre-
train RegaVAE on large-scale corpus, which will
lead to performance degradation.

Furthermore, the model is not stable to train due
to the posterior collapse problem. Even if we adopt
a low-rank tensor product, this problem still cannot
be completely solved.
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This paper mainly studies the use of retrieval gen-
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