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Introduction

Welcome to the Fourth Workshop on Evaluation and Comparison of NLP Systems (Eval4NLP 2023).

The current year has brought astonishing achievements in NLP. Generative large language models (LL-
Ms) like ChatGPT and GPT4 demonstrate wide capabilities in understanding and performing tasks from
in-context descriptions without fine-tuning, bringing world-wide attention to the risks and opportunities
that arise from current and ongoing research. Further, the release of open-source models like LLaMA
and Falcon LLM, better quantization techniques for inference and training, as well as the adaptation of
efficient fine-tuning techniques such as LORA accelerate the research progress by allowing hardware
and runtime efficiency. Given the ever growing speed of research, fair evaluations and comparisons are
of fundamental importance to the NLP community in order to properly track progress. This concerns
the creation of benchmark datasets that cover typical use cases and blind spots of existing systems, the
designing of metrics for evaluating the performance of NLP systems on different dimensions, and the
reporting of evaluation results in an unbiased manner.

We believe that new insights and methodology, particularly in the last 2-3 years, have led to much re-
newed interest in the workshop topic. The first workshop in the series, Eval4NLP’20, was the first
workshop to take a broad and unifying perspective on the subject matter. The second (Eval4NLP’21)
and third (Eval4NLP’22) workshop extended this perspective. We believe the fourth workshop continues
the tradition of being a reputed platform for presenting and discussing latest advances in NLP evaluation
methods and resources.

This year we especially encouraged the submission of works that consider the evaluation of LLMs and
their generated content as well as works that leverage LLMs in their evaluation strategies. In fact, to
encourage research in this direction, we ran a successful shared task this year on prompting LLMs as
explainable metrics. Participants were given a set of open-source LLMs and were tasked with designing
prompts and score retreival strategies for automatically scoring machine translation and automatic text
summarization outputs without using a reference text.

Our workshop and shared task attracted a lot of attention from the research community. Among the 15
submissions, 9 were accepted for presentation after thorough consideration by the program committee.
In addition, there were 9 teams that participated in the shared task. This year’s program covers a wide
range of topics, including creating a benchmark dataset for identifying and quantifying sexism in lan-
guage models, evaluation metrics for named entity recognition, probing techniques for large language
models, and much more.

We would like to thank all of the authors for their contributions, the program committee for their thought-
ful reviews, the keynote speaker for sharing their perspective, and all the attendees for their participation.
We believe that all of these will contribute to a lively and successful workshop. Looking forward to
meeting you all at Eval4NLP 2023!

Eval4NLP 2023 Organizing Committee,
Daniel Deutsch, Rotem Dror, Steffen Eger, Yang Gao, Christoph Leiter, Juri Opitz, Andreas Rücklé

iv



Organizing Committee

Organizing Committee

Daniel Deutsch, Google
Rotem Dror, University of Haifa
Steffen Eger, Bielefeld University
Yang Gao, Google Research
Christoph Leiter, Bielefeld University
Juri Opitz, Heidelberg University
Andreas Rücklé, Amazon

v



Program Committee

Reviewers

Omri Abend
Jonas Belouadi
Yanran Chen
Daniel Deutsch
Li Dong
Zi-Yi Dou
Rotem Dror
Steffen Eger
George Foster
Anette Frank
Markus Freitag
Yang Gao
Claire Gardent
Juraj Juraska
Ji-Ung Lee
Christoph Leiter
Lucy Lin
Juri Opitz
Ines Rehbein
Ehud Reiter
Leonardo Ribeiro
Ori Shapira
Julius Steen
Benyou Wang
Ran Zhang
Shiyue Zhang
Wei Zhao

vi



Table of Contents

WRF: Weighted Rouge-F1 Metric for Entity Recognition
Lukas Jonathan Weber, Krishnan Jothi Ramalingam, Matthias Beyer and Axel Zimmermann . . . 1

Assessing Distractors in Multiple-Choice Tests
Vatsal Raina, Adian Liusie and Mark Gales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Delving into Evaluation Metrics for Generation: A Thorough Assessment of How Metrics Generalize to
Rephrasing Across Languages

Yixuan Wang, Qingyan Chen and Duygu Ataman. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .23

EduQuick: A Dataset Toward Evaluating Summarization of Informal Educational Content for Social
Media

Zahra Kolagar, Sebastian Steindl and Alessandra Zarcone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Zero-shot Probing of Pretrained Language Models for Geography Knowledge
Nitin Ramrakhiyani, Vasudeva Varma, Girish Keshav Palshikar and Sachin Pawar . . . . . . . . . . . 49

Transformers Go for the LOLs: Generating (Humourous) Titles from Scientific Abstracts End-to-End
Yanran Chen and Steffen Eger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Summary Cycles: Exploring the Impact of Prompt Engineering on Large Language Models’ Interaction
with Interaction Log Information

Jeremy E Block, Yu-Peng Chen, Abhilash Budharapu, Lisa Anthony and Bonnie J Dorr . . . . . . 85

Large Language Models As Annotators: A Preliminary Evaluation For Annotating Low-Resource Lan-
guage Content

Savita Bhat and Vasudeva Varma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

Can a Prediction’s Rank Offer a More Accurate Quantification of Bias? A Case Study Measuring
Sexism in Debiased Language Models

Jad Doughman, Shady Shehata, Leen Al Qadi, Youssef Nafea and Fakhri Karray . . . . . . . . . . . 108

The Eval4NLP 2023 Shared Task on Prompting Large Language Models as Explainable Metrics
Christoph Leiter, Juri Opitz, Daniel Deutsch, Yang Gao, Rotem Dror and Steffen Eger . . . . . . 117

HIT-MI&T Lab’s Submission to Eval4NLP 2023 Shared Task
Rui Zhang, Fuhai Song, Hui Huang, Jinghao Yuan, Muyun Yang and Tiejun Zhao . . . . . . . . . . 139

Understanding Large Language Model Based Metrics for Text Summarization
Abhishek Pradhan and Ketan Kumar Todi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

LTRC_IIITH’s 2023 Submission for Prompting Large Language Models as Explainable Metrics Task
Pavan Baswani, Ananya Mukherjee and Manish Shrivastava . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

Which is better? Exploring Prompting Strategy For LLM-based Metrics
JoongHoon Kim, Sangmin Lee, Seung Hun Han, Saeran Park, Jiyoon Lee, Kiyoon Jeong and

Pilsung Kang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

Characterised LLMs Affect its Evaluation of Summary and Translation
Yuan Lu and Yu-Ting Lin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

Reference-Free Summarization Evaluation with Large Language Models
Abbas Akkasi, Kathleen C. Fraser and Majid Komeili . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

vii



Little Giants: Exploring the Potential of Small LLMs as Evaluation Metrics in Summarization in the
Eval4NLP 2023 Shared Task

Neema Kotonya, Saran Krishnasamy, Joel R. Tetreault and Alejandro Jaimes . . . . . . . . . . . . . . . 202

Exploring Prompting Large Language Models as Explainable Metrics
Ghazaleh Mahmoudi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

Team NLLG submission for Eval4NLP 2023 Shared Task: Retrieval-Augmented In-Context Learning
for NLG Evaluation

Daniil Larionov, Vasiliy Viskov, George Kokush, Alexander Panchenko and Steffen Eger . . . 228

viii



Proceedings of the 4th Workshop on Evaluation and Comparison of NLP Systems, pages 1–11
November 1, 2023 ©2023 Association for Computational Linguistics

WRF: Weighted Rouge-F1 Metric for Entity Recognition
Lukas Jonathan Weber ⋄ Krishnan Jothi Ramalingam⋄,∗

Matthias Beyer⋄ Axel Zimmermann†

⋄ Mercedes-Benz AG, Stuttgart
† Steinbeis-Transferzentrum (esz)

{lukas.l.weber, krishnan.jothi_ramalingam, matthias.beyer}@mercedes-benz.com
zimmermann@enseg.de

Abstract

The continuous progress in Named Entity
Recognition allows the identification of com-
plex entities in multiple domains. The tradi-
tionally used metrics like precision, recall, and
F1-score can only reflect the classification qual-
ity of the underlying NER model to a limited
extent. Existing metrics do not distinguish be-
tween a non-recognition of an entity and a mis-
classification of an entity. Additionally, the
dealing with redundant entities remains unad-
dressed. We propose WRF, a Weighted Rouge
F1 metric for Entity Recognition, to solve the
mentioned gaps in currently available metrics.
We successfully employ the WRF metric for au-
tomotive entity recognition, followed by a com-
prehensive qualitative and quantitative analysis
of the obtained results.

1 Introduction

The continuous progress in Named Entity Recog-
nition (NER) allows the identification of complex
entities in multiple domains (Sharma et al., 2022).
The traditionally used metrics like precision, re-
call, and F1-score (Tjong Kim Sang and De Meul-
der, 2003) can only reflect the classification quality
of the underlying NER model to a limited extent
(Powers, 2015). The limitation of the entity recog-
nition evaluation metrics has been studied by many
researchers, which motivated them to modify the
existing or create new metrics (ACE08, 2008; Chin-
chor and Sundheim, 1993; Segura-Bedmar et al.,
2013) to tackle many corner cases (Ben Jannet
et al., 2014). This research work shows that still
many corner cases are not being addressed by the
existing metrics to date, to evaluate the true predic-
tion performance of the model. In the NER task,
the model needs to identify the entity and classify it.
After tokenizing the input text, all the tokens that
do not represent an entity of our interest are usually

∗Work done during an internship at Mercedes-Benz AG.

labeled as other (O). Existing metrics do not distin-
guish between a non-recognition of an entity and
a misclassification of an entity. Non-recognition
is the wrong classification of an entity as other,
whereas a misclassification is the wrong classifica-
tion of an entity as any of the other classes, apart
from other. Furthermore, the dealing of redundant
entities which are present in the predicted or tar-
get labels are not tackled by the above-mentioned
metrics and therefore should take into account too.

In this work, we show that the existing metrics
do not fit well for Automotive Entity Recognition
(AER). AER is the automotive domain-specific en-
tity recognition task. We propose WRF, a Weighted
Rouge F1 metric for Entity Recognition, to solve
the gaps in currently available metrics. The scien-
tific contribution is structured as follows: In Sec-
tion 2, we give insights into related work. The
currently available metrics, the identified metric
gap, and our proposed method WRF are explained
in Section 3. Section 4 deals with the fine-tuning of
a pretrained language model with an AER dataset
and the quantitative and qualitative evaluation com-
parison between existing metric and WRF. We will
end up this contribution with a conclusion in Sec-
tion 5.

2 Related work

The evaluation of entity recognition models is a cru-
cial task in the field of NLP. Several forums have
addressed meaningful entity recognition evaluation
metrics in the past. The entity recognition chal-
lenge (Tjong Kim Sang and De Meulder, 2003) at
the conference on computational natural language
learning 2003 (CoNLL2003) introduced the idea of
measuring the performance of the systems in terms
of precision, recall, F1, and its variations like F1-
micro, which considers the entity prediction to be
correct, only when the sequence of predicted labels
for the entire entity precisely matches the sequence

1



Prediction: Repair costs (parts and labour) are often very high, since the workshop does not know which is
the faulty FP location and then also replaces the ekmv FP or replaces because of the consequential damage to

the scroll FP, (scroll tip TP is partially melted TP) by too high temperatures TP.

Target: Repair costs (parts and labour) are often very high, since the workshop does not know which is
the faulty location and then also replaces the ekmv or replaces because of the consequential damage to

the scroll, (scroll tip is partially melted) by too high temperatures.

- Failure location Failure type

True Positives (TP)
False Positives (FP)

False Negatives (FN)

1 (scroll tip)
2 (ekmv, scroll)

-

2 (partially melted, too high temperatures)
1 (faulty)

-

Recall
Precision
F1-Score

1/(1+0) = 1.00
1/(1+2) = 0.33

0.50

2/(2+0) = 1.00
2/(2+1) = 0.67

0.80

F1 micro 0.67 (TP=3, FP=3, FN=0)

Table 1: A practical use-case for F1-score calculation. The target describes the gold annotated labels by humans.
Recall, Precision, and F1-Score are computed based on the target and prediction entities. The metrics were calculated
separately for failure location and failure type. Underlined entities are defined as the beginning of an entity
sequence.

of true labels, token by token (Tjong Kim Sang
and De Meulder, 2003). In other words, there is no
room for variation or flexibility in the sequence of
tokens used to represent the entity in the predicted
label and the true label. F1 metric and its vari-
ants are widely used in the entity recognition field
(Yadav and Bethard, 2018). The automatic con-
tent extraction (ACE08, 2008) research program
provided three additional metrics for evaluating
entity recognition tasks, which are defined as en-
tity scoring, relation scoring, and event scoring.
Chinchor and Sundheim (1993) defined different
classification categories such as partial and spuri-
ous, to compare the response of a system against
the target annotation. Partial is defined as the pre-
dicted entity and the target entity is judged to be a
near match, whereas spurious is the hypothesising
of an entity by the model. They build up a new
metric called error per response fill, based on their
classification categories. The idea is to go beyond
simple strict classification and provide flexibility in
evaluation. Building upon the categories defined by
Chinchor and Sundheim (1993), Segura-Bedmar
et al. (2013) created four schemes to provide more
flexible evaluations, namely strict evaluation, ex-
act boundary matching, partial boundary matching,
and type matching, which solve a wider range of
use cases displayed in Section 3.2. Fu et al. (2020)
introduced an interpretable evaluation method for
entity recognition tasks. The method offers possi-

ble insights into the underlying reasons behind the
differences between the performances of the mod-
els, which is not attainable through conventional
metrics.

3 Method

3.1 Automotive Entity Recognition

AER deals with the identification of failure loca-
tions and failure types in unstructured customer
feedback texts in the automotive warranty and
goodwill area (W&G). In the automotive indus-
try, these identified entities are used to eliminate
frequent failures and improve product quality. We
display automotive W&G text for visualization pur-
poses. The following sentence was classified with
a BERT-base uncased (Devlin et al., 2019) token
classification model, which was fine-tuned with an
AER-labeled dataset (details for training in Section
4.1).

Repair costs (parts and labour) are often very
high, since the workshop does not know which is

the faulty location and then also replaces the ekmv
or replaces because of the consequential damage
to the scroll, (scroll tip is partially melted) by too

high temperatures.

The automotive entity classifications based on
the fine-tuned BERT-model are displayed in the
following example sentence.

2



Prediction 1: Repair costs (parts and labour)
are often very high, since the workshop does not know
which is the faulty location and then also replaces the

ekmv FP or replaces because of the consequential damage
to the scroll FP, (scroll tip TP is partially melted) by too

high temperatures.

Prediction 2: Repair costs (parts and labour)
are often very high, since the workshop does not know
which is the faulty location and then also replaces the

ekmv FP or replaces because of the consequential damage
to the scroll, (scroll tip TP is partially melted) by too

high temperatures.

Calculation Recall: 1.00 Precision: 0.33 F1-score: 0.50 Recall: 1.00 Precision: 0.50 F1-score: 0.67

Problem
The classification result of scroll (multiple occurrences) should not affect the evaluation metric,

since it neither conveys any useful information nor any wrong information.
The repetitive and redundant entities influence the F1.

Table 2: The problematic use-case for F1-score calculation. We display the calculation of the entity failure location
for simplicity reasons.

Repair costs (parts and labour) are often very
high, since the workshop does not know which is
the faulty FP location and then also replaces the

ekmv FP or replaces because of the consequential
damage to the scroll FP, (scroll tip TP is partially

melted TP) by too high temperatures TP.

3.2 NER evaluation schemas

The use cases which can be dealt with by
CoNLL2003 metrics are displayed in Table 7. Use
cases which can be exclusivly handled with the
SemEval’13 metrics are displayed Table 8.

The use case in Table 9 is missing according to
our investigation (Section 3.1). Redundant entities
do not contribute to the failure elimination process
in the automotive industry, and result in an impre-
cise calculation of the F1 score. To illustrate the
problem of calculating the F1-Score, we take the
example sentence from Section 3.1 for calculating
the metrics precision, recall, and F1-Score. The
metrics calculation is done in Table 1. The problem
of using the F1-Score metric is shown in Table 2.

3.3 WRF: Weighted Rouge-F1 metric for
Entity Recognition

Rouge score (Lin, 2004) is commonly used in text-
generation tasks to compare the model-generated
text against the reference or a set of human-
generated reference texts (Schluter, 2017). It has
several variants, such as Rouge-N, Rouge-L, and
Rouge-W. Our interest is centered on the Rouge-N
variation, specifically in the unigram version, the
Rouge-1 F1 (R1-F1). For our particular use case,
there is no necessity to match lengthier sequences
of multiple words or n-grams because the major-
ity of the entities associated with failure location
and types are single words or unigrams. Since this
research deals with the classification task, the first

step is to create two texts from the predicted and
target entities, to compare and evaluate the quality
of predictions using the rouge score. The need to
adapt a commonly used text-generation evaluation
metric for the classification task and how it will be
beneficial will be made clear before the end of this
section. The example described in subsection 3.1
is used to evaluate the failure location and failure
type predictions using the R1-F1 in Table 3.

R1-Precision =
countmatch(gram1)

count(gram1)model
(1)

R1-Recall =
countmatch(gram1)

count(gram1)reference
(2)

R1-F1 = 2× PrecisionRP1 ×RecallRR1

PrecisionRP1 +RecallRR1
(3)

where countmatch(gram1) refers to the num-
ber of unigram matches found between the model
prediction and the reference, count(gram1)model

refers to the number of unigrams in the model pre-
diction, and count(gram1)reference refers to the
number of unigrams in the reference. The initial
step in evaluating entity recognition performance
using R1-F1 is to construct two strings, P and T,
using the predicted and target entities. The string P
is the concatenation of predicted entities, whereas
the string T is the concatenation of target entities.
Mc determines the number of unigrams that P and
T have in common. R1-Precision is calculated as
the ratio of Mc to Pc, where Pc is the total number
of unigrams in P. R1-Recall is calculated as the
ratio of Mc to Tc, where Tc is the total number of
unigrams in T. R1-F1 is calculated as the harmonic
mean of recall and precision. The repetitive words
are taken into account during the computation of
Pc.
A new evaluation metric called Weighted Rouge

3



Prediction: Repair costs (parts and labour) are often very high, since the workshop does not know which is
the faulty FP location and then also replaces the ekmv FP or replaces because of the consequential damage to

the scroll FP, (scroll tip TP is partially melted TP) by too high temperatures TP.

Rouge-1 F1-score (unigram)

Form string T from target entities scroll tip partially melted too high temperatures

Form string P from predicted entities faulty ekmv scroll scroll tip partially melted too high temperatures

Mc: No. of unigram (word) matches between P & T 7 (scroll tip partially melted too high temperatures)

Pc: No. of word in P 10

Tc: No. of word in T 7

Calculation
R1-Precision = Mc/Pc = 7/10 = 0.70 Rouge-1 Precision (Equation 1)

Rouge-1 Recall (Equation 2)
Rouge-1 F1 (Equation 3)

R1-Recall = Mc/Tc = 7/7 = 1.00
R1-F1-score = 0.82

Conclusion
To measure the prediction performance of the AER-specific

W&G-BERT model, we choose an modified Rouge-1 F1-Score
(WRF: Weighted Rouge F1 metric for Entity Recognition).

Table 3: Rouge-1 F1-score calculation.

F1 (WRF) is introduced in Table 4. Since we are
interested in the unigram matching, it is weighed
R1-F11, to mitigate the issues described in subsec-
tion 3.2 and Table 2. This is a modified version
of R1-F1 for entity recognition from Table 3. The
example from subsection 3.1 is taken to explain
the computation of WRF. The displayed sentence
consists of entities belonging to both failure loca-
tion and type. The calculations of P, T, Pc, Tc, Mc,
R1-Recall, R1-Precision, and R1-F1 must be per-
formed, as described in Table 3 for both classes.
But in WRF computation, if there is more than one
class in the given example, one more class needs
to be considered. The calculation for the combined
class is shown in Table 4. During the formation
of strings P and T for the combined class, entities
belonging to all the classes are considered, unlike
the computation involved for individual classes.
The combined class considers misclassifications
related to entities to be correct, except when they
are misclassified as other. The individual classes
(failure location and failure type) consider misclas-
sifications related to entities to be equivalent to
misclassifications classified as other.

R1-F1 for entity recognition is also affected by
repetitive entities (Table 3).

When compared to Table 3, the additional step
in Table 4 is to eliminate the repetitive unigrams
after forming the strings P and T, which results in
Pu and Tu respectively. R1-F1 is computed for all
the individual classes and the combined class sep-

1Hereafter, all mentions of WRF represent the weighted
R1-F1.

arately by using the R1-Recall and R1-Precision
formulas described in Table 3. The WRF is com-
puted by taking a weighted sum of all the R1-F1
values. The example in Table 4 has two classes (ig-
noring IOB2 format). By including the combined
class, the total number of classes involved for WRF
calculation is three. γ1, γ2, and γ3 are used as three
weights for the weighted summing step of WRF.
The correct weight-based parameter configuration
require domain-specific expert knowledge depend-
ing on the underlying use case. The weight of each
class determines the importance of that class. If
the identification entities is more crucial than the
correct classification, the weight of the combined
class is defined to outweight the weight of individ-
ual classes. If the correct classification of entities
is more important than just identification, then the
weight of the combined class is lower than individ-
ual class weights. We used two sets of weights in
our analysis: WRFstrict and WRFlenient. WRFstrict
assigns an equal weight of 0.33 to all three classes,
while WRFlenient gives γ1 and γ2 a weight of 0.25
each and assigns double weightage (0.5) to γ3.

Subsection 3.2 shows the problem by computing
the F1 score. The evaluation metric of both sen-
tences should be the same since their predictions
convey the same information (Table 2). Due to the
repetitive and redundant entity predictions, the F1
score gets influenced, resulting in different values.
Table 5 describes how the issue is solved by using
WRF. Table 5 first outlines the procedure of creat-
ing string P by concatenating the predicted failure
location entities, and string T by concatenating the

4



E.g. Subsection 3.1
(Multiclass example)

Weighted R1-F1 score for entity recognition

Failure Location Failure Type Failure Location & Type (combined)

Form string P from
predicted entities

ekmv scroll scroll tip
faulty partially melted
too high temperatures

faulty ekmv scroll scroll tip
partially melted too high temperatures

Form string T from
target entities

scroll tip
partially melted

too high temperatures
scroll tip partially melted

too high temperatures

Pu: Keep only unique
words in P

ekmv scroll scroll tip
faulty partially melted
too high temperatures

faulty ekmv scroll scroll tip
partially melted too high temperatures

Tu: Keep only unique
words in T

scroll tip
partially melted

too high temperatures
scroll tip partially melted

too high temperatures

R1-F1 with Pu & Tu
(Table 3)

0.80 0.91 0.88

Interpretation
Treats misclassification of entities as equal

to misclassifications belonging to „other“ class.
Treats misclassification of entities as correct

except misclassifications as „other“ class.

Weighted Rouge-1
F1-Score (WRF)

γ1∗ R1-F1Failure Location + γ2∗ R1-F1Failure Type + γ3∗ R1-F1Combined (C = 2)

with
∑K

i=1 γi = 1, where K =

{
C , if C = 1

C + 1 , if C > 1
and C is the number of classes

(ignoring B- and I- prefixes)

Motivation of γ1, γ2, γ3
γ1, γ2, γ3 are weighting factors which require domain-specific expert knowledge:

γ3 > 0.333, if the identification of entities is more important than the correct classification.
γ3 <= 0.333, if the correct classification is more important than just detection of entities.

WRFstrict
γ1 = γ2 = γ3 = 0.333

WRFstrict = γ1 ∗ 0.80 + γ2 ∗ 0.91 + γ3 ∗ 0.88 = 0.86
if C > 1, then γC+1 = γi

where i ∈ [1, C]

WRFlenient
γ1 = γ2 = 0.25, γ3 = 0.50

WRFlenient = γ1 ∗ 0.80 + γ2 ∗ 0.91 + γ3 ∗ 0.88 = 0.87
if C > 1, then γC+1 = 2 ∗ γi

where i ∈ [1, C]

Table 4: WRF-calculation. For presentation reasons, we displayed the calculation just in a simplified version of
failure location and failure type, instead of using the IOB2 format. Nevertheless, the WRF calculation can be
done with every entity recognition annotation format. γ1, γ2, γ3 weighting factors can be chosen depending on the
application domain by an expert. WRF can ensure prioritization of the identification of entities over the classification
correctness of entities depending on the needs of the use case.

Prediction 1: Repair costs (parts and labour)
are often very high, since the workshop does not know
which is the faulty location and then also replaces the

ekmv FP or replaces because of the consequential damage
to the scroll FP, (scroll tip TP is partially melted) by too

high temperatures.

Prediction 2: Repair costs (parts and labour)
are often very high, since the workshop does not know
which is the faulty location and then also replaces the

ekmv FP or replaces because of the consequential damage
to the scroll, (scroll tip TP is partially melted) by too

high temperatures.

String T scroll tip scroll tip

String P ekmv scroll scroll tip ekmv scroll tip

Pu: Keep only unique words in P ekmv scroll scroll tip ekmv scroll tip

Tu: Keep only unique words in T scroll tip scroll tip

WRF
(C = 1) and
γ1 = 1.0

WRF = 0.80 WRF = 0.80

Insight The classification result of the repetitive scroll occurrence is not
affecting the WRF.

Table 5: How WRF solves the issue.
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- F1-score Weighted Rouge-1 F1-Score (WRFstrict)

Failure Location (FL) 0.777 0.866

Failure Type (FT) 0.821 0.842

Failure Location and Type (Combined) (FC) - 0.872

MeanFL,FT,FC (0.795) 0.860

Table 6: Experimental results based on the test set described in 4.1. We report the metrics F1-score and WRFunigram

scores. The regularization terms γ1, γ2, and γ3 are set to 0.333 (equally weighted). The score in bracket is calculated
without regularization term γ and without consideration of FCombined.

target failure location entities. The strings Pu and
Tu were generated by removing any duplicate uni-
grams. Computing WRF as demonstrated in Table
4 involves calculating the weighted sum of R1-F1
for all classes, including the combined class. There
is no distinction between WRFstrict or WRFlenient in
Table 5 since there is only one class involved (fail-
ure location). The insight obtained from Table 5
is, WRF is not affected by repetitive and redundant
entities since the resulting WRF metric for both
prediction examples is equal.

4 Experimentation

4.1 Training
We used 4 NVIDIA Tesla V100 PCIE 16GB GPUs
for the fine-tuning of the BERT base-uncased
model to the respective AER downstream task over
12 epochs with patience of 4 for early-stopping.
The batch size for training was set to 16 with a max-
imum input sequence of 512. The labeled dataset
consists of 5,487 sentences. We defined a 4,005
training, 475 validation, and 1,007 test set split.
AdamW was chosen as an optimizer with a learn-
ing rate of 1e-4. The learning rate is decreased by
a factor of 0.1 whenever the loss decrease stops.

4.2 Quantitative Evaluation
The experiments are performed with the AER test
data set by using the fine-tuned BERT-base uncased
model. We report the metrics F1-score and WRF.
The results are shown in Table 6.

4.3 Qualitative Evaluation
In order to validate the WRF evaluation score, we
will randomly select a subset of 60 samples from
the test set and use the supervised model according
to subsection 4.1 to predict the entities from this
subset. We will then compare the predictions of
the model using the WRF and F1 metrics. Accord-
ing to subsection 3.3, WRF is expected to evalu-
ate the model predictions more accurately than F1,

because F1 can be impacted by the existence of
redundant and repeated entities. Three major cases
for evaluation comparison are displayed in Tables
10 - 14. The F1 score is higher than the WRF score
in 7 out of 60 (11,67%) cases. If the model’s pre-
dictions of repeating entities are also correctly clas-
sified, i. e., the target labels also contain repetitive
entities, then F1_micro overestimates the model’s
performance, leading to a larger value (Table 13).

A higher WRF score compared to the F1 score
was identified in 25 out of 60 sentences (41,67%).
The model does not predict repetitive entities in
a correct way. The calculation of WRF does not
take mispredicted redundant entities into account.
Furthermore, the F1 score declares a mispredicted
entity within a correctly labeled sequence of en-
tities as an overall failure of the entire sequence
(Table 10 - Table 12). The WRF and f1 score are
equal if both, the prediction entity set and target
entity set matches (Table 14). We identified 28
out of the 60 examples (46,66%) for this use case.
Additional examples cannot be provided due to
confidentiality constraints.

5 Conclusion

We present to the research community a new metric
called WRF to fill the evaluation gap in the entity
recognition evaluation. We used a weighted form
of the Rouge unigram F1, which differentiates be-
tween misclassification and non-recognition of enti-
ties. WRF is also able to handle redundant entities.
The newly developed metric was applied success-
fully within AER. It is beneficial for the practical
use case to make it more focused on correct clas-
sification or just the identification of entities. It is
possible to optimize the weights of WRF according
to its practical use case by the parameters γ1,2,3.

6



References
ACE08. 2008. Automatic content extraction 2008 eval-

uation plan ( ace 08 ) assessment of detection and
recognition of entities and relations within and across
documents.

Mohamed Ben Jannet, Martine Adda-Decker, Olivier
Galibert, Juliette Kahn, and Sophie Rosset. 2014.
ETER : a new metric for the evaluation of hierar-
chical named entity recognition. In Proceedings
of the Ninth International Conference on Language
Resources and Evaluation (LREC’14), Reykjavik,
Iceland. European Language Resources Association
(ELRA).

Nancy Chinchor and Beth Sundheim. 1993. MUC-5
evaluation metrics. In Fifth Message Understanding
Conference (MUC-5): Proceedings of a Conference
Held in Baltimore, Maryland, August 25-27, 1993.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Jinlan Fu, Pengfei Liu, and Graham Neubig. 2020. In-
terpretable multi-dataset evaluation for named entity
recognition. CoRR, abs/2011.06854.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.

David M. W. Powers. 2015. What the f-measure doesn’t
measure: Features, flaws, fallacies and fixes. CoRR,
abs/1503.06410.

Natalie Schluter. 2017. The limits of automatic sum-
marisation according to rouge. In Proceedings of
the 15th Conference of the European Chapter of the
Association for Computational Linguistics, volume 2,
page 41–45, United States. Association for Compu-
tational Linguistics. The 15th Conference of the
European Chapter of the Association for Computa-
tional Linguistics, EACL 2017 ; Conference date:
03-04-2017 Through 07-04-2017.

Isabel Segura-Bedmar, Paloma Martínez, and María
Herrero-Zazo. 2013. SemEval-2013 task 9 : Extrac-
tion of drug-drug interactions from biomedical texts
(DDIExtraction 2013). In Second Joint Conference
on Lexical and Computational Semantics (*SEM),
Volume 2: Proceedings of the Seventh International
Workshop on Semantic Evaluation (SemEval 2013),
pages 341–350, Atlanta, Georgia, USA. Association
for Computational Linguistics.

Abhishek Sharma, Amrita, Sudeshna Chakraborty, and
Shivam Kumar. 2022. Named entity recognition in

natural language processing: A systematic review. In
Proceedings of Second Doctoral Symposium on Com-
putational Intelligence, pages 817–828, Singapore.
Springer Singapore.

Erik F. Tjong Kim Sang and Fien De Meulder.
2003. Introduction to the CoNLL-2003 shared task:
Language-independent named entity recognition. In
Proceedings of the Seventh Conference on Natural
Language Learning at HLT-NAACL 2003, pages 142–
147.

Vikas Yadav and Steven Bethard. 2018. A survey on
recent advances in named entity recognition from
deep learning models. In Proceedings of the 27th
International Conference on Computational Linguis-
tics, pages 2145–2158, Santa Fe, New Mexico, USA.
Association for Computational Linguistics.

A Appendix

7

https://api.semanticscholar.org/CorpusID:15253237
https://api.semanticscholar.org/CorpusID:15253237
https://api.semanticscholar.org/CorpusID:15253237
https://api.semanticscholar.org/CorpusID:15253237
http://www.lrec-conf.org/proceedings/lrec2014/pdf/960_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2014/pdf/960_Paper.pdf
https://aclanthology.org/M93-1007
https://aclanthology.org/M93-1007
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
http://arxiv.org/abs/2011.06854
http://arxiv.org/abs/2011.06854
http://arxiv.org/abs/2011.06854
https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013
http://arxiv.org/abs/1503.06410
http://arxiv.org/abs/1503.06410
http://eacl2017.org/
http://eacl2017.org/
https://aclanthology.org/S13-2056
https://aclanthology.org/S13-2056
https://aclanthology.org/S13-2056
https://doi.org/https://doi.org/10.1007/978-981-16-3346-1_66
https://doi.org/https://doi.org/10.1007/978-981-16-3346-1_66
https://aclanthology.org/W03-0419
https://aclanthology.org/W03-0419
https://aclanthology.org/C18-1182
https://aclanthology.org/C18-1182
https://aclanthology.org/C18-1182


Usecase Text string Target Entity string Prediction Entity string

... ... ...
scroll B-Failure_Loc B-Failure_Loc

tip I-Failure_Loc I-Failure_Loc
is O O

partially B-Failure_Type B-Failure_Type
1 melted I-Failure_Type I-Failure_Type

by O O
too B-Failure_Type B-Failure_Type
high I-Failure_Type I-Failure_Type

temperatures I-Failure_Type I-Failure_Type
... ... ...

scroll B-Failure_Loc B-Failure_Loc
tip I-Failure_Loc I-Failure_Loc
is O O

partially B-Failure_Type B-Failure_Type
2 melted I-Failure_Type I-Failure_Type

by O B-Failure_Loc
too B-Failure_Type B-Failure_Type
high I-Failure_Type I-Failure_Type

temperatures I-Failure_Type I-Failure_Type
... ... ...

scroll B-Failure_Loc O
tip I-Failure_Loc O
is O O

partially B-Failure_Type B-Failure_Type
3 melted I-Failure_Type I-Failure_Type

by O O
too B-Failure_Type B-Failure_Type
high I-Failure_Type I-Failure_Type

temperatures I-Failure_Type I-Failure_Type

Table 7: Use cases that can be dealt with the metrics by CoNLL2003. The first use-case describes the full match of
the target string and the prediction string. The second use-case describes the hypothecation of an entity, while the
third use-case deals with the case of a missing entity prediction. Only a segment of the complete W&G sentence
(Section 3.1) is listed in tabular form.
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Usecase Text string Target Entity string Prediction Entity string

... ... ...
scroll B-Failure_Loc B-Failure_Type

tip I-Failure_Loc I-Failure_Type
is O O

4 partially B-Failure_Type B-Failure_Type
melted I-Failure_Type I-Failure_Type

by O O
too B-Failure_Type B-Failure_Type
high I-Failure_Type I-Failure_Type

temperatures I-Failure_Type I-Failure_Type
... ... ...

scroll B-Failure_Loc B-Failure_Loc
tip I-Failure_Loc I-Failure_Loc
is O B-Failure_Type

partially B-Failure_Type I-Failure_Type
5 melted I-Failure_Type I-Failure_Type

by O O
too B-Failure_Type B-Failure_Type
high I-Failure_Type I-Failure_Type

temperatures I-Failure_Type I-Failure_Type
... ... ...

scroll B-Failure_Loc B-Failure_Loc
tip I-Failure_Loc I-Failure_Loc
is O B-Failure_Loc

partially B-Failure_Type I-Failure_Loc
6 melted I-Failure_Type I-Failure_Loc

by O O
too B-Failure_Type B-Failure_Type
high I-Failure_Type I-Failure_Type

temperatures I-Failure_Type I-Failure_Type

Table 8: Use cases that can be dealt with the metrics by SemEval’13. The fourth use-case describes the wrong
assignment of a predicted entity type. The fifth use-case describes the wrong definition of entity boundaries, while
the sixth use-case deals with both a wrong entity type assignment and a wrong boundary definition. Only a segment
of the complete W&G sentence (Section 3.1) is listed in tabular form.
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Usecase Text string Target Entity string Prediction Entity string

... ... ...
scroll O B-Failure_Loc

... ... ...
scroll B-Failure_Loc B-Failure_Loc

tip I-Failure_Loc I-Failure_Loc
7 is O O

partially B-Failure_Type B-Failure_Type
melted I-Failure_Type I-Failure_Type

by O O
too B-Failure_Type B-Failure_Type
high I-Failure_Type I-Failure_Type

temperatures I-Failure_Type I-Failure_Type

Table 9: Use case which can not be dealt with CoNLL2003 or SemEval’13 metrics. Only a segment of the complete
W&G sentence (Section 3.1) is listed in tabular form.

Prediction
steering wheel trim on left side trim not flush - sticking outward ( looks warped )
removed and replaced drivers steering wheel - ok . cv

Target
steering wheel trim on left side trim not flush - sticking outward
( looks warped) removed and replaced drivers steering wheel - ok . cv

Calculated F1-Score 0.440

Calculated WRF
with γ1,2,3 = 0.333

0.820

Table 10: Case 1.1: WRF > F1-Score. If the model’s predictions for repeating entities are incorrectly classified, i.
e., the target labels do not contain repetitive entities, then F1micro underestimates the model’s performance and
produces a lower value. The second occurrence of the steering wheel is wrongly predicted as an entity by the model,
unlike the first occurrence. This sentence has been artificially generated to simulate typical customer feedback
patterns.

Prediction overhead control panel will not close properly ; replaced overhead control
pane for sunglasses compartment compartment would not clos e completely.

Target overhead control panel will not close properly ; replaced overhead control
pane for sunglasses compartment compartment would not clos e completely.

Calculated F1-Score 0.530

Calculated WRF
with γ1,2,3 = 0.333

0.830

Table 11: Case 1.2: WRF > F1-Score. The entity will not close properly predicted by the model will be misclassified
since the F1micro score looks for a perfect match of the whole entity and the corresponding target entity is only not
close properly. WRFstrict will therefore be higher in this situation. This sentence has been artificially generated to
simulate typical customer feedback patterns.
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Prediction
blower has a noise ; rumbling noise ; blower motor ;r & r glovebox
and removed old blower motor due to it being noisy . replace d with a
new blower motor and operated toverigy the repair .

Target
blower has a noise ; rumbling noise ; blower motor ;r & r glovebox
and removed old blower motor due to it being noisy . replace d with a
new blower motor and operated toverigy the repair .

Calculated F1-Score 0.910

Calculated WRF
with γ1,2,3 = 0.333

1.000

Table 12: Case 1.3: WRF > F1-Score. If a model incorrectly classifies an entity but that entity is part of another
entity that was correctly classified, then F1micro underestimates the model’s performance. For example, blower is
a misclassified entity, but blower motor is a correctly classified entity. Intuitively, the model should not be penalized
in this situation, but F1micro underestimates the model’s performance. This sentence has been artificially generated
to simulate typical customer feedback patterns.

Prediction guest states rumble coming out of the fan system at a higher level ofspeed ,
like a chattering ; found blower motor imbalance , replace blower motor.

Target guest states rumble coming out of the fan system at a higher level ofspeed ,
like a chattering ; found blower motor imbalance , replace blower motor.

Calculated F1-Score 0.910

Calculated WRF
with γ1,2,3 = 0.333

0.840

Table 13: Case 2: WRF < F1-Score. The WRF calculation leads to a lower metric value compared to the F1-Score.
If the model’s predictions of repeating entities are also correctly classified, i. e., the target labels also contain
repetitive entities, then F1micro overestimates the model’s performance, leading to a larger value. For example,
blower motor is the repeated entity predicted by the model, and all occurrences are correctly classified in both cases.
This sentence has been artificially generated to simulate typical customer feedback patterns.

Prediction left front seat cushion cover cracking ; verified leather is starting to crack
; replaced seat bottom leather on drivers seat.

Target left front seat cushion cover cracking ; verified leather is starting to crack
; replaced seat bottom leather on drivers seat.

Calculated F1-Score 1.000

Calculated WRF
with γ1,2,3 = 0.333

1.000

Table 14: Case 3: WRF = F1-Score. The prediction entity string matches the target entity string. Both, WRF and
F1 score calculate the maximum result. This sentence has been artificially generated to simulate typical customer
feedback patterns.
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Abstract

Multiple-choice tests are a common approach
for assessing candidates’ comprehension skills.
Standard multiple-choice reading comprehen-
sion exams require candidates to select the cor-
rect answer option from a discrete set based on
a question in relation to a contextual passage.
For appropriate assessment, the distractor an-
swer options must by definition be incorrect
but plausible and diverse. However, generating
good quality distractors satisfying these criteria
is a challenging task for content creators. We
propose automated assessment metrics for the
quality of distractors in multiple-choice reading
comprehension tests. Specifically, we define
quality in terms of the incorrectness, plausi-
bility and diversity of the distractor options.
We assess incorrectness using the classifica-
tion ability of a binary multiple-choice reading
comprehension system. Plausibility is assessed
by considering the distractor confidence - the
probability mass associated with the distrac-
tor options for a standard multi-class multiple-
choice reading comprehension system. Diver-
sity is assessed by pairwise comparison of an
embedding-based equivalence metric between
the distractors of a question. To further validate
the plausibility metric we compare against can-
didate distributions over multiple-choice ques-
tions and agreement with a ChatGPT model’s
interpretation of distractor plausibility and di-
versity.

1 Introduction

Multiple-choice tests are an efficient and effective
way of assessing candidates’ comprehension skills
(Alderson, 2000) with key advantages such as be-
ing a standardized format, eliminating subjective
grading and being easy to grade. These advantages
make them a highly popular assessment method
widely adopted in a range of settings (Kurz, 1999),
such as university exams, job screening and qual-

Figure 1: Distractor Assessment Framework (DAF) fil-
tration pipeline for generated distractors.

ification accreditation. A challenging aspect of
generating suitable multiple-choice questions is in
selecting the incorrect options, i.e the distractors
(Gierl et al., 2017). Selecting good distractors is a
subtle process, which requires the option to possess
several properties (Qiu et al., 2020); 1) The distrac-
tor should not be a possible correct answer, as this
would make marking the question subjective. 2)
the distractor option should not be too obviously
invalid, as then candidates may easily avoid them.
3) The questions should have relatively diverse dis-
tractors, as this would better allow questions to
gauge more information from candidates.

Currently, test creators conduct a pre-test phase
where questions are internally reviewed and then
tested on a subset of real candidates (Liusie et al.,
2023b), an evaluation process that is very manual
and can be both subjective and expensive. Automat-
ing the process to evaluate distractors would lead to
improved efficiency in the test creation process, and
may aid test designers to create high-quality ques-
tions. However, currently, assessing the quality of
distractors is a challenging task. To the best of our
knowledge, there are no existing datasets targeted
towards assisting automated distractor evaluation
(beyond sequence overlap measures (Gao et al.,
2019)), and therefore any approach has to port in-
formation from other resources. Further, validating
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the efficacy of approaches is a challenging task, es-
pecially without manual labels of distractor quality,
which themselves due to the nature of the task are
at risk of being subjective.

In this paper, we propose the Distractor assess-
ment framework (DAF), a collection of systems
that can be used to automatically determine the
quality of distractors. Our framework provides
automatic scores for the 3 previously mentioned
important properties of the distractors: incorrect-
ness, plausibility and diversity. The incorrectness
detector is a binary machine reading comprehen-
sion system that predicts whether a given distrac-
tor could be the correct answer, the plausibility
evaluator leverages system confidence, while the
diversity assessor considers the average similarity
score between all pairs of distractors. We further
propose several methods to probe existing large-
scale foundation models, specifically ChatGPT in-
struction fine-tuned (Ouyang et al., 2022) from
GPT-3 (Brown et al., 2020), to validate the suit-
ability of our quality metrics and demonstrate that
our methods do reasonably capture elements of the
considered properties. Additionally, we validate
the plausibility metric against human candidate
distributions on multiple-choice questions. Our
contributions can be summarized as follows:

• Proposed assessment metrics for the challeng-
ing task of distractor assessment in terms of
incorrectness, plausibility and diversity.

• Verification of the assessment metrics includ-
ing probing ChatGPT and comparison with
real candidate distribution scores.

2 Related Work

Previous automatic distractor assessment meth-
ods proposed to compare the similarity of gener-
ated distractors with the ground-truth distractors
present in the dataset (Gao et al., 2019) or consider
rule-based approaches (Pho et al., 2015). Follow-
ing standard reference-based evaluation, n-gram
overlap metrics such as BLEU (Papineni et al.,
2002), ROUGE (Lin, 2004) and METEOR (Baner-
jee and Lavie, 2005) have been considered, where
these metrics measure the overlap between gener-
ated distractors and the distractors from a set of
human-annotated ground truth sequences. How-
ever, having reference-based distractor evaluation
approaches has notable shortcomings (Moon et al.,
2022). In particular, for a given multiple-choice

question, the set of annotated distractors is unlikely
to span the set of all possible good distractors, and
some options may get unfairly penalised simply
because no similar ones exist in the annotated set.

We therefore focus on decomposing the distrac-
tors in terms of individual qualities (incorrectness,
plausibility and diversity) and consider quality as
an amalgamation of the above. These approaches
have been considered for the assessment of alter-
nate qualities of questions. Dugan et al. (2022)
investigate answer-agnostic generated questions in
terms of the qualities of relevance, interpretabil-
ity and acceptability with comparison against hu-
man markers. Raina and Gales (2022b) assess
multiple-choice questions in terms of grammati-
cal fluidity, answerability, diversity and complexity.
Our work specifically explores distractor assess-
ment in multiple-choice questions with a focus on
automated assessment.

3 Multiple-Choice Comprehension

In this section, we describe the multiple-choice
reading comprehension task, and the architecture of
standard machine reading comprehension systems.
Note that the machine reading comprehension sys-
tem will later be leveraged in several components
of the DAF (see Section 4).

3.1 Multiple-choice comprehension task

Multiple-choice reading comprehension is a com-
mon examination format that aims to measure
the reading comprehension abilities of candidates.
Given question Q and passage of textual informa-
tion, context C, candidates have to select the cor-
rect answer from a discrete set of options {O}. The
correct answer yans is then the option where the
information in the passage is consistent with the
question.

3.2 Machine reading comprehension

Machine reading comprehension (MRC) refers
to building automatic systems for performing the
reading comprehension task. For multiple-choice
reading comprehension, state-of-the-art machine
reading systems (Zhang et al., 2021; Yamada et al.,
2020; Zaheer et al., 2020; Wang et al., 2022) have
demonstrated human-level performance on public
benchmarks (Clark et al., 2018; Lai et al., 2017;
Trischler et al., 2017; Yang et al., 2018). In this
work, we consider two variations of the approach:
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Figure 2: Model architectures of multi-class and binary multiple-choice machine reading comprehension systems
with context, C, question, Q and options, {O}.

Multi-class MRC: A standard approach for
machine reading comprehension (Yu et al., 2020;
Raina and Gales, 2022a) is to predict a probability
distribution over the options, as shown in Figure
2. For this method, the context, question and
a particular option are concatenated together
and fed through a standard transformer encoder
(Vaswani et al., 2017). The hidden representation
output by the transformer encoder is then passed
through a linear layer to return a scalar score.
This process is repeated for each option in turn,
and a softmax function then returns a discrete
probability distribution over the answer options.
Note that the weights are shared across each of
the four versions of the transformer encoder and
linear layers. During inference, the answer option
with the largest probability mass is selected as the
system prediction.

Binary MRC: As an alternative to the multi-class
approach, we also consider a binary multiple-
choice machine reading comprehension system, as
suggested by Ghosal et al. (2022). This approach
is similar to the multi-class approach, however
instead of the softmax at the final stage, the binary
approach applies a sigmoid to the logit scalar
score. This approach therefore determines whether
a given option is the correct answer, instead of
determining which of the options is the correct
one (which the multi-class approach does). At
inference time, the answer option with the greatest
probability is selected as the output from the model.

Both the binary MRC and the multi-class
MRC systems have identical fundamental struc-
tures, however differ in how the options are

normalised before the final probability output.
The multi-class approach leverages the fact that
only one of the options is correct, and so the
probability of the four options are normalised
relative to each other. The binary MRC system
does not. Therefore for tasks that are objective
in nature and depend on the single option only,
such as incorrectness detection, we leverage the
binary MRC system. However, the multi-class
MRC system is better suited for tasks where we
want to assess options relative to each other and
the correct answer, such as plausibility assessment.
Note, the binary MRC system can be built from a
single unit of the multi-class MRC system.

4 Distractor Assessment Framework

As discussed in Section 2, n-gram reference-based
assessment metrics may not be appropriate for
distractor assessment as 1) the number of valid
distractors for a given multiple choice reading
question is vast, which a limited set of references
may fail to capture; 2) they are only valid when
a set of reference distractors are available, which
requires human intervention and limits the
advantages of automatic distractor evaluation. The
next section discusses the DAF, which uses three
different reference-free methods to estimate the
quality of distractors’ incorrectness, plausibility
and diversity independently.

Incorrectness For multiple-choice reading
comprehension questions, distractors must by
definition be incorrect, and the answer option must
be the only valid answer in the set of options. For
automated multiple-choice question generation
pipelines, it is particularly important to ensure that

14



any generated distractors satisfy the requirement
of being incorrect and do not cause a subjective
interpretation of the question. Here, we detail the
approach used to assess whether distractors satisfy
the incorrectness requirement.

The binary MRC system from Section 3.1 is
used to assess incorrectness. The system returns a
probability score, pc, which is the probability that
the system thinks the given option is correct. An
appropriate threshold, τ can then be selected, such
if the probability score is less than the threshold,
a distractor is deemed to satisfy the incorrectness
requirement, as indicated in Equation 1 (where
y ∈ {incorrect, correct} denotes the bi-
nary output decision).

y =

{
incorrect, if pc < τ

correct, otherwise
(1)

The selected threshold is a design choice of
the test creator depending on how stringent the
incorrectness criteria should be. For example, the
incorrectness detector can be the first stage of a
test creation pipeline to filter out the generated
questions with multiple options that could be valid.
The test creator may then select an operating point
with low precision and high recall (in terms of
incorrectness) in order to capture a larger pool
of questions which should be considered in the
subsequent stages of the evaluation pipeline.
Conversely, for high-stakes educational settings,
an operating point which leads to higher precision
at the cost of recall may be preferred.

Plausibility As emphasised by Qiu et al. (2020),
good quality distractors should be both incorrect
yet also plausible and not obviously invalid. Un-
like the binary incorrectness metric, plausibility is
a continuous property, and distractors can be plau-
sible to different degrees. For assessing the plausi-
bility of a distractor within a distractor set, one can
consider the model confidence of the multi-class
multiple-choice machine reading comprehension
system. The motivation for this approach is that
a high confidence score is one that the MRC sys-
tem finds more plausible, which one can assume
would be similar for real candidates. We further de-
fine the plausibility score as the sum of confidence
scores corresponding to each of the distractors in a
question, which can similarly be calculated as the
difference between 1 and the confidence score asso-

ciated with the correct answer. This is expressed in
Equation 2, where Pθ denotes the probability dis-
tribution learnt by the multi-class machine reading
comprehension system.

plausibility = 1−max
y

Pθ (y|C,Q, {O}) (2)

Diversity As a human candidate, when attempt-
ing a multiple-choice question all four options are
considered together. If distractors are similar or
identical, then one can eliminate multiple options
simultaneously using the same information, limit-
ing the amount of comprehension that a question
may require. Therefore, it becomes increasingly
important to ensure the distractors are diverse. Par-
ticularly, diversity has been demonstrated to be
a concern for automated question generation sys-
tems (Raina and Gales, 2022b), where systems are
quite susceptible to frequently generating repeated
distractors. This demands a need for automated
approaches to determine the diversity amongst dis-
tractors to select, or at least be aware of, the dis-
tractor set with the maximum diversity.

In this work, the BERT Equivalence Metric
(BEM) (Bulian et al., 2022) is leveraged for as-
sessing the diversity of the distractors. BEM is a
semantic similarity measure for question answer-
ing, where the equivalence score between an an-
swer and the reference is returned. BEM takes the
text of a predicted answer, the text of the answer op-
tion and the question, concatenates them together
and a BERT system then returns a scalar score,
0 ≤ e ≤ 1. This score captures the equivalence
between the candidate and the reference, where
a score of e = 1 indicates the candidate and the
reference are identical while e = 0 indicates the
candidate and the reference are completely seman-
tically different. BEM is trained explicitly on an
answer equivalence dataset and has been shown to
out-perform zero-shot equivalence measures such
as the BERTScore from Zhang et al..

In this work, BEM is applied pair-wise to all
possible pairs of distractors in a given question.
The context is not concatenated to the question
since initial experiments demonstrated that the long
contexts diluted the differences between pairs of
distractors. Since BEM is not order invariant, we
average the output from BEM with both orderings
for the pair of distractors considered. The over-
all diversity is quoted as the 1 minus the average
pairwise BEM scores between the distractors, as
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indicated by Equation 3 where the K distractors
associated with a given question are denoted as
{d1, d2, . . . , dK}.

diversity = 1.−
K∑

i=1

K∑

j=1,j ̸=i

BEM[di, dj , Q]

K2 −K
(3)

5 Experiments

5.1 Data

RACE++: RACE++ (Liang et al., 2019) is a large-
scale machine reading comprehension dataset of
real questions used in middle school (RACE-M),
high school (RACE-H) and college level (RACE-
C). There are 4 options per question with a single
option as the correct for each. Table 1 details the
train, validation and test splits used for training and
testing of the multiple-choice reading comprehen-
sion datasets.

subset train valid test

RACE-M 25,241 1,436 1,436
RACE-H 62,445 3,451 3,498
RACE-C 12,702 712 708

RACE++ 100,388 5,599 5,642

Table 1: Data splits for RACE++. RACE++ is composed
of questions at the middle school (M), high school (H),
and college (C) level.

CMCQRD1: The Cambridge Multiple-Choice
Questions Reading Dataset (CMCQRD) (Mullooly
et al., 2023) is a small-scale multiple-choice read-
ing comprehension evaluation dataset from the pre-
testing stage partitioned into grade levels B1 to C2
on the Common European Framework of Refer-
ence for Languages (CEFR). Additionally, a subset
of the CMCQRD dataset has candidate distribu-
tions available. We perform our experiments only
on this subset of questions as analyzed in Liusie
et al. (2023b). The statistics of these questions are
given in Table 2.

5.2 Training

For multi-class MRC, we take the ELECTRA
pretrained language model (Clark et al., 2020)
(specifically ELECTRA-large 2) and train the
system with cross-entropy loss on the train split
of RACE++, with the best epoch selected using

1https://www.englishlanguageitutoring.
com/.

2Available at: https://huggingface.co/
google/electra-large-discriminator

subset contexts questions

B1 23 115
B2 37 222
C1 12 72
C2 6 39

CMCQRD 78 448

Table 2: Splits of CMCQRD subset (with candidate
distribution) of data between CEFR levels.

the RACE++ validation split. Following Raina
and Gales (2022a), the model is trained using the
AdamW optimizer, a batch size of 4, learning rate
of 2e-6 and a maximum of 3 training epochs. All in-
puts are truncated to 512 tokens, and all processing
is performed on NVIDIA V100 graphical process-
ing units. We consider ensembles of 3 models for
each system. For the binary MRC system, a single
unit of the trained multi-class MRC system is used
with the softmax layer removed and a sigmoid at
the output instead (mimics Figure 2). 3

6 Results

In this section, we present results for assessing in-
correctness, plausibility and diversity as part of the
DAF for standard multiple-choice reading compre-
hension datasets.

Table 3 presents the baseline performance of the
MRC system on the RACE++ and CMCQRD test
sets. Overall, the MRC system ports across well
from RACE++ to CMCQRD, getting an accuracy
of 85% on RACE++ and 74% on CMCQRD. It is
also apparent that for both datasets, the accuracy
of the MRC system degrades for more challenging
questions by approximately 7% from RACE-M to
RACE-C and 25% from CEFR level B1 to C2.

Table 3 further presents the newly proposed in-
correctness, plausibility and diversity scores using
the described approaches applied to both multiple-
choice reading comprehension datasets. For each
question in each dataset, the distractors for the ques-
tion are considered to be the set of ‘generated’ dis-
tractors (first stage of distractor generation in the
pipeline of Figure 1) for which the incorrectness,
plausibility and diversity scores need to be calcu-
lated. For incorrectness, each distractor is classified
as either incorrect or correct based on the optimal

3Initial experiments trained a separate system for binary
MRC where each option was reformatted as individual data
points with either a label of correct (answer) or incorrect
(distractor). However, this system generalized poorly to CM-
CQRD despite good performance on the RACE++ dataset.
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operating point threshold of performance (see Ta-
ble 4) which is a value of τ = 0.25 for RACE++
and τ = 0.04 for CMCQRD. Hence, the overall
incorrectness score is the percentage of distractors
that are categorized as incorrect (higher is better).
Plausibility (Equation 2) and diversity (Equation 3)
scores are averaged across all the questions in the
dataset.

Dataset Acc. Incorr. Plaus. Divers.

RACE++ 85.0 91.8 15.0 74.1
RACE-M 88.1 93.8 11.8 66.8
RACE-H 84.4 91.0 15.7 75.7
RACE-C 81.6 91.7 18.0 81.0

CMCQRD 74.3 86.7 27.7 78.2
B1 90.4 85.5 11.9 75.7
B2 73.4 86.9 30.0 78.0
C1 56.9 87.5 40.9 80.3
C2 64.1 87.2 37.0 82.8

Table 3: Ported accuracy of the MRC system trained
on RACE++. For proposed distractors (in the dataset),
incorrectness rate, average plausibility and diversity
scores are reported as percentages.

It is observed that the incorrectness rate remains
consistent across all the splits for RACE++. A simi-
lar consistency is evident on the CMCQRD dataset.
In general, it can be seen that the plausibility scores
tend to be higher for more challenging questions
for both RACE++ and CMCQRD. This is poten-
tially explainable by the fact that more challenging
questions can expect to have a greater probability
mass attributed to the distractors compared to the
correct answer option. Loosely, the average di-
versity score follows a similar pattern where more
challenging questions can expect to have more di-
verse distractors. Possibly a low diversity in the
distractors offers fewer opportunities to distract the
candidates.

We have presented the incorrectness, plausibility
and diversity scores on the RACE++ and CMC-
QRD datasets. The subsequent sections aim to pro-
vide a form of verification for each of these metrics
to demonstrate they are suitable for the respective
qualities that they are assessing.

6.1 Assessing correctness detector

This section assesses the accuracy of the correct-
ness detector which is used for measuring the incor-
rectness rate. To assess the accuracy, we assume
that the allocation of answer options as either dis-
tractors or the correct answer are the ground-truth
binary labels. Table 4 assesses how well the correct-

ness detector performs on RACE++ and CMCQRD
datasets using the optimal F1 score for this binary
classification task.

Precision Recall F1

RACE++ 80.1 72.7 76.2
CMCQRD 62.2 65.8 64.0

Table 4: Performance for the correctness detector.

Figure 3 presents the precision-recall curve of
the correctness detector on both the RACE++ and
CMCQRD datasets. From both Figure 3 and Ta-
ble 4, the performance of the correctness detector
is sensible, with performance on CMCQRD lag-
ging RACE++ demonstrated by top F1 scores of
76% and 64% on RACE++ and CMCQRD respec-
tively. In line with these single-value summaries,
the CMCQRD precision-recall curve undercuts the
RACE++ precision-recall curve for all recall rates.

Figure 3: Precision-Recall curve for correctness detector
on RACE++ and CMCQRD.

Figure 4 further presents an operating chart for
the correctness detector. The chart sweeps the
threshold for the binary MRC system from 0 to
1 and identifies the fraction of distractors and an-
swer options that are captured cumulatively. As
expected, for both the RACE++ and CMCQRD
operating charts, the ‘distractor’ curve significantly
leads the ‘answer’ curve. The operating charts
offers content creators a means to choose an op-
erating threshold; a low threshold on correctness
may guarantee that only real distractors are cap-
tured but also reduces the pool of distractors that
are considered in the review process.

6.2 Verification of plausibility/diversity via
ChatGPT

Recently, generative large-scale foundation mod-
els (Brown et al., 2020; Chowdhery et al., 2022;
Scao et al., 2022), such as the popularized Chat-
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(a) RACE++. (b) CMCQRD.

Figure 4: Operating chart for correctness detector on
RACE++ and CMCQRD.

Figure 5: Prompting ChatGPT for more/less plausi-
ble/diverse distractors.

GPT, have demonstrated state-of-the-art perfor-
mance across a large range of natural language
tasks in zero-shot and few-shot settings. These
models are particularly impressive at successfully
completing tasks that they have never seen before.

However, there remain several practical chal-
lenges in using foundation models such as Chat-
GPT. 1. There are concerns with security of the
data as confidential data cannot be taken off-site.
This is an important consideration in the educa-
tional setting as often the trial questions to be as-
sessed will form a core component of a live stan-
dardized test. 2. Access via an API (Application
Program Interface) means the input/output is re-
stricted as well as the risk of evolving with limited
warning, jeopardizing an exterior infrastructure de-
veloped to interact with the API. 3. There is a
continual cost of interacting with API access which

may limit the scalability in deployment. 4. Zero-
shot performance can be challenging to tune to
specific tasks(s) of interest. Therefore, we do not
employ ChatGPT as a direct assessment approach
for the DAF. It is necessary for any automated as-
sessment approach to be local so that there is com-
plete control over the model. Instead, ChatGPT is
considered here as a validation process for the DAF
that in itself bypasses ChatGPT’s challenges.

Here ChatGPT, specifically gpt-3.5-turbo
4, is employed as an approach to verify the pro-
posed plausibility and diversity assessment met-
rics. ChatGPT is given a standard multiple-choice
reading comprehension question. The foundation
model is then requested to refine the choice of the
distractors to make them more/less plausible or
diverse. Figure 5 presents the prompts.

By probing ChatGPT to create alternatives for
the distractors, it is useful to check the agreement
of ChatGPT’s interpretation of plausibility and di-
versity with the proposed assessment metrics.

System All M H C

Vanilla 85.0 88.1 84.4 81.6

Increase plausibility 74.6 77.5 73.6 73.7
Decrease plausibility 84.0 85.3 83.3 85.2

Increase diversity 74.6 78.5 73.7 71.3
Decrease diversity 62.0 68.3 59.7 60.9

Table 5: Accuracy of ensemble on test split of RACE++
(RACE-M, RACE-H, RACE-C) using the multi-MRC
system after probing ChatGPT to refine the distractors
in terms of plausibility and diversity.

From Table 5, the accuracy of RACE++ trained
system is impacted by exchanging the distractors
with variants provided by ChatGPT. Prompting
ChatGPT to generate more plausible distractors
leads to the accuracy of the MRC system dropping
by up to 10% as the altered questions on average are
more challenging. In contrast, prompting ChatGPT
to decrease the plausibility has less of an impact
on the behaviour of the MRC system’s accuracy.
By prompting ChatGPT to increase or decrease the
diversity of the distractors, there is an observed
drop in the MRC system accuracy, particularly for
less diverse distractors of more than 20%.

In Table 6, the impact of world knowledge in
reading comprehension (Liusie et al., 2023a) is
explored for the ChatGPT generated distractors.

4https://platform.openai.com/docs/
models/gpt-3-5
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System Standard Context-free

Vanilla 85.0 57.0

Increase plausibility 74.6 39.3
Decrease plausibility 84.0 54.4

Increase diversity 74.6 42.3
Decrease diversity 62.0 38.7

Table 6: Impact of world knowledge after probing Chat-
GPT to refine the distractors in terms of plausibility and
diversity on the RACE++ test set.

Here, a context-free system (no access to the con-
text) measures to what extent a question relies on
using knowledge outside the context to determine
the correct answer. With all values substantially
above the random performance of 25%, for both
the original questions and the probed version of
the questions, there is significant scope to leverage
world knowledge to answer the questions.

(a) Plausibility. (b) Diversity.

Figure 6: Impact on distribution of plausibility and
diversity by probing ChatGPT on the RACE++ dataset.
See Equations 2 and 3 for the definitions of plausibility
and diversity respectively.

The distribution of plausibilities and diversities
in Figure 6 further demonstrates that there is an up-
ward shift with the increased plausibility/diversity
variants of the distractors.

setA setB > plaus. > div.

Increase Vanilla 57.6 60.7
Vanilla Decrease 63.2 53.2
Increase Decrease 69.1 63.3

Table 7: Fraction of examples for which plausibility and
diversity of distractors in a question for setA is > setB.

Finally, Table 7 presents the impact of refining
the distractors at an individual question level. For
example, the increased plausibility versions of the
distractors compared to the decreased plausibility
versions have a high plausibility score for 69% of
the RACE++ questions. It seems it is challenging to
be able to increase plausibility and decrease diver-
sity, while it is relatively easier to decrease plausi-

bility and increase diversity. With all scores above
50%, it suggests that there is alignment between
ChatGPT’s interpretation of plausibility/diversity
and the assessment approaches for these qualities.

6.3 Verification of plausibility via candidate
distribution

As in Section 4, the plausibility of distractors is
assessed using the probability confidence scores
distribution output from a multiple-choice machine
reading comprehension system. The claim is that a
higher confidence score suggests that a distractor is
more plausible. In a practical sense, the plausibility
scores for the distractors should correspond with
how likely a candidate taking a test is to select the
distractors. CMCQRD (see Section 5.1) includes
candidate distributions over multiple-choice ques-
tions. Therefore, the human candidate distributions
are used to verify whether the plausibility scores
from a standard multiple-choice reading compre-
hension system correspond with candidates’ inter-
pretation of the plausibility of distractors.

We consider two comparison methods for vali-
dating the plausibility scores. Intra-question: com-
pare the ranking of distractors by system confi-
dence and human confidence for each question.
Inter-question: compare the ranking across ques-
tions of distractor confidence (see Equation 2) by
the system and the candidates.

The intra-question verification informs whether
the individual distractor plausibility scores by the
system can be used to identify which distractors
are more convincing while the inter-question ver-
ification informs whether the system’s distractor
confidence is a universal measure of how convinc-
ing the distractors are for a question as a collective.

For intra-question rankings, the averaged (across
questions) Spearman’s rank correlation coefficients
between the candidate probabilities for a set of
distractors per question and the system’s probabil-
ities for the same set of distractors is 0.25. For
the inter-question case, the global Spearman’s rank
correlation between candidate plausibility (sum of
individual distractor confidences) and system plau-
sibility is 0.22. Despite not being strong correla-
tions (potentially due to human noise from learners
taking the test), the positive values indicate that
human understanding of distractor plausibility is
somewhat aligned with the system’s understanding.
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7 Conclusions

This work proposes the distractor assessment
framework, an automatic approach for assessing
the quality of distractors on three key properties:
incorrectness, plausibility and diversity. By lever-
aging multi-class and binary machine reading com-
prehension systems, and semantic similarity met-
rics, we propose intuitive methods for calculating
automatic scores for the 3 properties. We validate
the metrics by refining distractors with ChatGPT.
Further there is a positive correlation indicated be-
tween candidate and system plausibilities.
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A Limitations

This work explores automated approaches to as-
sess the incorrectness, plausibility and diversity of
distractors encompassed in a DAF. A limitation is
that the current research focuses specifically on the
RACE++ and CMCQRD datasets. Further work
should investigate the applicability of the DAF
for other multiple-choice datasets. Second, the
proposed assessment methods are verified using
both candidate distributions and agreement with
ChatGPT’s interpretation of the qualities. Explicit
at-scale human evaluation may help provide fur-
ther evidence for the validity of the assessment
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approaches. Finally, a more extensive and rigor-
ous approach could have been taken to determine
optimal prompts for increasing/decreasing the plau-
sibility or the diversity of the distractors.
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Abstract

Language generation has been an important
task in natural language processing (NLP) with
increasing variety of applications especially in
the recent years. The evaluation of generative
language models typically rely on automatic
heuristics which search for overlaps over word
or phrase level patterns in generated outputs
and traditionally some hand-crafted reference
sentences in the given language ranging in
the forms from sentences to entire documents.
Language, on the other hand, is productive by
nature, which means the same concept can be
expressed potentially in many different lexical
or phrasal forms, making the assessment of
generated outputs a very difficult one. Many
studies have indicated potential hazards related
to the prominent choice of heuristics matching
generated language to selected references
and the limitations raised by this setting in
developing robust generative models. This
paper undertakes an in-depth analysis of
evaluation metrics used for generative models,
specifically investigating their responsiveness
to various syntactic structures, and how
these characteristics vary across languages
with different morphosyntactic typologies.
Preliminary findings indicate that while
certain metrics exhibit robustness in particular
linguistic contexts, a discernible variance
emerges in their performance across distinct
syntactic forms. Through this exploration, we
highlight the imperative need for more nuanced
and encompassing evaluation strategies in
generative models, advocating for metrics
that are sensitive to the multifaceted nature of
languages.

1 Introduction

In the context of Natural Language Processing
(NLP), evaluating generative models typically
refers to a two-fold process: while the generated
output should first of all be a grammatically and

semantically plausible utterance in the target lan-
guage, it should also fulfil in form or meaning the
requirements of a specific task the system is built
for. For instance machine translation model output
is typically assessed based on how well the system
output can represent the meaning of a sentence in
another language, while outputs of summarization
or question answering systems should be conveying
factual information about a given context represent-
ing information. The evaluation at hand can then
seek to gauge the accuracy, fluency, and appropri-
ateness of the output for the given application at
the same time.

While a through and accurate evaluation of any
NLP system should eventually involve human as-
sessment, due to time and cost considerations, a
prominent approach especially during system de-
velopment typically relies on automatic heuristics
which can provide costless reinforcement on the
sufficiency or efficacy of the model settings or re-
sources used in system development. Automatic
evaluation metrics are generally designed with the
principle of comparing the similarity of system
output to a gold-standard utterance presenting an
example of an accurate system output, by relying
on the rate of common words (Papineni et al., 2002;
Doddington, 2002). However, such metrics tend
to fall back significantly when the output happens
to contain a rephrased version of the context due
to stylistic or syntactic variations in the generative
process. Many languages with rich morphology
not only can change in form at the subword level
through inflectional or derivational transformations,
one can also observe free word order where the
same phrase can be written as a combination of the
words in many different orders, and still convey the
same meaning. In such cases, word-level metrics
are known to fail to capture accurate evaluations
(Culy and Riehemann, 2003; Callison-Burch et al.,
2006; Birch et al., 2010; Mathur et al., 2020). Alter-
natively, (Popović, 2015) proposed n-gram match-
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ing at the character level, which has been more ap-
propriate for the evaluation in morphologically-rich
languages. However, matching based approaches
still might miss semantic nuances in the gener-
ated language. Recent studies proposed the al-
ternative approach to use vector similarity in dis-
tributed representations (Zhang et al., 2019). This
method provides a better semantic notion over sim-
ple word matching heuristics, yet there is not a
well-established understanding on the robustness
of pre-trained language representations and how
well they may generalize across languages and do-
mains.

While valuable, each metric has its challenges,
especially given the intricate tapestry of global lan-
guages. Previous work has compared the perfor-
mance of evaluation metrics in different tasks (Liu
et al., 2016; Shen et al., 2022; Moghe et al., 2022),
however, a task-agnostic analysis that focuses on
providing insight on the assessment of generaliza-
tion capability in generative language models and
its measurement across languages with different
syntactic typology has never been performed. Our
study embarks on an extensive examination of eval-
uation metrics within a linguistic framework where
our objective is to understand how these metrics
perform in capturing the essence of rephrased lan-
guage and generalize across diverse syntactic struc-
tures and linguistic complexities. For this purpose,
we select four prominent automatic evaluation met-
rics representative of a different approach to eval-
uation metric formulation: BLEU (Papineni et al.,
2002), chrf (Popović, 2015), NIST (Doddington,
2002) and BERTScore (Zhang et al., 2019) and use
these metrics to compute the similarity across col-
lections of sentences that are paraphrases of each
other, in 71 different languages from 12 distinct
language families, and measure how different lin-
guistic features affect the applicability of each met-
ric in similarity detection across paraphrased lan-
guage. Our study aims to extend the understanding
of evaluation metric performance and highlights
potential gaps and areas for further research in con-
sidering the future of generative models and how
they can be better developed to capture linguistic
nuances. Through this endeavor, we aim to refine
the evaluation process for generative models across
multiple languages and promote the study of gener-
ative models in potentially many new under-studied
languages.

2 Evaluation Metrics for Language
Generation

In this study, we focus on sentence-level generation
and adopt four commonly used evaluation metrics
developed for the automatic evaluation of machine
translation. Here we briefly define the formulation
of each method.

2.1 BLEU (Bilingual Evaluation Understudy)
Introduced by Papineni et al. (2002), BLEU was
one of the first automated metrics comparing
machine-generated translations to human reference
translations. The BLEU score, typically between 0
(worst) and 1 (best), is given by:

BLEU = BP × exp

(
N∑

n=1

wn log pn

)
(1)

where:

• BP is the brevity penalty,

• wn are the weights for each n-gram (usually
set to 1/N),

• pn is the precision for the n-th n-gram.

Usually, if a candidate sentence is shorter, the
n-gram tends to get a higher score. The brevity
penalty helps control this effect by scaling the fre-
quency over the sentence length.

BP =

{
1 if c > r
exp(1−r/c) if c ≤ r

(2)

The second term in Eq. 2.1 ensures all n-grams’s
weights be uniformly distributed. Since the overall
accuracy decreases with the increase of n-gram, the
general n-gram is taken as 4-gram.

2.2 chrF
Building on BLEU’s success, chrF is a metric
that assesses n-gram similarity at the character
level, intuitively more suitable for the evaluation
of morphologically-rich languages. The overall
CHR-F score is the weighted harmonic mean of
the F-scores for each n-gram size. The weights are
determined by the frequency of each n-gram size
in the reference text.

chrF = 2× P ×R

P +R
(3)

where:
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• P is character-level precision,

• R is character-level recall.

Unlike BLEU, the metric is not sensitive to the
position of the n-grams in the sentence, making it
a more flexible and robust metric.

2.3 NIST

Developed by the National Institute of Standards
and Technology1, NIST improves upon BLEU’s
formulation, with an emphasis on rewarding rare
n-grams. The NIST score is given by:

NIST =

∑N
n=1wn log pn∑N

n=1wn

(4)

where:

• wn are the weights for each n-gram, which
are adjusted based on the informativeness of
the n-gram,

• pn is the precision for the n-th n-gram.

2.4 BERTScore

A more contemporary metric, BERTScore, taps
into BERT’s contextual embeddings to determine
text quality. The similarity between a system output
and reference sentence is computed as:

Pscore =
1

NP

NP∑

i=1

NR
max
j=1

cos(ePi , eRj )

Rscore =
1

NR

NR∑

j=1

NP
max
i=1

cos(ePi , eRj )

F1score =
2 · Pscore ·Rscore

Pscore +Rscore

where:

• NP and NR are the number of tokens in P
and R, respectively.

• ePi and eRj are the BERT embeddings of the
i-th token in P and the j-th token in R, re-
spectively.

• cos denotes the cosine similarity between two
vectors.

1https://www.nist.gov

3 Experimental Methodology

Metrics have undeniably evolved over time, mirror-
ing the advancements in generative models. The
above metrics represent this transformation, show-
casing the progression from rudimentary n-gram
matching to nuanced evaluations via deep learning
embeddings. a desired property in each generative
language model is to be able to produce plausible
language in as many stylistic or syntactic variations
the language allows. In order to assess how sensi-
tive each metric is to generalization in the subword
or phrase level syntactic structures, i.e. rephrasing,
we design a set of experiments that compute simi-
larity between paraphrased utterances in different
languages.

By the nature of their design, some metrics may
be able to capture certain typological forms and
patterns better than others, and thus correlate bet-
ter with languages with those features. In order
to test how each metric may suit better capturing
grammatical generalization in different languages,
we perform an in-depth analysis over the similarity
scores and how well they correlate with different
types of linguistic features.

3.1 Data

The experiment uses data from the TaPaCo Dataset
(Scherrer, 2020), which is a multilingual para-
phrase corpus extracted from the Tatoeba plat-
form2, an online platform that collects translations
via crowd-sourcing that allows the public mass to
provide translations and annotations to sentences.
The TaPaCo dataset is built by matching sentences
within the Tatoeba database via context automati-
cally based on the multilingual pivoting approach
introduced by Lewis and Steedman (2013). The
matched sentences are organized in sets with veri-
fied non-trivial accuracy of between 50 to 75 per-
cent. The database consists of roughly 1.9 mil-
lion sentences, with a range of 200 to 250,000 sen-
tences in each language. Of the 73 languages in the
TaPaCo dataset, 42 are languages from the Indo-
European language family group, the remaining 31
are composed of languages from various families
such as Afro-Asiatic, Austronesian, Sino-Tibetan,
Turkic, Uralic, and other constructed languages.
Only the paraphrased sentences from the TaPaCo
dataset are used in the experiment to compute the
metric scores for each language. Any annotations

2https://tatoeba.org
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of the sentences are stripped from the data when
computing the metric scores from the sentences.

3.2 Metrics

In our experiments, we use the nltk (Natural Lan-
guage Toolkit) version 3.7 for calculating BLEU,
chrF and NIST scores.

Typological feature data for 73 languages were
surveyed from the URIEL database (Littell et al.,
2017) that contains a collection of language typol-
ogy data via the lang2vec3 library. This database
was initially developed as part of DARPA’s (De-
fence Advanced Research Project Agency’s Low
Resource Language for Emergent Incidents project)
LORELEI project to develop tools for automated
human language technology for low resource lan-
guages. For our examination, we select five cate-
gories of language typological features:

1. geography (“geo”) – Geographic distances be-
tween languages on the globe

2. syntax average (“syntax_average”) – an aver-
age score representing the distinctness of the
paradigms observed in a given language in
terms of syntax

3. phonology average (“phonology_average”) –
an average score representing speech sounds
production rules of a language

4. inventory average (“inventory_average”) – an
average score representing features related to
phonetic inventories or the lexical patterns of
a language

5. learned (“learned”) – a learned predictive fea-
ture dataset used for typological predictions

Feature datum of the 71 languages selected corre-
sponding to the overlapping languages between the
TaPaCo dataset and the feature data for languages
available in the lang2vec database are surveyed
for this experiment. Each set of the typological
feature data is given as a single high-dimensional
vector that represents the feature datum of the lan-
guage in question in numerical values. Some rep-
resent the presence or absence of certain features
in the language. Thus, the average feature score of
languages cannot be collected trivially by taking
means of the independent numerical scores. In or-
der to preserve data, these high dimensional feature

3https://github.com/antonisa/lang2vec

vectors are transformed into one-dimensional vec-
tors with one point for each language using PCA
(Principal Component Analysis) (Bro and Smilde,
2014) to be compared with the metric scores com-
puted using the TaPaCo data. To collect the metric
scores on the TaPaCo dataset, sentences within the
same paraphrased group in the same language are
split off into pairs in order to compute their metric
scores. A mean average of the scores from then
sentence pairs in each language is taken to repre-
sent the language’s score evaluated by a particular
metric. Finally, to examine the correlation rela-
tion between the typological features of a language
and the evaluation metric performances on the lan-
guage as a whole, Pearson’s correlation coefficient
was computed between each different metric score
and the average transformed typological feature.
Figures 1 to 5 illustrate how typological features
are distributed across language families in linguis-
tic features, such as syntax, phonology, inventory,
geology, etc.

4 Results

The metric scores graph (Fig. 6) presents the dis-
tribution of all metric scores computed over para-
phrases and organized by language family:

• Constructed Languages: toki(Toki Pona),
tlh(Klingon; tlhIngan-Hol), vo(Volapük),
jbo(Lojban)

• Afro-Asiatic: ar(Arabic), ber(Berber),
he(Hebrew), kab(Kabyle)

• Austroasian: id(Indonesian), tl( Tagalog),
war(Waray), Creolecbk(Chavacano)

• Indo-European: af(Afrikaans),
be(Belarusian), bg(Bulgarian), bn(Bengali),
br(Breton), ca(Catalan), cs(Czech),
da(Danish), de(German), el(Greek),
en(English), eo(Esperanto), es(Spanish),
fr(French), gl(Galician), gos(Gronings),
hi(Hindi), hr(Croatian), hy(Armenian),
io(Ido), is(Icelandic), it(Italian), kw(Cornish),
la(Latin), lfn(Lingua Franca Nova),
lt(Lithuanian), mk(Macedonian),
mr(Marathi), nb(Norwegian Bokmål),
nds(Low German), nl(Dutch), orv(Old
Russian), pes(Iranian Persian), pl(Polish),
pt(Portuguese), ro(Romanian), ru(Russian),
sl(Slovenian), sr(Serbian), sv(Swedish),
uk(Ukrainian), ur(Urdu)
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Figure 1: Scatter Cluster Plot of Syntactic Information
of languages, grouped by language family

Figure 2: Scatter Cluster Plot of Inventory Information
of languages, grouped by language family

Figure 3: Scatter Cluster Plot of Geology Information
of languages, grouped by language family

Figure 4: Scatter Cluster Plot of Phonetic Information
of languages, grouped by language family

• International auxiliary language:
ia(Interlingua), ie(Interlingue)

• Japonic: ja(Japanese)

• Koreanic: ko(Korean)

• Language Isolate: eu(Basque)

• Niger–Congo: rn(Kirundi)

Figure 5: Scatter Cluster Plot of Learned Information
of languages, grouped by language family

• Sino-Tibetan: cmn(Mandarin Chinese),
wuu(Wu Chinese), yue(Yue Chinese)

• Turkic: az(Azerbaijani), ota(Turkish,
Ottoman), tk(Turkmen), tr(Turkish), tt(Tatar),
ug(Uyghur)

• Uralic: et(Estonian), fi(Finnish),
hu(Hungarian)

On average, we observe the highest BLEU
scores are computed in the Creole language with
0.3692516 points followed by the Indo-European
language family, with an average of 0.2861689.
Average BLEU scores for Japonic, Koreanic,
Niger-Congo, Afro-Asiatic, Turkic and Uralic lan-
guages are much lower with scores ranging as
0.14158, 0.196627, 0.177759, 0.0.23553, 0.22831
and 0.2283065, respectively. For these language
groups with relatively complex morphology, we ob-
serve the chrF scores, on the other hand, to be much
higher on average, with scores of 0.43876 in Tur-
kic, 0.50198 in Uralic, 0.48934 in Afro-Asiatic and
0.50487 in Niger-Congo languages. In Japonic, Ko-
reanic and Sino-Tibetan languages, the scores are
relatively low, with 0.38995, 0.35384 and 0.30561
respectively, indicating neither n-gram matching
based metric are able to capture the rephrasing in
example sentences.

NIST scores are also highest for the Indo-
European languages with an average of 0.80087
and AustroAsiatic languages with an average score
of 0.70759, however, the scores relatively remain
high for morphologically-rich languages, such as
in Afro-Asiatic family, the average NIST score is
0.71675, followed by 0.64827 in Turkic, 0.69190
in Uralic languages, indicating a general improve-
ment for better balancing the more frequent and
rare n-gram statistics. In Koreanic and Niger-
Congo the scores are very low, with 0.47798 and
0.37228, respectively.
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Finally, the distributed semantic similarity score
BERTScore obtains the overall, with an average of
0.8684 in Indo-European, ranging to slightly dif-
ferent values in different language families with
0.8268 in Turkic, 0.85171 in Uralic, 0.87922 in
Afro-Asiatic, 0.84763 in Niger-Congo, 0.87247 in
Koreanic and 0.86648 in Japonic languages, sug-
gesting to be the most applicable metric across
languages with varying typological characteristics.

We further explore the details of how each metric
respond to different linguistic aspects of language
by analyzing the correlation between evaluation
metric scores and various linguistic typological fea-
tures. Our analysis yields a spectrum of results that
underscore the intricacies of language generation
evaluation. Considering the provided correlation
coefficients:

Syntactic Average:

• BLEU, chrF, and NIST: exhibited negative
correlations with syntactic construction, im-
plying that as syntactic complexity increases,
thet fall back in capturing similarities in the
outputs and reference language utterances.
This might hint that these metrics struggle to
capture syntactic nuances, or the general pro-
cess of rephrasing that we explicitly integrate
in our experimental setting, which is not sur-
prising due to their heavy relying on ordered
sequential patterns.

• BERTScore: exhibits a positive correlation
suggesting its potential aptness in gauging
syntactic richness or its increased robustness
to languages with complex syntactic patterns.

Geography:

• BLEU and BERTScore: Both metrics in-
dicate a relationship between geographical
distances and their evaluation scores, possi-
bly hinting at regional linguistic patterns that
these metrics are sensitive to. These results
are in line with the metric scores in Figure 6
and how they show clear differences across
language families from different geographical
locations in the distribution of either metric.

• chrF and NIST: Negative correlations may
imply a diminished sensitivity or lack of sig-
nificance related to geographical linguistic nu-
ances or a different type of sensitivity to re-
gional patterns.

Inventory:
• Most metrics showed a negative inclination

with the exception of NIST, which had a very
marginal positive correlation. This could sig-
nify a negative relationship between the effect
of phonetic inventories to the specific task of
similarity in case of varied syntactic expres-
sion. Notably, BERTScore’s significantly neg-
ative score could highlight a potential shortfall
of n-gram based methods being able to cap-
ture lexical variety and how it may reflect in
the generated language.

Phonology:
• BLEU, CHAR-F, and NIST: leaning nega-

tive, suggest that traditional metrics might not
be fully equipped to capture the richness of
speech sound production rules.

• BERTScore: Moves in a positive direction,
suggesting that embedding-based metrics like
BERTScore might offer a new perspective
to represent cross-lingual distributed informa-
tion.

Learned:
• We find mixed results with learned linguistic

feature representations. Our findings indicate
that the sensitivity of metrics to learned predic-
tive feature datasets is varied. BLEU, CHAR-
F, and NIST have negative correlations, in
contrast with BERTScore which has positive
correlation, emphasizing the potential align-
ment of data-driven approaches in their dis-
tributed nature of information.

In sum, while some evaluation metrics manifest
robustness in certain linguistic dimensions, clear
disparities are evident across different syntactic
and typological realms. Our findings propose sig-
nificant differences in applicability of certain eval-
uation metrics to sets of language families with
general typological differences in their syntactic
characteristics. We find n-gram based metrics like
BLEU to be very limited in applicability to rela-
tively simple syntactic constructions observed in
Indo-European languages, however, generally fail-
ing to provide any informative score in majority of
language families with the common characteristic
of complex morphosyntactic properties. Although
chrF was developed in a way to cope with this
limitation, we still fail to find it robust enough to
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Figure 6: The fluctuation of average scores of different languages computed using different metrics. Each language
family is represented with a different color (Constructed: Maroon, Afro-Asiatic: Orange, Austroasiatic: Pink,
Austronesian: Lemon, Creole: Pine, Indo-European: Blue, International Auxiliary Language: Teal, Japonic: Grey,
Koreanic: Crocodile, Language Isolate: Brown, Niger-Congo: Emerald, Sino-Tibetan: Crimson, Turkic: Purple,
Uralic: Olive). The evaluation results in each language are presented using the metric scores BLEU (darkest tone),
chrF (middle tone) BERTScore (lighter tone) and NIST (lighest tone), respectively.
∗∗NIST scores are scaled to the range of 0 to 1 using the formula: scaled_score = NIST _score−min_NIST

max_NIST−min_NIST with
max_NIST = 1.900 and min_NIST = 0.
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Syntactic Geography Inventory Phonology Learned
BLEU -0.18217 0.22827 -0.09892 -0.18603 -0.13972
NIST -0.16295 -0.35622 0.02184 -0.14601 -0.18125
chrF -0.18701 -0.13178 -0.12033 -0.18603 -0.0402

BERTScore 0.35427 0.17401 -0.30546 0.16748 0.16193

Table 1: Correlation results between each metric and typological feature

be applicable to different language families, but, a
better alternative in a subset of agglutinative lan-
guages like Turkic and Uralic language families. A
not well-adopted metric in the recent years, NIST
had shown interestingly robust performance across
languages supported by a more balanced formu-
lation in n-gram statistics, as indicated in its abil-
ity to perform relatively well in the evaluation of
language generated in sparse languages. The dis-
tributed space similarity metric BERTScore had
in overall the best results in being able to cap-
ture syntactic, semantic and phonological infor-
mation across languages much better compared to
all other surface-level heuristics. We remain to fu-
ture work how well it generalizes across languages
and domains with limited data available to build
pre-trained representations.

The insights gleaned underscore the imperative
for a multifaceted, holistic approach to evaluation,
one that is attuned not only to textual fidelity but
also to the vast tapestry of linguistic features that
define our global languages. Future endeavors in
the realm of NLP should prioritize the development
and refinement of evaluation metrics that genuinely
reflect the richness of human languages.

5 Conclusion

This paper provided an analytic study on the eval-
uation of language generation and how optimal
evaluation measures can be developed in a task-
agnostic way that can generalize well across differ-
ent rephrasing choices that are common in natural
language. In order to provide insight on the ap-
plicability of commonly used evaluation metrics
for language generation, we performed extensive
experiments on multilingual paraphrase collections
and measured the robustness and efficacy of each
metric in capturing syntactic variations across lan-
guages with varying syntactic typology. Our find-
ings confirm the general fallback of surface level
matching based heuristics in both applicability and
accuracy across languages with different character-
istics, and suggest the future of evaluation in lan-

guage generation lies in the direction of pre-trained
language representation. We hope our study helps
better understand how more robust evaluation met-
rics can be developed, eventually promoting more
studies in the development of generative models in
many under-studied language families.

Limitations

In spite of the task-agnostic evaluation setting
adopted in our study, it’s worth discussing potential
limitations on the applicability of our findings when
deployed in specific generative tasks or domains.
Our study mainly aims to inspire a more general
approach to the design of evaluation of language
generation, with a focus on linguistic typology and
how syntactic characteristics may affect the effi-
cacy of evaluation metrics of different nature. In
this scope, we adopt two major types of approaches
to metric formulation, surface level heuristics and
distributed semantic space similarity comparison.
There may exist additional metrics not in the scope
of this project, which we leave the reader to exper-
iment with in similar settings. In this context, we
do not strongly suggest the adoption of a partic-
ular metric, but generally aim to provide a novel
perspective on different language families and how
their typological characteristics should be consid-
ered in metric design. Eventual deployment of a
particular metric in a given task may yield addi-
tional insight on another level that may not have
been captured in our specific experimental design.
We invite all readers to beware again the nature
of controlled scientific methodology and how each
experimental setting is refined to verify a particular
scope and hypothesis.
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Abstract

This study explores the capacity of large lan-
guage models (LLMs) to efficiently generate
summaries of informal educational content tai-
lored for platforms like TikTok. It also investi-
gates how both humans and LLMs assess the
quality of these summaries, based on a series
of experiments, exploring the potential replace-
ment of human evaluation with LLMs. Fur-
thermore, the study delves into how experi-
enced content creators perceive the utility of
automatic summaries for TikTok videos. We
employ strategic prompt selection techniques
to guide LLMs in producing engaging sum-
maries based on the characteristics of viral
TikTok content, including hashtags, captivat-
ing hooks, storytelling, and user engagement.
The study leverages OpenAI’s GPT-4 model to
generate TikTok content summaries, aiming to
align them with the essential features identified.
By employing this model and incorporating
human evaluation and expert assessment, this
research endeavors to shed light on the intricate
dynamics of modern content creation, where
AI and human ingenuity converge. Ultimately,
it seeks to enhance strategies for disseminating
and evaluating educational information effec-
tively in the realm of social media.

1 Introduction and Motivation

The omnipresence of social media in recent years is
well-known (Ortiz-Ospina, 2019). The short video
platform TikTok is a notable example due to its
advanced content recommendation algorithm that
is related to the users’ flow experience (Qin et al.,
2022). The algorithm uses multiple features, such
as user interaction or watch time, to tailor the pre-
sented content to each individual. The average us-
age of the TikTok app is roughly 45-60 minutes per

∗ These authors contributed equally to this work.

day, mostly prevalent among school students (Goet-
zen et al., 2023; Lebow, 2023). Therefore, motivat-
ing students to allocate some of their TikTok screen
time to educational content can substantially boost
the amount of time they dedicate to educational
activities. It seems natural then to leverage the
same mechanisms that lead to high usage time in a
positive way, e.g. to increase engagement with and
consumption of educational videos (Shaafi et al.,
2023). However, educators are already heavily bur-
dened in their day-to-day work, as shown by the
high reported burnout rates (Marken and Agrawal,
2022), and should not have the additional task of
summarizing classroom content to fit a short video
format. Therefore, we see a need for effective
summarization as a strategy to distil intricate infor-
mation and to adapt educational content to social
media short videos, especially TikTok.

We focus on text summarization, which serves to
condense comprehensive information into concise
yet coherent forms while preserving fundamental
essence and enabling effective knowledge trans-
mission in various domains, ranging from news
articles to research papers (Allahyari et al., 2017;
El-Kassas et al., 2021; Nenkova and McKeown,
2012). Particularly within the educational context,
content summarization emerges as a potential so-
lution to bridge the disparity between information
overflow and the necessity for accessible and com-
prehensible insights. In social media-driven day-to-
day life, the educational landscape has not wholly
adapted to this. Content summarization would thus
align seamlessly with the evolving demands of ped-
agogical practices on the one hand, and creating
engaging content on the other hand.

The experiments in this paper led to EduQuick, a
textual dataset for educational content summariza-
tion for TikTok video content creation. EduQuick
is a multidomain textual dataset containing 500
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items, topics, source text, summarized articles, and
metadata regarding the source text. We sourced
the educational material from HowStuffWorks and
constructed a template with features we identified
for creating successful TikTok content (Section 4).
We effectively instructed the GPT-4 model (Ope-
nAI, 2023) to generate educational content adher-
ing to the defined template. Next, for 150 of these
summaries, we assessed the generated summaries
through both human evaluation and an instruction-
based evaluation using GPT-4 model (Section 5).
Additionally, we elaborate on our efforts to gauge
the quality and suitability of the educational con-
tent summaries for TikTok by seeking the insights
of experienced TikTok content creators.

To sum up, we see a lot of unused potential in the
use of short videos on social media to drive educa-
tion, but are also aware that the production of these
videos is too time-consuming to be adopted univer-
sally. This is further aggravated because the short
format requires precise planning of the content and
its deliverance, which in turn also makes them an ef-
fective tool for learning (Guo et al., 2014). Hence,
we propose to leverage the summarization capa-
bilities of modern LLMs to automatically create
scripts for short educational videos suitable for so-
cial media platforms from input documents of ed-
ucational content. This would shorten the video
production process and make it a more feasible ap-
proach to modern, blended learning. In order to
make progress on these summaries and their spe-
cial requirements to be successful at TikTok, an
automatic evaluation procedure is necessary. We
will investigate if LLMs can fill this gap. Our en-
deavors culminated in the creation of a novel sum-
marization dataset, along with the formulation of a
comprehensive set of experimental designs. These
designs were meticulously crafted to assess the pro-
ficiency of the GPT-4 model in both summarization
and evaluation tasks. Furthermore, our work has
generated a series of insights highlighting the exist-
ing deficiencies within the summarization domain
and offering valuable guidance on its future tra-
jectory. With this study we hope to inspire more
efforts in this research direction and offer an ap-
proach to the summarization of data tailored for
social media.

The following sections address the research ques-
tions listed below.

• RQ 1: Can LLMs efficiently generate summa-
rizations of informal educational content for

social media?

• RQ 2: How do humans judge the quality of
these summarizations?

• RQ 3: Can the human evaluation be replaced
by LLMs?

• RQ 4: Do experienced content creators rate
the automatic summarizations regarding their
usefulness for TikTok videos in the same way
as crowd-sourced workers (RQ 2)?

2 Background and Related Work

2.1 Short videos for education

The effectiveness of short videos as educational
tools has been part of multiple studies. Guo et al.
(2014) investigate a large-scale dataset of video
engagement data from an online course platform.
They found that videos should be short, and infor-
mal but enthusiastic to increase engagement.

Brame (2016) compiled a survey on how to make
educational videos more effective. The three core
principles they identified are

• to manage cognitive load, e.g. highlighting
keywords and chunking topics into multiple
videos,

• increase engagement, e.g. by the same mech-
anisms identified by Guo et al. (2014),

• and invoke active learning by using interactive
or guiding questions.

We deem TikTok as a possible target platform
for the videos since campaigns like #learnontiktok
already exist. Shaafi et al. (2023) found it to be a
useful teaching tool, as it is widely used, easy to
use and leads to a more engaging learning expe-
rience. Once the video has been produced, it can
be distributed via various social media channels
beyond TikTok.

2.2 Summarization and Education

Summarization is a fundamental Natural Language
Processing (NLP) task that involves distilling large
volumes of information into concise and coherent
summaries. It serves as a valuable tool in vari-
ous domains, including news articles, scientific
papers, and legal documents (Altmami and Menai,
2022; El-Kassas et al., 2021; Kanapala et al., 2019).
Automated summarization techniques have gained
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significant attention since the 1950s due to the ex-
ponential growth of digital content, which necessi-
tates efficient information retrieval and consump-
tion (Luhn, 1958; Allahyari et al., 2017).

The summarization of educational content has
been a topic of research from multiple points of
view. Yang et al. (2013) identified the trend of
learning on mobile devices, and the inconvenience
this creates, if the texts are too long. Their study
found that apt summarizations can help the users’
learning, especially if this aligns the content with
the device used. Miller (2019) used a BERT model
to develop a lecture summarization service to be
used by students, paving the way for the use of
modern Deep Learning-based solutions.

2.3 Large Language Models

Newer advancements such as pre-trained GPT-3/4
(Koubaa, 2023; OpenAI, 2023), BLOOM (Scao
et al., 2022; Science, 2023), Llama models (Tou-
vron et al., 2023), or dialogue-optimized mod-
els like InstructGPT (Ouyang et al., 2022), Chat-
GPT (OpenAI, 2022), and Falcon-40B-instruct (Al-
mazrouei et al., 2023; Penedo et al., 2023; Xu
et al., 2023), have gained attention also in summa-
rization research. These LLM-based approaches
have shown promising results in generating high-
quality summaries. These models can capture
long-range dependencies, handle complex sentence
structures, and produce coherent and contextually
appropriate summaries while being dependent on a
small set of annotated datasets (few-shot approach
also known as in-context learning) or without task-
specific training (zero-shot approach) among oth-
ers (Bražinskas et al., 2020; Fabbri et al., 2020;
Adams et al., 2022). Both few-shot and zero-shot
approaches make use of prompt-based instructions
to tailor the model to generate a desired output. As
such, prompt engineering has emerged as a crucial
discipline for optimizing LLMs by tailoring their
output through prompt-based instructions. It in-
volves developing effective prompting techniques
and leveraging LLMs for various tasks including
summarization. More recent examples of prompt-
ing techniques include chain-of-thought prompt-
ing (Wei et al., 2022), self-consistency prompt-
ing for creating diverse reasoning paths (Wang
et al., 2022), tree-of-thought prompting (Yao et al.,
2023), graph integration (Liu et al., 2023b), ac-
tive prompting (Diao et al., 2023), and multimodal
chain-of-thought prompting through image integra-

tion (Zhang et al., 2023b).

2.4 Summarization Datasets

While a variety of datasets have been instrumental
in advancing content summarization techniques, it
is crucial to note that none of these datasets directly
cater to the specific needs of summarizing educa-
tional content for social media platforms, which de-
mand a more informal and engaging style. Promi-
nent datasets like CNN/Daily Mail (Nallapati et al.,
2016) and Gigaword (Rush et al., 2015; Graff et al.,
2003) primarily focus on news articles, while the
Wikihow (Koupaee and Wang, 2018) focuses on
Wikipedia articles – just to name a few. These ex-
isting datasets have undoubtedly contributed to the
evolution of summarization models. However, they
do not align with the unique characteristics of edu-
cational content designed for platforms like TikTok.
The informal and conversational language style, as
well as the succinct yet attention-grabbing nature of
educational content on social media require a new
approach capturing these distinctive qualities. This
recognition has led to the creation of EduQuick, a
summarization dataset created specifically for ed-
ucational content summarization for social media,
filling a gap that currently exists in the response to
the popularity of bite-sized educational videos, and
a need for summarization techniques that can dis-
till complex topics into captivating and digestible
narratives using the capabilities of LLMs.

3 Data Collection and Preprocessing

To create a dataset containing educational yet enter-
taining content for TikTok videos, the data was ex-
tracted using web scraping techniques from "How-
StuffWorks"1 (Brain, 2023), a website known for
its diverse educational content on subjects includ-
ing science, history, animals, entertainment, cul-
ture, technology, and lifestyle. This choice was
based on the website’s abundance of interesting and
informative material, aligning perfectly with our
aim to produce engaging and educational TikTok
content. We have extracted 100 articles per topic,
resulting in a dataset comprising 500 articles across
5 diverse topics (health, entertainment, animals,
science and auto).

Throughout the collection process, we applied
minimal preprocessing, ensuring that the entirety
of each article’s content was retained to maintain its
integrity and authenticity. In addition to the articles’

1https://www.howstuffworks.com/
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content, we collected valuable metadata, including
citation information, such as article links, authors’
names, publication dates, and extracting dates. The
metadata offers crucial contextual information and
simplifies the process of citing the TikTok content
accurately.

4 Enhancing TikTok Content Creation
through Strategic Prompt Selection

Prompt Design plays a pivotal role in guiding LLM
models to create engaging TikTok content sum-
maries based on the collected articles (as described
in section 3). We decided to adopt a template
prompt that incorporates essential features iden-
tified for viral educational TikTok video content,
as described in section 4.1. These features were
curated based on insights from a qualitative anal-
ysis of renowned educational TikTok content cre-
ators (i.e. @Veritasium, @renegadescienceteacher,
@distilledscience, @ChemTeacherPhil) and the re-
search cited above. The selected prompt ap-
proaches were chosen for their ability to enhance
relevance, captivate viewers’ attention, and ensure
an appealing learning experience.

4.1 Characteristics of Viral TikTok Content

Successful educational TikTok content exhibits a
combination of key features that captivate viewers
and foster a positive learning experience. In this
section, we will focus on some of the aspects that
are relevant to the textual content of viral TikTok
videos. First, incorporating trending hashtags into
TikTok textual content provides enhanced visibil-
ity and reach, drawing more attention to the con-
tent (Ling et al., 2022; Rauschnabel et al., 2019;
Zappavigna, 2015; Daer et al., 2014). To further
seize viewers’ interest, a compelling hook is crucial
– beginning the video with an attention-grabbing
introduction, such as a surprising fact, a thought-
provoking question, or a fascinating statistic related
to the educational topic. By employing storytelling
techniques, creators can establish a connection with
the audience, presenting the content in the form of
a short narrative or engaging anecdote related to
the subject matter. Moreover, making use of story-
telling features in creating educational content en-
hances emotional engagement, making it relatable
and fostering a deeper connection with viewers, as
evident in popular TikTok content.

Educational creators are encouraged to cover a
range of topics, ensuring that the content caters

to various interests and preferences. Additionally,
simplifying complex concepts is key, especially
when targeting viewers who may not possess in-
depth knowledge of the subject. Through the use
of clear and concise language, along with relatable
examples or analogies, content creators can make
their content more accessible. To further promote
engagement, concluding each video with a strong
call-to-action encourages viewers to like, comment,
share, and follow the content creator’s account for
more educational content (Le Compte and Klug,
2021). By inviting viewers to participate by ask-
ing questions or suggesting future topics, creators
can establish an interactive and collaborative envi-
ronment. Finally, teasing upcoming content; e.g.,
using hashtags like "#StayTuned" or "#Coming-
Soon" as well as dividing content into more parts,
fosters anticipation and cultivates a loyal following
(Lin, 2023; Oktopi, 2022; Radulescu, 2022).

4.2 Crafting Effective Prompt for Engaging
Content Creation

In pursuit of creating engaging and consistent con-
tent summaries, we adopted a template prompt ap-
proach to streamline the content creation process.
By designing a comprehensive prompt template
(cf. Fig. 2) based on the selected TikTok features,
we aimed to enhance viewer engagement and align
with our objective of producing educational yet en-
tertaining content. This template encompasses key
elements described in section 4.1 to ensure that the
LLM generates content summaries that incorpo-
rate the features. Leveraging this prompt design,
we empowered the model to effectively distill the
essence of the collected articles and deliver com-
pelling TikTok content.

4.3 Zero-Shot Template Utilization for TikTok
Content Generation

We used OpenAI’s GPT4-8k (OpenAI, 2023)
model to generate TikTok content by adopting a
systematic process. To instruct the model, we used
a template which consists of an instruction that
guides the model on the key features to include
in the generated TikTok content. The dataset of
articles from HowStuffWorks was used as an in-
put, paired with the instruction. Upon generating
the TikTok content summaries, the output from the
model was saved alongside the original dataset of
articles (cf. Appendix A.2 for an example sum-
mary). These combined datasets formed the basis
for the empirical study described in section 5.
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5 Evaluating GPT-4 Generated Content

5.1 Comparing Human and GPT-4 as
Evaluators

To ensure the validity and effectiveness of the gen-
erated TikTok content, an empirical study was con-
ducted following the methodology proposed by Liu
et al. (2023a). For the evaluation process, five par-
ticipants were recruited from Amazon Mechanical
Turk (AMT). We set the workers approval rate to
greater than 98% and provided detailed annotation
instructions. Each participant was presented with
both the original text and the content generated by
GPT-4. They were asked to rate the generated con-
tent on three essential criteria using a 1 to 5 scale
(1 being the worst, and 5 being the best), namely:

• Cohesiveness: Assessing how well the sen-
tences in the story fragment fit together to
form a coherent narrative.

• Likability: Gauging the level of enjoyment
and enjoyment experienced by the participants
while reading the story fragment.

• Relevance: Determining how closely the out-
put aligns with the instruction given to GPT-4
through the template.

See Appendix A.3 for details on the annotation
instructions and a sample of the task presented to
the workers. We also included an optional com-
ment section for workers. We collected five differ-
ent annotations for each combination of the educa-
tional article, assignment (prompt), and summaries.
In the interest of practicality, the evaluation was
conducted on a subset of the dataset, consisting
of 150 randomly selected samples (30 samples per
topic). Given the high cost of human evaluation,
we opted to assess the summaries using an evalua-
tive template prompt created for GPT-4, following
the same instructions as provided to human partici-
pants, described in Figure Number. We evaluated
the same 150 samples with only the GPT-4 model
following Liu et al. (2023a), and focused on this
model as earlier versions did not demonstrate the
level of performance achieved by this one.

Additionally, to ensure the reliability and con-
sistency of the human evaluations, we calculated
the inter-annotator agreement among the five re-
cruited participants. Cases, where at least three an-
notators provided identical ratings for the enlisted
questions, were considered instances of agreement.

Overall, the annotation process yielded a high
inter-annotator agreement, with an overall Krip-
pendorff’s α 84,57 % (Hayes and Krippendorff,
2007; Artstein and Poesio, 2008). To answer RQ
2, this table shows that the humans give the sum-
maries good ratings on all criteria with a high inter-
annotator agreement. This indicates that the model
successfully created summaries that are suitable for
short educational videos on social media. We there-
fore answer RQ 1 positively. The human evaluation
results are compiled in Table 1.

Criteria
Avg. Rating

(150 samples)
Inter-annotator

Agreement
Cohesiveness 3.73 85.06 %
Likeability 3.72 82.26 %
Relevance 3.71 86.40 %

Table 1: Comparison of Average Rating Scores on 150
samples and Inter-Annotator Agreement.

Initially, our intention was to assess not only
the randomly selected 150 samples, which were
also rated by humans but to evaluate the entire
dataset using GPT-4. However, upon reviewing the
results of GPT-4’s evaluation for the 150 samples,
we observed a consistent pattern where the model
consistently assigned a perfect score of 5 across
all criteria, including cohesiveness, relevance, and
likeability. This pattern indicated a low level of
agreement with human annotators. Therefore, we
could not reproduce the same results as Liu et al.
(2023a).

One plausible explanation for this pattern could
be that the summaries were also generated by the
same model. As previously demonstrated, GPT-
based models tend to favor their own generated
text more than text generated by other models (Chi-
ang and Lee, 2023; Liu et al., 2023a). Conversely,
these models exhibit a high degree of sensitivity to
the provided prompt and input data. Consequently,
we hypothesize that this sensitivity may also con-
tribute to the observed disparity in results. This
phenomenon underscores the inherent challenge
of consistently reproducing the same outcomes us-
ing this approach. Other explanations might be
that the criteria are inherently subjective, especially
Likeability, which might be a problem for the used
model. Also, the pretraining on large amounts of
internet text, where positivity is often rewarded,
might play a part in this. In contrast, humans often
opt for moderate scores, such as 4, as they may hesi-

36



tate to select perfect scores or lower scores like 2 or
1 (Kiritchenko and Mohammad, 2017; Asaadi et al.,
2019). Therefore, the shortcomings of the model
demonstrated during the evaluation experiments,
lead us to answer RQ 3 negatively: The model is
not a suitable replacement for human evaluation.

5.2 Experiments on the Evaluation Prompt
To ensure the robustness of our experiment’s de-
sign, we experimented with several precautionary
measures as outlined below. However, they did not
lead to any changes in the evaluation results as we
still obtained a perfect score of 5 across all criteria.

First, we tried requesting the model to provide
reasoning for its chosen ratings.

Sample system response:

• Cohesiveness (5/5): The summarization flows
smoothly, linking ideas effectively and paint-
ing a vivid picture of Ledger art and its evolu-
tion.

• Relevance (5/5): The summary perfectly
aligns with the instructions, providing an en-
gaging, informal and enthusiastic script for
a short video. It also incorporates a call for
engagement.

• Likeability (5/5): The summary is very enjoy-
able and compelling. It manages to convey the
historical and cultural importance of Ledger
art in a casual, conversational tone.

Second, we included additional criteria for the
model to assess the summaries. While we acknowl-
edge that the resulting evaluations may not directly
align with human assessments due to the novel
criteria, our objective was to examine whether a
more comprehensive evaluation framework would
impact the behavior of the GPT-4 model. The addi-
tional criteria included:

• Clarity: How clear and easily understandable
is the summary?

• Conciseness: Is the summary free from un-
necessary or redundant information?

• Utility: How useful is the summary for
the purpose of creating content for TikTok
videos?

• Novelty: Does the summary offer a fresh per-
spective or new insights on the source text, or
does it merely restate existing information?

Third, we presented the model with a sample
summary that had been independently evaluated by
two human annotators. This served a dual purpose:
firstly, it demonstrated to the model that human
evaluations could still exhibit traces of subjectivity
in their ratings. Secondly, we assumed it would
educate the model on the nuances of human eval-
uation, highlighting the disparities in assessment
between humans and models for this specific task.
However, we observed that the model copies hu-
man annotations across the given criteria.

Lastly, given the inclination of each LLM to
favor their own generated content over text gen-
erated by other models or humans, we opted for
a systematic approach. We handpicked 20 edu-
cational articles from our dataset and enlisted a
single AMT participant per article. These partic-
ipants were tasked with summarizing the articles,
utilizing the exact same prompt employed with the
model. In a subsequent phase, we once again em-
ployed GPT-4 to assess the summaries created by
humans, taking into account the source article, the
assignment (prompt), and the three criteria outlined
in section 5.1. The results of the GPT-4 evaluation
revealed consistently low scores of 1 across all cri-
teria for all human-generated summaries.

Finally, we initiated a second round of annota-
tion experiments. In this phase, we recruited 5 par-
ticipants and requested them to select the summary
that best conformed to the assignment (prompt)
in order to determine human preference. Remark-
ably, in all instances, all 5 annotators unanimously
favored the text generated by GPT-4 over that gen-
erated by humans for the same article.

5.3 Recommendations for Enhancing GPT-4’s
Evaluation Competence

Based on our observations, we offer the follow-
ing suggestions to fellow researchers who rely on
GPT-4 or other LLMs for evaluation tasks. Due to
the necessity for thorough analysis and experiment
design for each point, we only provide our insights
and potential suggestions.

Fine-Tuning for Summarization: When feasi-
ble, consider fine-tuning your LLM on a dataset
specifically tailored for summarization tasks.

Iterative Feedback Loop: Implement an itera-
tive feedback mechanism that fosters collaboration
between the LLM and human evaluators e.g., using
a reward mechanism. See Stiennon et al. (2022)

Objective Evaluation Metrics: Explore the pos-
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sibility of introducing objective evaluation metrics
where the model provides scores based on mathe-
matical formulas rather than relying solely on sub-
jective criteria.

Comparative Evaluations: If you have access
to multiple LLMs with similar capabilities, con-
sider conducting comparative evaluations. Pair
one model’s generated output with another model’s
evaluation and vice versa.

The empirical study serves as a vital step in val-
idating the quality and adherence of the GPT-4
generated TikTok content to the designated prompt
design and example context.

5.4 Evaluation Involving Content Creators

To further assess the quality and suitability of
the generated educational content summaries for
TikTok, we sought the expert opinions of three
experienced TikTok content creators. Their deep
understanding of the platform’s dynamics and au-
dience preferences makes their insights invaluable
in evaluating the generated content’s efficacy.

We provided the content creators with a sample
set of 10 of the generated summaries and requested
their evaluation. They were asked to assess the
suitability of the summaries as educational content
for TikTok, considering factors such as engage-
ment potential, alignment with TikTok’s informal
style, and the ability to convey information con-
cisely. To facilitate this evaluation, we devised a
simple questionnaire comprising 6 questions, tai-
lored to capture their impressions and observations.
The questionnaire, responses, and observations pro-
vided by these experts are summarized in Figure 1,
and the questionnaire is presented in the Appendix
8. The participants provided a unanimous response
to questions 3 to 5, showing a high level of agree-
ment in those areas. Their responses to the other
questions exhibited only slight variations. Overall,
their ratings consistently exceeded 3, speaking for
the experiment’s validity and the quality of the gen-
erated summaries. Thus, RQ 4 is also answered
positively.

6 The Dataset

The presented dataset is a curated collection of
model-generated text for educational TikTok con-
tent, abbreviated as EduQuick. This dataset is the
result of evaluating and selecting high-quality con-
tent generated by the GPT-4 model following an
empirical study. It aims to provide engaging and

Figure 1: Evaluation of the summaries by experienced
TikTok content creators. The questions are provided in
the Appendix in Fig. 8.

informative summaries suitable for TikTok’s educa-
tional audience. While our evaluation of GPT-4’s
assessment capability, as discussed in the preced-
ing section, did not meet our expectations, it is
worth noting that LLMs have already demonstrated
their capacity to generate high-quality summaries
(Zhang et al., 2023a).

Table 2 presents descriptive statistics of the
dataset. We present statistics that include the av-
erage length of educational articles and their cor-
responding summaries per topic, the token count
per topic, and the distinct count of lemmatized
word forms. Tokenization was performed by split-
ting text based on whitespace. For lemmatiza-
tion, which involves obtaining the base form of
words found in a dictionary, we utilized the En-
glish SpaCy model en_core_web_sm version 3.6.0
(Honnibal et al., 2020).2 We evaluate lexical rich-
ness across topics by reporting root type-token ratio
(RTTR; Guiraud, 1958) as well as the measure of
textual lexical diversity (MTLD; McCarthy and
Jarvis, 2010) computed with the threshold of 0.72
using the Lexical-Richness library (Shen, 2022)3,
as MTLD is less affected by the length of the text.
The educational articles as well as the summaries
exhibit high measures for both RTTR and MTLD,
indicating a noteworthy level of lexical diversity
within the EduQuick dataset.

2https://github.com/explosion/spacy-
models/releases/tag/en_core_web_sm-3.3.0

3https://github.com/LSYS/LexicalRichness
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Average Length Tokens Lemma RTTR MTLD
Topics Articles Summaries Articles Summaries Articles Summaries Articles Summaries Articles Summaries

animals 6185 1156 78395 14526 91604 18178 34.61 25.74 118.23 135.34
auto 7777 1085 132564 18357 156079 22990 33.70 26.65 95.60 124.49
entertainment 8025 1125 1372299 18821 161142 23573 38.29 30.35 95.54 125.72
health 6960 1157 115683 18976 134448 23834 33.39 26.92 103.74 132.87
science 7014 1182 114830 19224 132645 23864 37.81 29.99 95.70 130.06

Table 2: Descriptive statistics of the EduQuick dataset containing a total of 500 samples (RTTR = root type-token
ratio; MTLD = measure of textual lexical diversity).

7 Conclusion and Future Work

In this work we focused on generating engaging
educational content for TikTok. We extracted mate-
rials from HowStuffWorks and created a template
based on successful TikTok features. Using GPT-4,
we instructed the model to generate educational
content based on the template we crafted. We eval-
uated the generated content through human assess-
ment and GPT4 evaluation, resulting in two sets
of evaluation scores, which we term silver4 stan-
dard dataset. The released dataset and evaluation
scores offer valuable resources for future research
and development in natural language generation
for TikTok’s educational content creation.

In future work, exploring advanced techniques
for fine-tuning LLM models specifically for TikTok
content generation could lead to higher-quality and
more engaging educational content. We argue that
the automatic evaluation of this specific content is
still a challenging task since GPT-4 was not able
to fill this gap. While human evaluation through
crowdsourcing is possible, we argue that due to its
high cost, it is impracticable for the development
cycle of summarization systems. We therefore call
on the scientific community to devise an automatic
evaluation procedure, that will in turn facilitate
research into the automatic summarization for edu-
cational short videos.

Moreover, integrating summaries with AI-
generated talking-head videos and audio presents
an intriguing niche for enhancing the educational
impact and viewer engagement of the generated
TikTok content as well as providing a complete
automatic pipeline for social media video genera-

4The term "Silver Standard Dataset" is employed in this pa-
per instead of "Gold Standard Dataset" to reflect the approach
used for evaluation. While traditional gold standard datasets
are typically assessed by human evaluators, our evaluation
process involves employing GPT models and humans. This
distinction underscores the unique evaluation methodology
applied in this research, where an AI model contributed to the
assessment process, leading to the adoption of the term "Silver
Standard Dataset."

tion. Finally, conducting user studies and collecting
feedback directly from TikTok users can provide
valuable insights into their preferences and interests
in educational content, guiding the refinement of
the content generation process and creating TikTok
videos that resonate more effectively with the plat-
form’s diverse audience.

Limitations

The research presented here has notable strengths
in generating engaging educational content for
TikTok and conducting comprehensive evaluations.
However, certain limitations should be acknowl-
edged. The dataset was limited to specific topics
and sources, and a more diverse range of educa-
tional content could provide broader insights. Ad-
ditionally, while the automatic evaluation metrics
were effective, they might not capture all content
quality aspects. employing AMT for human evalu-
ation presented a challenge concerning the utiliza-
tion of emojis, as they were not allowed on this
platform.

Furthermore, our evaluation involving TikTok
content creators, while informative, is subject to
certain limitations. The use of limited sample size
was due to challenges in accessing a broader range
of participants, limiting the representation of di-
verse content creator perspectives. Moreover, in-
dividual variations in content creation styles and
preferences may have influenced evaluations de-
spite efforts to elicit general impressions. While
this study focused on content creators, the insights
might not fully extend to the broader TikTok audi-
ence. To address these limitations, future research
could consider broader participation and a larger,
more diverse content creator sample.

Despite these limitations, this research serves as
a solid foundation for future explorations in edu-
cational content generation for TikTok and other
social media platforms.
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Ethics Statement

Social Media Platforms
While multiple social media platforms have been
a global success, many have raised concerns about
their negative impacts, with research focusing for
example on social media addiction (Pellegrino
et al., 2022). The same mechanisms that lead to the
flow experience, also increase the risk of addiction
(Qin et al., 2022). Consequently, the utilization
of any social media platform for educational pur-
poses should be subject to vigilant oversight and
thorough planning to prevent any potential harm,
especially among younger students.

Experiments Involving Human Participants
The workers we recruited on AMT platform main-
tain their anonymity, a practice aligned with ethical
norms within the community. They were recruited
voluntarily and provided a written consent form to
participate in the study and were allowed to opt-out
at any point in time. Moreover, the AMT workers
were compensated in accordance with the norms
and regulations of the AMT platform for their time
and effort spent on our tasks. We encouraged feed-
back from AMT workers and offered to promptly
address any concerns or issues that might arise
during the research process. However, we did not
record any issues and we received positive feed-
back regarding the experiments.

Furthermore, the content creators assessing our
summaries also opted for anonymity. They were
contacted through the TikTok platform and were
recruited voluntarily for this research project. Prior
to involving TikTok content creators in our study,
we provided a transparent information regarding
the research’s purpose, methodology, and potential
implications. Content creators provided informed
consent, demonstrating their voluntary participa-
tion.
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A Appendix

A.1 Prompt Presented to the GPT-4 Model for the Summarization Task

Figure 2: The prompt presented to the GPT-4 model for the summarization task.

A.2 Example GPT-4 Generated Summary on the Topic of Entertainment
Link to the source article: https://entertainment.howstuffworks.com/horoscopes-astrology/scorpio.htm

Figure 3: Sample GPT-4 generated summary

A.3 Annotation Task Described in Section 5.1
Upon accepting the task, AMT workers were directed to a dedicated page containing concise yet com-
prehensive instructions detailing the task’s execution. The provided figures illustrate these instructions,
offering both a visual guide and an exemplar showcasing the task’s format. The AMT workers received
the source article, the prompt used for generating the summaries, and the summarized text. We provided
straightforward and minimal instructions, asking them to evaluate the summarized texts in relation to the
source articles and the prompt; which was presented as guidance for crafting the summaries.
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Figure 4: The instruction presented on Amazon Mechanical Turk.
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A.4 Summarization Task Described in Section 5.2
The summarization task involved one per source text whose task was to generate a summary based on the
educational article and the requested assignment.
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A.5 Summarization Preference Task Described in Section 5.2
The summarization preference task required participants to make a single choice between the summary
generated by GPT-4 and the one produced by humans for each of the 20 selected articles, along with the
corresponding assignment (prompt). We enlisted the assistance of 5 participants from AMT and provided
them with the task instructions displayed in the image below.
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A.6 Questionnaire Evaluation by TikTok Experts Described in Section 5.4

Figure 8: The questionnaire instructions for content creators evaluation
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Abstract

Gauging the knowledge of Pretrained Lan-
guage Models (PLMs) about facts in niche
domains is an important step towards mak-
ing them better in those domains. In this pa-
per, we aim at evaluating multiple PLMs for
their knowledge about world Geography. We
contribute (i) a sufficiently sized dataset of
masked Geography sentences to probe PLMs
on masked token prediction and generation
tasks, (ii) benchmark the performance of mul-
tiple PLMs on the dataset. We also provide
a detailed analysis of the performance of the
PLMs on different Geography facts.

1 Introduction

Transformer based Pretrained Language Models
(PLMs) have proven to be effective on multiple
tasks in NLP ranging from the standard informa-
tion extraction and text classification to more com-
plex ones such as reading comprehension and text
generation. Multiple such transformer based PLMs
are available, either trained from scratch on large
amounts of data or fine-tuned for specific tasks and
domains. It is also being established (Liu et al.,
2023) that on multiple NLP tasks, PLMs with bil-
lions of parameters (LLMs) such as GPT-4, Bloom
and OPT, perform better than PLMs with signifi-
cantly lesser number of parameters (‘small PLMs’)
such as BERT and RoBERTa.

As PLMs are being widely used in multiple
applications, their performance needs to be im-
proved either by rigorous methods such as full
scale fine-tuning or through efficient methods such
as prompt based few-shot fine-tuning (Gao et al.,
2020), adapters (Houlsby et al., 2019; Pfeiffer et al.,
2020) and Low Rank Adaptation (LoRA) (Hu et al.,
2021). In this paper we attempt to gauge the per-
formance of multiple PLMs on facts pertaining
to Geography. The facts we check include infor-
mation pertaining to three types of Geographical

entities - Natural (rivers, mountain ranges, natural
reserves, etc.), Geo-political (countries, cities, etc.)
and Public/Industrial facilities (dams, power plants,
amusement parks, etc.). We hypothesize that PLMs
may not be trained well on such niche Geography
knowledge and efforts must be invested to enrich
this aspect of their learning. This evaluation ex-
ercise is the first step towards such an enrichment
effort.

To build a corpus of such Geography facts from
text, we obtain geography facts in the form of
triples from Wikidata and use templates to arrange
them as masked sentences (prompts) to probe the
PLMs (Section 2). To gauge the quality of the
developed prompts, we carry out a manual exam-
ination of randomly sampled sets of prompts and
check for triviality, grammatical incorrectness and
noise (Section 2.2).

As the first contribution, we release this bench-
mark dataset1 of 5268 masked sentences pertaining
to various aspects of world geography, which can
be used for probing and fine-tuning exercises. We
consider a host of PLMs and probe them on the cre-
ated masked sentences and report the comparative
performance. We present an analysis of the be-
haviour of different PLMs on the different kinds of
geography facts we probe. We also present which
of the considered fact types are easiest or hardest
for the PLMs to answer. This analysis forms our
second contribution (Section 4) of benchmarking
the performance of multiple small PLMs on this
task, thereby suggesting application designers of
knowledge systems to consider the reported analy-
sis.

2 Dataset Creation

We create a dataset of sentences which discuss spa-
tial information about various geographical entities,

1The dataset of prompts and resources such as prompt
templates will be made available publicly on paper acceptance.
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Fact Type Example Wikidata property
(propp)

Example Triple
(entityS , propp, entityO)

Geo-political
Country in which a certain city
is located.

London is located in Eng-
land

country (P17) (London, P17, England)

Continent in which a certain
country is located

Japan is located in Asia. continent (P30) (Japan, P30, Asia)

Capital of a certain country Tokyo is the capital of
Japan.

capital (P36) (Japan, P36, Tokyo)

Natural
Countries which are basin coun-
tries to a certain sea

Rivers from Greece and
Turkey flow into the Aegean
Sea.

basin country
(P205)

(Aegean Sea, P205, Greece),
(Aegean Sea, P205, Turkey)

Highest point of a mountain
range

Mount Everest is the high-
est point of the Himalayan
mountain range.

highest point
(P610)

(Mount Everest, P610, the Hi-
malayas)

Waterbody which has created a
canyon

The Grand Canyon is cre-
ated by the Colorado River.

located in or next
to a body of water
(P206)

(Grand Canyon, P206, Colorado
River)

Public and Industrial Facilities
Waterbody on which a certain
dam is located

The Aswan dam is located
on the Nile river.

located in or next
to a body of water
(P206)

(Aswan dam, P206, the Nile)

Country in which a certain
power station is located

The Turbigo Power Station
is located in Italy.

country (P17) (Turbigo Power Station, P17,
Italy)

Country in which a certain
amusement park is located

The Wonderland Amuse-
ment Park is located in
China.

country (P17) (Wonderland Amusement Park,
P17, China)

Table 1: Example Fact Types with Examples, Corresponding Wikidata properties and Triples (Full list in Appendix B)

having tokens masked at appropriate position de-
pending on the information to be probed in the
PLM. For example, in a sentence presenting the
capital of a certain country, the token denoting the
capital city is masked (replaced with a special token
such as [MASK]) leaving the rest of the sentence as
is. Though all these sentences are suitable for prob-
ing encoder models, a subset of sentences which
has the masked token at the end, allow us to probe
Generative LMs (decoder or encoder-decoder) by
asking them to generate text at the [MASK] token
and later positions.

We collect instances of 23 different types
of geographical facts which we would like to
test the PLMs for and categorize them under
three heads. As part of the head - Natu-
ral, facts pertaining to natural entities namely
sea, mountain range, forest, river,
desert, waterfall, canyon and natural
reserve are considered. As part of the head -
Geo-political, facts pertaining to geo-politically
relevant entities namely continent, country,
city, air base and naval base are con-
sidered. As part of the head - Public/Industrial
Facilities, facts pertaining to entities relevant
to public life (work and leisure), namely dam,
power station, mine, amusement park

and stadium are considered. The different fact
types considered with their examples are shown in
Table 1.

2.1 Collecting Probing Sentences using
Wikidata

For each of the 18 entities highlighted above, we
query Wikidata for a list of most hyperlinked (num-
ber of wiki sitelinks) instances of the entity and con-
sider top k (100 to 200) instances from the query
result. E.g. For the entity type city, we query wiki-
data to obtain a list of cities ordered descending by
number of sitelinks. The sitelinks count is a crude
estimate of the popularity of the entity mention
which implicitly benefits a PLM while probing, as
it would have observed that entity more frequently
than other less frequently referenced entities.

Wikidata captures spatial information about var-
ious entities through properties/relations such as
located in or next to a body of water (P206), shares
land borders with (P47), continent (P30), and coun-
try (P17). This can be used to obtain triples of the
form (entityS , propp, entityO), where entityS is the
instance of the subject entity and its property propp
has the value entityO (instance of the object entity).
In Table 1, along with each fact type, we show the
corresponding Wikidata property which forms the
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Example Triple Templates
Geo-political
(London, P17, England) entityS is a city located in entityO .

Realization: London is a city located in [MASK]. Answer: England
(Japan, P30, Asia) entityS is part of the entityO continent.

(Japan, P36, Tokyo) (i) entityO is the capital of entityS .
(ii) entityS has its capital city as entityO .

Natural
(Aegean Sea, P205, Greece),
(Aegean Sea, P205, Turkey)

(i) Rivers from countries such as entityO1 and entityO2 flow into the
entityS .
(ii) The entityS is bound by countries such as entityO1 and entityO2.

Realization (i): Rivers from countries such as [MASK] and Turkey flow into the Aegean Sea. Answer: Greece
Realization (ii): Rivers from countries such as Greece and [MASK] flow into the Aegean Sea. Answer: Turkey

(Mount Everest, P610, the Himalayas) (i) entityO is the highest point of the entityS mountain range
(ii) The highest point of the entityS mountain range is entityO

(Grand Canyon, P206, Colorado River) The entityS canyon is created by water bodies namely entityO1 and
entityO2

Public and Industrial Facilities

(Aswan dam, P206, the Nile) (i) The entityS dam is located on the entityO river.
(ii) The entityS dam bounds the flow of the entityO river.

Realization (i): The Aswan dam is located on the [MASK] river.
Realization (ii): The Aswan dam bounds the flow of the [MASK] river.
(Turbigo Power Station, P17, Italy) (i) The entityS supplies electricity to states in entityO .

(ii) The entityS is located in entityO .
(Wonderland Amusement Park, P17,
China)

The entityS amusement park is located in entityO .

Table 2: Example Templates to convert wikidata triples to masked sentences (Full list in Appendix C)

triple alongwith the subject entity and the resulting
object entity/entities. For each fact-type, we take
the instances of the subject entities (based on the
sitelink rank as explained earlier), query Wikidata
for the corresponding property and obtain the value
of the object entity to obtain triples of the form
(entityS , propp, entityO).

To convert the collected triples (entityS , propp,
entityO) into masked sentences, we devise a num-
ber of templates to arrange the triple elements into
a sentence with a suitable token masked. It is im-
portant to note two important nuances at this step
of the conversion. Firstly, the choice of the mask
token location is not a straightfoward decision. In
the current scope, we only mask the object entity
(entityO) during the conversion. We follow this
convention for all fact types, except the fact type of
country capitals wherein we take the additional op-
tion of masking the subject entity (entityS) i.e. the
country. Moreover, for multi-word object entities,
we mask the first token (for e.g., Arabian Sea −→
[MASK] sea) or the token after the preposition “of”
if it is present (for e.g., Forest of Dean −→ Forest
of [MASK]). We also take care of specific cases
where the second word should be masked (for e.g.,
Mount Everest −→ Mount [MASK]). Secondly,
there can be multiple possible entityO values for
a combination of entityS and property p such as

rivers having multiple basin countries and deserts
spanning multiple countries. To handle such con-
versions, we devise multi-value templates where
any two of the multiple answers can be placed in
the sentence. During masking, one of the values
can be masked while keeping the other as-is and
vice-versa for another realization of the masked sen-
tence. In Table 2, we show the list of the different
templates for each fact type and representative re-
alizations of how the masked sentences are formed
from a specific triple. In this manner, based on 32
templates, we create about 5268 masked sentences.

Out of these 5268 masked sentences, a total 3650
are structured such that the [MASK] token occurs
at the end of the sentence, thereby making them
suitable for probing generative models. Specifically
for evaluating the generative models, we use this
subset of 3650 sentences and remove the [MASK]
token at the end before providing the sentence for
further text generation. Irrespective, we employ the
entire dataset for evaluating encoder PLMs under
consideration.

A straightforward placement of the subject and
object entities in a lexical template is not sufficient
to arrive at clean and noise-free prompts. This is
because of repetitions of words that can happen
because of their presence both in the tokens of the
entity (obtained as-is from Wikidata) and in the
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template. We apply a cleaning procedure explained
in detail in Appendix A

2.2 Evaluating the quality of the generated
prompts

A benefit we get from this automatic process of de-
veloping probing sentences is the scalability. Given
any such triples and appropriate templates, a set of
masked sentences can be created. In spite of this au-
tomation, it is important to check the quality of the
generated prompts to correct any inconsistencies
that may have co-developed. For this quality evalu-
ation, we sample two sets of 225 prompts (approx.
5% of total number of prompts) in such a manner
that prompts from each of the 23 types are selected.
We then ask two non-author annotators to manually
check these sets respectively. The annotators were
asked to check each prompt on three important as-
pects, inspired from the manual evaluation criteria
of “Acceptability” and “Grammaticality” in (Cheng
et al., 2022):

• Leaky Prompts: If the prompt has the MASK
token at a position where the context is
a give away for the answer. For exam-
ple, [MASK] D.C. is the capital
of USA.; The Yarlung Tsangpo
Grand Canyon is created by
the [MASK] Tsangpo River.; The
Northeast Greenland National
Park is located in [MASK].

• Repetition: If the prompt has repetition
(discussed previously) due to the presence
of a word both in the entity value and the
template. For example, Disneyland
Park amusement Park is located
in [MASK].; The Mangla Dam is
located on the [MASK] River
river.

• Grammatically incorrect: A prompt which
is not grammatically correct such as
USA is located in the [MASK]
America continent instead of USA is
located in the [MASK] American
continent.. Similarly, The Atlantic
South-East Reserves is located
in [MASK]. instead of The Atlantic
South-East reserves are
located in [MASK].

Both annotators reported that no repetitions were
observed. This validates that the approach of mut-

ing repeat tokens in the templates (Appendix A)
worked effectively. Secondly, the amount of leaky
prompts was 5.78% and 6.67% for the two sets
respectively. We currently allow these to be part of
the dataset and keep their handling as part of future
work. Thirdly, grammatically incorrect prompts
were limited to around 1% for the two sets. Fur-
ther, a third annotator was employed to check both
sets and to compute inter-annotator agreement. An
agreement of 96% and 98% was seen between the
third annotator and the two primary annotators re-
spectively, confirming the manual quality check to
be worthy.

Apart from the manual quality check, an auto-
matic check particularly focused on grammatical
correctness of the prompts was also performed. Ob-
servation of the kind of grammatical issues that
were pointed out by the annotators in the previous
manual checking exercise, motivated this automatic
check. To enable this, the T5 language model’s
capability of checking the linguistic acceptability
of an input text was used. As the focus is on en-
suring whether a prompt is grammatically correct,
the prompt was converted to a regular sentence by
inserting the gold answer in place of the [MASK]
token and the regular sentence was then checked us-
ing T5-base’s linguistic acceptability prompt (“cola
sentence:”). If the output is “unacceptable”, the
prompt is kept aside for further investigation. A
total of 557 sentences were flagged as unaccept-
able out of the total 5268. The third annotator was
tasked with checking all the 557 and only 46 of
those were found to be really problematic grammar
wise. 42 of the 46 actually belonged to a class of
issues spawning from plural noun-verb disagree-
ment (“... mountains runs in”, “... sanctuaries is
located in”). This pattern was fixed through a sim-
ple regular expression leading to 103 corrections.
The rest 4 in the 46 sentences were manually cor-
rected, leading to overall 107 corrections from this
T5 based automatic quality check.

3 Probing Pre-trained Language Models

We aim to evaluate PLMs for their geography
knowledge. Given our constraints of using license
friendly and less resource consuming models, we
consider the following set of language models -
Encoders: BERT (Large-cased), RoBERTa (Large-
cased), ALBERT (Large-uncased) and DistilBERT
(uncased); Decoders: GPT-Neo (2.7B), Falcon
(7B), Falcon-instruct (7B) and MPT (7B), lead-
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ing us to a total of 8 different PLMs to probe and
evaluate. We currently do not report on the encoder-
decoder models such as Flan-T5 and BART as their
preliminary results are poor and hence require more
investigation. We describe in brief (i) the PLMs
considered in the exercise and (ii) our preliminary
experiments with encoder-decoder models, in Ap-
pendix D.

3.1 The Probing process

Training on the MLM task allows an encoder PLM
to predict a token at a masked location in a given
sentence. In case of decoder models, we ensure to
use their generation capability. Given a sentence
from the probing dataset created earlier, we query
the PLMs to predict the correct token at the lo-
cation of the MASK token in the sentence. An
encoder PLM returns a list of probabilities/logits
corresponding to all tokens in the vocabulary to
fill the MASK token and we order it in descend-
ing order and consider the top ones as answers for
evaluation.

Similarly for generative PLMs, and to reiterate,
we consider sentences where the MASK is at the
final position in the sentence and check the gener-
ated text for tokens which can fill the MASK po-
sition. Also in case of generative PLMs we avoid
sampling the generations and keep the tempera-
ture as 0.1, for ensuring a more factual and less
creative generation. This tighter setting is in line
to what (Sun et al., 2023) have employed in their
work on evaluating LLMs for knowledge. Addi-
tionally, we observed that the when we prompt the
raw sentence to generative LMs, the performance
was quite low, however on prefixing the sentence
with a suitable instruction, we got reasonable re-
sults. We experiment with 5 different instructions
and report the results when using the best one for
these LMs; (we detail a comparative study of the
different instructions in Appendix E). We use the
huggingface transformers package2 as part of the
implementation.

4 Evaluation and Analysis

It is desired that the token predicted with highest
probability for the MASK token’s place should be
correct, indicating the learning of the PLM to be
complete for that fact. Similarly for generative
LMs, the token predicted right after the input text

2https://pypi.org/project/
transformers/

PLM top-5 top-10
BERTlarge (c) 0.506 0.558
RoBERTalarge (c) 0.485 0.530
ALBERTlarge (u) 0.396 0.465
DistilBERT (u) 0.465 0.541

near-5 near-15
GPT-Neo (2.7B) 0.181 0.272
Falcon (7B) 0.194 0.343
Falcon-instruct (7B) 0.220 0.328
MPT (7B) 0.208 0.314

Table 3: Comparative Evaluation over the Datasets
(Macro-Averaged over individual fact-types)

completes should be correct to consider it a valid
answer. However, evaluating using only the highest
probability prediction (in case of encoder models)
and the first generated token (in case of generative
models) would be too strict as the PLM may predict
some token based on other lexical contexts in the
input sentences, while still bringing the correct
answer later down (or further ahead). This prompts
us to consider a lenient accuracy based metric for
evaluation:

in-top-k / in-near-k tokens: This evaluation
metric, in case of encoder LMs, gives a score of 1
to the PLM if the correct answer comes in the top-k
places of the prediction probability based rank list
of tokens. Similarly in case of generative LMs, it
awards a score of 1 to the PLM if the correct answer
is spotted in the k nearest tokens generated after
the input text. This metric assuages the concern of
checking only the top most (or nearest) predicted
token and gives the due benefit to the PLM. We try
with k = 5 and 10 for encoder models and k = 5
and 15 for decoder models.

We can also consider a softer representation
based similarity between the predicted tokens and
the desired ones instead of exact match to handle
variations such as US, USA and America. However,
that would inevitably bring into play, some form
of thresholds on the similarity score, which would
be difficult to guess without training. We believe
that the top-k/near-k evaluation metric also helps
handle this aspect.

4.1 Overall Analysis

As can be observed from Table 3, the BERT en-
coder model works well and mostly outperforms
all other encoder and generative models on differ-
ent evaluation metrics. The RoBERTa model is
close second and also performs relatively well. Dis-
tilled encoders ALBERT and DistilBERT demon-
strate comparable performance in the top-10 met-
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Figure 1: Performance (Averaged top-5/near-5 across major Fact-Types

ric. Specifically in case of generative models, the
Falcon and Falcon-instruct models show better per-
formance over the smaller GPT-Neo and the equiv-
alently sized MPT. The MPT model is however
better than the Falcon one as per the near-5 metric.

We define major fact-types as the subset of all
considered types which consists of 20 or more
masked sentences. To analyze the comparative dif-
ficulty of the fact types, we plot in Figure 1 the av-
erage of top-5 scores for 2 encoder models (BERT
and RoBERTa) and near-5 values for 2 generative
models (Falcon and Falcon-instruct) for each of the
major fact-types. In most fact-types we observe
that the encoder models perform better than the
generative models. We can also observe that the
Public and Industrial Facilities related facts are the
most difficult category with both kinds of models
finding it difficult to answer the prompts. This is
probably because of low discourse on these entities
in the LM’s pre-training data. The most difficult
fact type overall is - Highest Point of a mountain
range under Natural, though on this fact type the
generative models perform better than the encoder
ones. Other difficult fact types are - Country in
which a certain stadium is located and Country in
which a certain amusement park is located.

Overall, the location of cities in countries and
multiple others under the head Natural such as
location of mountain ranges, rivers and deserts in
countries are the major fact types, of which both
encoder and generative models are aware of. It
is not difficult to realize that information regard-
ing these fact types is most frequently seen in the

text on the web in multiple contexts such as news,
Wikipedia and blogs, allowing the PLMs to learn
this information multiple times and in turn help-
ing them answer these prompts with high accu-
racy. Particularly for the fact-type Capital of
a certain country, the generative models
beat the encoder models by a significant margin.
This is an interesting finding and may be attributed
to better learning of contextual attention between
the country name, the word capital and capital
names by the larger models. On the other hand,
fact-types regarding locations of natural entities
such as reserves and waterfalls and locations of in-
dustrial sites such as dams and power stations, are
better answered by the encoder models. We plan to
investigate this performance gaps in further detail
as part of future work.

The results indicate a good scope for efforts re-
quired for tuning the models for better performance
on this knowledge. The top-5/near-5 scores for all
the PLMs considered are either around or less than
0.6, which means that the answer arrives late in the
rank list or further away and hence, improvements
to push the answer up the rank list are possible.

4.2 Detailed Analysis
In Table 4, we present the top-5 values for the
BERT encoder model and near-5 values for Falcon-
Instruct generative model, for the major fact types.
In most cases, the top-5 values of the BERT model
are better than the near-5 values of the Falcon-
Instruct model. We try explaining the gap by exam-
ining some example prompts and their completions
where there is significant difference between the
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Fact Type BERT
Large
(cased)

Falcon
Instruct
(7B)

Geo-political
Country in which a certain
city is located

0.819 0.453

Capital of a certain country 0.418 0.922
Country in which a certain
air base is located

0.314 0.230

Country in which a certain
naval base is located

0.494 0.315

Natural
Countries which are basin
countries to a certain sea

0.766 0.59

Highest point of a mountain
range

0.054 0.156

Countries in which a certain
forest is spread

0.294 0.303

Countries in which a certain
desert is spread

0.632 0.5

Countries through which a
river flows

0.547 0.541

Countries through which a
mountain range passes

0.597 0.599

Countries in which a water-
fall is located

0.362 0.171

Country in which a canyon
is located

0.238 0.087

Country in which a natural
reserve is located

0.293 0.144

Public and Industrial Facilities
Country in which a certain
dam is located

0.410 0.123

Country in which a certain
power station is located

0.299 0.192

Country in which a certain
mine / minefield is located

0.299 0.124

Country in which a certain
amusement park is located

0.166 0.282

Country in which a certain
stadium is located

0.075 0.279

Table 4: top-5 comparison for major fact-types

values.

In the fact type on Capital of a certain coun-
try, the Falcon-Instruct model outperforms the
BERT model by a very large margin. On close
observation of the answers, we observe a pecu-
liar behavior of the BERT model. In multiple in-
stances it predicts other larger and famous cities
of the country instead of the capital. For e.g.,
it predicts Saigon in case of Vietnam has
its capital city as [MASK]. which is
another name for Ho-Chi-Minh city, the largest
city in Vietnam located south of the actual cap-
ital Hanoi. Similarly it predicts Karachi,
Lahore and Sindh instead of Islamabad as
Pakistan’s capital. Another kind of inaccuracy
we observed was that it was predicting, higher up
the list, capitals of related countries which are more

famous instead of the country under considera-
tion. For example, for the sentence Kazakhstan
has its capital city as [MASK]., it
predicted cities such as Baku (Azerbaijan’s capi-
tal), Beijing (China’s capital) and Minsk (Be-
larus’ capital). Similarly it predicted Dhaka,
Bangkok and Kolkata as Myanmar’s capital
(in place of Naypyidaw).

We now investigate an example under the
head Public/Industrial sites, where the BERT
model outperforms the Falcon-Instruct model. For
instance in the fact-type Country where a
certain power station is located,
we observe this performance gap. On examination
of the answers, we find that for the template The
entityS Power Station supplies
electricity to states in [MASK],
the generative model prefers to generate the
midwest or the midwestern. Probably
this is because that it gets biased by the phrase
states in and completes it not with a specific
country/location but more general text. In some
instances, it generates an entire region/area as
the answer instead of a specific country. For
example, for the sentence The Gobo Thermal
Power Plant supplies electricity
to states in, it generates: the Gobo
basin region., instead of Japan. Map-
ping this generic answer to a specific country
would require non-trivial reasoning and hence
it is difficult to give it a benefit of doubt even
during evaluation. Similar observations were
marked from other fact-types such as Country
where a certain mine/ mine-field
is located. The generative model either
referred to larger regions or entities for e.g.
(The Drmno mine is located in, the
Dnepropetrovsk region) & (The Yanacocha
mine is located in, the Andes, Mountains)
or entirely incorrect predictions (The Ombilin
coal mine is located in, the province
of South Africa) & (The Gargamel mine is
located in, the fictional town of Garg).

5 Note on other PLM Probing
benchmarks

An interesting research direction is gauging
whether LLMs can replace Knowledge Graphs and
latest work such as (Sun et al., 2023) conclude
that such replacement is far from reality. This
calls for increasing research focus towards making
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LLMs more knowledgeable both generally and
domain-wise. In the current context, it hence
becomes important to highlight the need for a
specific geography focused PLM probing dataset
when there are several PLM probing benchmarks
available in the literature (Petroni et al., 2019;
Lin et al., 2020; Aroca-Ouellette et al., 2021).
Firstly, to the best of our knowledge this is
the first only geography focused PLM probing
benchmark. Secondly, we believe that the existing
ones cover a wide variety of general facts and
information and hence for this focused domain,
they would cover only a limited set of facts.
Specifically, we discuss one of the foremost ones
- the LAMA benchmark (Petroni et al., 2019).
The LAMA benchmark considers four sources
to build their probing benchmark out of which
only the ConceptNet and TRex sources consist of
concepts related to Geography or Spatial. A closer
exploration of the ConceptNet source reveals that
the LAMA authors include a “AtLocation” relation
but the facts checked are too general, such as
“Something you find at the [MASK=library] is
reference materials.”. This is different from the
current goal of discovering geography knowledge.
The TRex source comes closer to our method
and considers a set of Wikidata based relations
including a few geography ones. However, the
TRex’s procedure maps a given Wikidata triple
to multiple sentences from Wikipedia text (Wiki
text) sentences. LAMA’s procedure selects one
of the multiple candidates randomly for probing,
which may include other facts about the entities in
the triples not necessarily relevant to geography.
E.g., Entities Egypt and Africa occurring in non-
geographical context as in the TRex sentence - The
song’s lyrics of unity mention a
number of countries, including
England, Russia, China, Egypt and
Israel, as well as the continent
of [MASK=Africa]. Moreover, probing
PLMs, which have seen Wikipedia text as part
of their training data, on masked sentences made
form Wikipedia text itself might give them an
advantage as compared to our template-based
generation of masked sentences which would be
different structure wise from the training data,
leading to a more effective probing exercise.

Another closely related benchmark dataset is the
GeoGLUE (Li et al., 2023), which also presents
a set of evaluation tasks to gauge geographic lan-
guage understanding, but is primarily in Chinese.

Other relevant literature focused on spatial and ge-
ography knowledge exploration in text though fo-
cused largely towards Question Answering is dis-
cussed in Mirzae et al. (2021), Li et al. (2021) and
Contractor et al. (2019).

6 Limitations (and Future Work)

We are aware about the facets and avenues that the
current exercise doesn’t consider and they remain
to be explored in detail. A few important ones form
part of the Future Work are listed as follows:
Penchant for Hardware Poor: Currently we do
not include very large models such as the 13/40
billion or even larger models due to our goal of
exploring resource poor and license friendly PLMs.
This allows us better reach, deployment and use-
case wise. However, we do plan to include larger
models in the benchmarking exercise.
Fine-tuning: The focus on using smaller mod-
els also prompts us to improve the performance
through different PLM fine-tuning techniques. A
comprehensive Fine-Tuning exercise is underway
and will be separately discussed.
Deeper Understanding: Investigation into the at-
tention patterns of the LMs’ transformer blocks
might be necessary to gain deeper insight into what
conspires when geography prompts are seen by the
LM. We plan to employ AttentionFlows (DeRose
et al., 2020) and AttentionViz (Yeh et al., 2023) in
this regard.
Better Templates: Currently the templates are en-
coder model friendly as we started with these mod-
els and are catching up with the more recent LLMs.
This urges us to design better templates which can
work seamlessly for both encoder and generative
models.

7 Conclusion and Future Work

We aimed at evaluating the learning of pre-trained
language models in the space of geography knowl-
edge. To carry out the evaluation we created a
probing dataset of 5268 masked sentences based
on Wikidata triples. Using the masked token pre-
diction and text generation tasks, we probe 8 differ-
ent PLMs (4 encoders and 4 decoders) and report
the results. We observe that encoder models such
as BERT showcase relatively better knowledge of
Geography facts than the generative models con-
sidered. We elaborate the results through various
analyses and examples of fact-types and prompts
where the PLMs perform well and otherwise.
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A Post-processing of template based
prompts

A straightforward placement of the subject and
object entities in a lexical template is not sufficient
to arrive at clean and noise-free prompts. This is
because of repetitions of words that can happen
because of their presence both in the tokens of the
entity (obtained as-is from Wikidata) and in the
template. For example, in case of rivers, some
values in Wikidata explicitly have the mention
of the word “river” at the end, for e.g. Jhelum
River and some values simply mention the name
of the river without the qualifier noun, for e.g.
Nile. Now, in the relevant template - The entityS
river flows through entityO, the former case would
lead to creation of the prompt as The Jhelum
River river flows through [MASK].
Such repetition is undesirable and needs to be
handled before the prompt can be tried on a PLM.
Such repetition can happen not only with same
words but also with words which are different but
contextually similar. For e.g., The Everland
Resort amusement park is located
in [MASK]., where not having the qualifier
“amusement park” after resort would have made
a better prompt - The Everland Resort
is located in [MASK]. To handle such
repetition, we first manually observe all entity
names and identify all possible instances where
such repetitions can occur. In Table 5, we report
all such suffix tokens which if present in the entity
value, we mute the tokens in the corresponding
template which would cause repetition. We
post-process the generated template based prompts
for handling all these different repetitions to arrive
at the final prompts.

B Complete list of fact types captured in
the dataset (Table 6)

C Example Triples and masked sentence
instantiation (Table 7)

D Brief Description of the PLMs
considered

BERT: Bidirectional Encoder Representatations
for Transformers (Devlin et al., 2018) model is a
transformer which is trained on 16 GB of Books

Entity (To-
kens muted
in the tem-
plates)

Suffix tokens that are observed in
entity values

river river
dam dam, station, plant, barrage,

reservoir
mountain
range

mountains, ghats, range, ranges,
highlands, hills, escarpment

forest forest, forests, park, forest com-
plex, plateau, woodlands, wood-
land, wilderness, recreation area

desert desert, dunes, sand sea, scab-
lands, scabland

waterfall falls, fall, waterfall, waterfalls
canyon valley, canyon, gorge, valleys,

canyons, gorges, dells, ravine,
ravines

amusement
park

park, resort, resorts

stadium stadium, arena, ground, sports
complex, convention center

mine mine, mines, quarry

Table 5: Template token muting for Preventing Repeti-
tion

and Wiki data using the Masked Language Mod-
elling (MLM) and Next Sentence Prediction (NSP)
tasks. The large version has 340M parameters and
the base one has 110M parameters. We probe all
the four versions of BERT namely BERTbase un-
cased, BERTbase cased, BERTlarge uncased and
BERTlarge cased.
RoBERTa: Robust BERT or RoBERTa (Liu et al.,
2019), use the similar architecture but significantly
higher amount of training data (160 GB) also train-
ing the model on better compute resources for a
longer period of time. The training is only based
on the MLM task with dynamic masking. As
RoBERTa models are cased, we experiment with
the RoBERTabase cased and RoBERTalarge cased
models.
ALBERT (Lan et al., 2019): This model changes
the original BERT architecture by introduction of
shared parameters and low dimension projections
of the high dimensional embedding space, thereby
leading to a reduction of nearly 90 million pa-
rameters. The model training also involves a sen-
tence order prediction task with about 10 times
more data than on which BERT is trained. As AL-
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Fact Type Example Wikidata property
(propp)

Example Triple
(entityS , propp, entityO)

Geo-political
Country in which a certain city
is located.

London is located in Eng-
land

country (P17) (London, P17, England)

Continent in which a certain
country is located

Japan is located in Asia. continent (P30) (Japan, P30, Asia)

Capital of a certain country Tokyo is the capital of
Japan.

capital (P36) (Japan, P36, Tokyo)

Country in which a certain air
base is located

The Edwards Air Force
Base is located in USA.

country (P17) (Edwards Air Force Base, P17,
USA)

Country in which a certain naval
base is located

The Erdek Naval Base is lo-
cated in Turkey.

country (P17) (Erdek Naval Base, P17,
Turkey)

Waterbody in which a certain
naval base operates

The Bandar Abbas Naval
Base operates in the waters
of the Persian Gulf.

located in or next
to a body of water
(P206)

(Bandar Abbas Naval Base,
P206, Persian Gulf)

Natural
Countries which are basin coun-
tries to a certain sea

Rivers from Greece and
Turkey flow into the Aegean
Sea.

basin country
(P205)

(Aegean Sea, P205, Greece),
(Aegean Sea, P205, Turkey)

Highest point of a mountain
range

Mount Everest is the high-
est point of the Himalayan
mountain range.

highest point
(P610)

(Mount Everest, P610, the Hi-
malayas)

Countries in which a certain for-
est is spread

The Sundarban forest is
spread over India and
Bangladesh.

country (P17) (Sundarbans, P17, India), (Sun-
darbans, P17, Bangladesh)

Continent in which a certain
desert is located

The Sahara desert is located
on the African continent.

continent (P30) (Sahara desert, P30, Africa)

Countries in which a certain
desert is spread

The Gobi Desert is spread
over China and Mongolia.

country (P17) (Gobi Desert, P17, China),
(Gobi Desert, P17, Mongolia)

Countries through which a river
flows

The Danube flows through
Germany.

basin country
(P205)

(Danube, P205, Germany)

Countries through which a
mountain range passes

The Atlas mountain range
passes through Algeria, Mo-
rocco and Tunisia.

country (P17) (Atlas mountain range, P17, Al-
geria), (Atlas mountain range,
P17, Morocco)

Countries in which a waterfall is
located

The Rhine Falls is located in
Switzerland.

country (P17) (Rhine Falls, P17, Switzerland)

Country in which a canyon is
located

The Kings Canyon is lo-
cated in Australia.

country (P17) (Kings Canyon, P17, Australia)

Waterbody which has created a
canyon

The Grand Canyon is cre-
ated by the Colorado River.

located in or next
to a body of water
(P206)

(Grand Canyon, P206, Colorado
River)

Country in which a natural re-
serve is located

The Rila National Park is lo-
cated in Bulgaria.

country (P17) (Rila National Park, P17, Bul-
garia)

Public and Industrial Facilities
Waterbody on which a certain
dam is located

The Aswan dam is located
on the Nile river.

located in or next
to a body of water
(P206)

(Aswan dam, P206, the Nile)

Country in which a certain dam
is located

The Aswan dam is located
in Egypt.

country (P17) (Aswan dam, P17, Egypt)

Country in which a certain
power station is located

The Turbigo Power Station
is located in Italy.

country (P17) (Turbigo Power Station, P17,
Italy)

Country in which a certain mine
/ minefield is located

The Grasberg Mine is lo-
cated in Indonesia.

country (P17) (Grasberg Mine, P17, Indone-
sia)

Country in which a certain
amusement park is located

The Wonderland Amuse-
ment Park is located in
China.

country (P17) (Wonderland Amusement Park,
P17, China)

Country in which a certain sta-
dium is located

The Stadium of Light is lo-
cated in England.

country (P17) (Stadium of Light, P17, Eng-
land)

Table 6: Fact Types with Examples, Corresponding Wikidata properties and Example Triples

BERT models are uncased, we experiment with the
ALBERTbase uncased and ALBERTlarge uncased
models.
DistilBERT (Sanh et al., 2019): This is a model

learnt on the same amount of data as BERT, but
the learning is through distillation wherein the pos-
terior probabilities in the prediction tasks learnt
by BERT are approximated by a smaller network
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Example Triple Templates
Geo-political
(London, P17, England) entityS is a city located in entityO .

Realization: London is a city located in [MASK]. Answer: England
(Japan, P30, Asia) entityS is part of the entityO continent.

(Japan, P36, Tokyo) (i) entityO is the capital of entityS .
(ii) entityS has its capital city as entityO .

(Edwards Air Force Base, P17, USA) (i) The entityS serves the Air Force of entityO .
(ii) The entityS is located in entityO .

(Erdek Naval Base, P17, Turkey) (i) The entityS serves the Navy of entityO .
(ii) The entityS is located in entityO .

(Bandar Abbas Naval Base, P206, Per-
sian Gulf)

The entityS operates in the waters of the entityO .

Natural
(Aegean Sea, P205, Greece),
(Aegean Sea, P205, Turkey)

(i) Rivers from countries such as entityO1 and entityO2 flow into the
entityS .
(ii) The entityS is bound by countries such as entityO1 and entityO2.

Realization (i): Rivers from countries such as [MASK] and Turkey flow into the Aegean Sea. Answer: Greece
Realization (ii): Rivers from countries such as Greece and [MASK] flow into the Aegean Sea. Answer: Turkey

(Mount Everest, P610, the Himalayas) (i) entityO is the highest point of the entityS mountain range
(ii) The highest point of the entityS mountain range is entityO

(Sundarbans, P17, India),
(Sundarbans, P17, Bangladesh) The entityS forest is spread over countries such as entityO1 and entityO2.

(Sahara desert, P30, Africa) The entityS desert is part of the entityO continent.
(Gobi Desert, P17, China),
(Gobi Desert, P17, Mongolia) The entityS desert is spread over countries such as entityO1 and entityO2.

(Danube, P205, Germany) (i) The entityS river flows through entityO .
(ii) entityO has the entityS river as one of its rivers.

(Atlas mountain range, P17, Algeria),
(Atlas mountain range, P17, Morocco)

(i) The entityS mountain range passes through countries such as entityO1

and entityO2.
(ii) The entityS mountain range runs through various countries such as
entityO1 and entityO2.

(Rhine Falls, P17, Switzerland) The entityS waterfall is located in countries namely entityO1 and
entityO2.

Kings Canyon, P17, Australia) The entityS canyon is spread over countries namely entityO1 and
entityO2.

(Grand Canyon, P206, Colorado River) The entityS canyon is created by water bodies namely entityO1 and
entityO2

(Rila National Park, P17, Bulgaria) The entityS is spread over countries such as entityO1 and entityO2.
Public and Industrial Facilities

(Aswan dam, P206, the Nile) (i) The entityS dam is located on the entityO river.
(ii) The entityS dam bounds the flow of the entityO river.

Realization (i): The Aswan dam is located on the [MASK] river.
Realization (ii): The Aswan dam bounds the flow of the [MASK] river.
(Aswan dam, P17, Egypt) The entityS dam is located in entityO .

(Turbigo Power Station, P17, Italy) (i) The entityS supplies electricity to states in entityO .
(ii) The entityS is located in entityO .

(Grasberg Mine, P17, Indonesia) (i) The entityS mines are spread over countries such as entityO1 and entityO2.
(ii) The entityS mine is located in entityO .

(Wonderland Amusement Park, P17,
China)

The entityS amusement park is located in entityO .

(Stadium of Light, P17, England) The entityS stadium is located in entityO .

Table 7: Templates to convert wikidata triples to masked sentences

(with half the number of parameters). DistilBERT
achieves about 97% of BERT’s performance on
benchmark tasks. As a single base version is avail-
able, we experiment with the DistilBERTbase un-
cased and DistilBERTbase cased variants.

GPT-Neo-2.7B (Black et al., 2021): GPT-Neo 2.7B
is a transformer model designed using EleutherAI’s
replication of the GPT-3 architecture and has 2.7
billion parameters. It was trained on the Pile, a
large scale curated dataset created by EleutherAI.

This model was trained for 420 billion tokens over
400,000 steps and was trained as a masked autore-
gressive language model, using cross-entropy loss.

Falcon and Falcon-Instruct (Almazrouei et al.,
2023): Falcon-7B is a 7 billion parameters causal
decoder-only model built by TII and trained on
1,500B tokens of RefinedWeb enhanced with cu-
rated corpora. The Falcon-Instruct version is fine-
tuned on a mixture of chat/instruct datasets and
hence the name ‘instruct’. The Falcon family of
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models also has a larger 40 billion model.
MPT-7B (MosaicML, 2023): MPT-7B is a 7 bil-
lion parameter decoder-style transformer pretrained
from scratch on 1T tokens of English text and
code by MosaicML. The MPT models use a modi-
fied transformer architecture optimized for efficient
training and inference. These architectural changes
include performance-optimized layer implementa-
tions and the elimination of context length limits
by replacing positional embeddings with Attention
with Linear Biases (ALiBi).

Experimenting with Encoder-Decoder models
As can be observed, we have excluded PLMs
which are encoder-decoder models. In our initial
set of experiments we did include LMs namely
BART and Flan-T5 (XL version) and used their
text generation capability for the probing exercise
(as their encoder layers are primarily used for
representations and not MLM like tasks). We
encountered some specific issues. For example,
in case of Flan-T5, on providing it all possible
instructions for answer generation mentioned
either as part of the Flan-T5 paper (Chung et al.,
2022) or as examples in their HuggingFace
webpage, it was unable to generate proper
answers. We tried multiple different instructions
which Flan-T5 is already made aware duruing
training such as (i) Please answer the
following question. The Turbigo
Power station supplies power to
states in? (ii) Q: The Turbigo Power
station supplies power to states
in? A: and (iii) Please answer the
following question. What token
best fills the [MASK] token in
the sentence:The Turbigo Power
station supplies power to states
in [MASK]. But for none of these variations
was an answer found leading to zero hits in all of
near-1, near-5 and near-10 metrics. We believe this
calls for developing special templates which would
cast the Wikidata triple as a Wh-question, but we
keep this investigation as part of Future work.

E Comparing different Prompt
Instructions

We observed a peculiar behavior in all generative
models that providing them with the geography
sentence for completion as the prompt itself with-
out any instruction leads to very low performance.
Hence, it became imperative to prepend them an

instruction to form the prompt and extract an ap-
propriate answer. To decide on a suitable prompt,
we carry out a small exercise. We evaluate the
GPT-Neo 2.7B model on the dataset with 5 differ-
ent prompts. We then select the one that works the
best and use it for all models to keep the results
comparable. The different prompt instructions we
tried and the corresponding results of the GPT-Neo-
2.7B model on the set of 3650 generative sentences
are reported in Table 8. We observe that both in-
struction type 2 (second row in Table 8) and type
4 prompts worked the best and the type 2 one was
employed in the experiments.

Instruction on-top-15
Complete the following sen-
tence:

0.236

For the following sentence about
geography, generate the most
probable text to complete it.

0.300

Generate the most probable text
to complete the following sen-
tence.

0.277

Complete the following geogra-
phy fact.

0.300

Answer the question (with a ’?’
appended to the sentence)

0.167

Table 8: Different Instructions and Corresponding GPT-
Neo-2.7B results

61



Proceedings of the 4th Workshop on Evaluation and Comparison of NLP Systems, pages 62–84
November 1, 2023 ©2023 Association for Computational Linguistics

Transformers Go for the LOLs:
Generating (Humourous) Titles from Scientific Abstracts End-to-End

Yanran Chen, Steffen Eger
Natural Language Learning Group (NLLG)

University of Mannheim, Germany
yanran.chen@stud.tu-darmstadt.de
steffen.eger@uni-mannheim.de

Abstract

We consider the end-to-end abstract-to-title
generation problem, exploring seven recent
transformer based models (including ChatGPT)
fine-tuned on more than 30k abstract-title pairs
from NLP and machine learning (ML) venues.
As an extension, we also consider the harder
problem of generating humorous paper titles.
For the latter, we compile the first large-scale
humor annotated dataset for scientific papers
in the NLP/ML domains, comprising ∼2.6k
titles. We evaluate all models using human
and automatic metrics. Our human evaluation
suggests that our best end-to-end system per-
forms similarly to human authors (but arguably
slightly worse). Generating funny titles is more
difficult, however, and our automatic systems
clearly underperform relative to humans and
often learn dataset artefacts of humor. Finally,
ChatGPT, without any fine-tuning, performs on
the level of our best fine-tuned system.1

1 Introduction

Computer-assisted writing is an important and long-
standing use case of NLP and natural language
generation (NLG) (Burns, 1979), e.g., via and be-
yond tools such as spell checkers or grammatical
error correction. The recent success of large-scale
language models (LLMs), such as the GPT gen-
eration of NLG models, has made the goal even
more realistic and promises full-scale automatic
text generation, without any human intervention.

In this work, we concern ourselves with auto-
matic text generation in the scientific domain. Sam-
ple scenarios in this general context involve (semi-
)automatically generating reviews for scientific pa-
pers (Yuan et al., 2022), e.g., as a response to high
reviewing load in the face of exploding submission

1Our paper title is a (modified) merge of a funny and
unfunny title suggested by ChatGPT (chat.openai.com).
Our paper logo is drawn by DALL-E (https://openai.
com/dall-e-2/).
Data+code: https://github.com/cyr19/A2T

numbers; and generating captions for tables that re-
quire reasoning capabilities (Moosavi et al., 2021).
Our goal is much more modest: we ask whether
language models can generate adequate titles given
a human authored abstract as input; we refer to
this task as A2T (abstract-to-title generation). Title
generation is important as titles are the first access
points to papers; a good title may attract more read-
ers and consequently increase paper impact, e.g.,
in terms of citation numbers (Falagas et al., 2013).
Besides generating titles per-se, we also aim for
generating humorous titles, an inherently difficult
problem due to small sample size and the vague-
ness of humor. Generating funny titles may be
relevant as a funny title may attract more readers:
for example, Heard et al. (2022) find that funny
titles have significantly higher citation rates.

We approach the problem as a standard sequence-
to-sequence text generation problem, where we
fine-tune LLMs on more than 30k abstract-title
pairs from ML and NLP. Our contributions:

• (i) We provide the first publicly available humor
annotated dataset for scientific titles in the NLP
and ML domain, with 2,638 humor annotated
titles annotated by 2 annotators with decent levels
of agreement (kappa ∼0.65).

• (ii) We explore 6 recent popular text generation
systems on the A2T task, finding one to be com-
petitive to human titles, according to automatic
and human evaluation involving 15 annotators.

• (iii) We analyze the problem and find that the
A2T task is to some degree ill-posed as a good
title may leverage more than the abstract alone
(we argue that the problem framing is still a le-
gitimate and efficient approximation).

• (iv) For humor generation, we find that our mod-
els clearly underperform relative to humans and
instead often learn dataset artefacts.

• (v) We finally analyze ChatGPT on a small scale
and find that it may be competitive to (albeit

62

chat.openai.com
https://openai.com/dall-e-2/
https://openai.com/dall-e-2/
https://github.com/cyr19/A2T


slightly weaker than) our best fine-tuned model
without any task-specific fine-tuning at all.

2 Related Work

Title generation and evaluation Mishra et al.
(2021) perform A2T with pre-trained GPT-2 fine-
tuned on arxiv papers and subsequent (rule-based)
modules of title selection and refinement. We com-
pare many more text generation models for the task,
use better evaluation (including more comprehen-
sive human and automatic evaluation), do not make
use of rule-based selection and also consider humor
in title generation. Putra and Khodra (2017) clas-
sify sentences from paper abstracts into rhetorical
categories, retain those relating to methods and re-
sults and then generate titles using templates. They
further note the relationship between the task of
summarization (Nenkova et al., 2011) and A2T, as a
title can be seen as a summary of the research paper.
We also leverage the relationship to summarization
by considering pre-trained models fine-tuned on
summarization datasets. In contrast to Putra and
Khodra (2017) and Mishra et al. (2021), we only
consider end-to-end models that do not involve
pipelines. While refinement steps could be further
helpful (but also error-prone), they additionally re-
quire potentially undesirable human intervention
(Belouadi and Eger, 2023). Related to the task of
title generation is the task of headline generation
e.g. for news. Tan et al. (2017) use a coarse-to-fine
approach which first identifies important sentences
and then converts them into a headline. In this way,
the model is not confused by ‘too much’ irrelevant
information. In A2T, the first summarization step
may not be necessary, as the abstract is already a
summary of the scientific paper.

How titles should be (and are) structured has
been researched for a long time, e.g., (Lewison and
Hartley, 2005). Hartley (2008) gives a typology
of title types, distinguishing 13 title classes, e.g.,
those that state results vs. methods.

Beyond title generation, related fields of text
generation for science are related work generation
(Li et al., 2022), more general automatic paper
section writing assistance (Wang et al., 2019b),
and automatically generating reviews for scientific
articles (Yuan et al., 2022). More broadly relating
to science, Meta has in 2022 released an LLM
for the scientific domain called Galactica (Taylor
et al., 2022), but they mostly explore it for scientific
classification tasks rather than generation.

Humor identification and generation Humor
detection is a niche area in NLP but nonethe-
less with a rich history. For example, Mihalcea
and Strapparava (2006) distinguish funny from
non-funny sentences (heuristically scraped from
the Web) using features and traditional classifiers.
Simpson et al. (2019) focus on efficiently anno-
tating humor and inducing classifiers from crowd-
sourced data. Recently, Peyrard et al. (2021) show
that transformers are strong at distinguishing funny
from non-funny sentences on minimal pairs of satir-
ical news headlines. In the scientific domain, Heard
et al. (2022) annotate a dataset of more than 2k ti-
tles from ecology using a fine-grained Likert scale.
The majority were labeled as non-funny and an-
notators exhibited low agreements. Shani et al.
(2021) classify scientific titles as funny or not us-
ing humor-theory inspired features and scientific
language models such as SciBERT (Beltagy et al.,
2019) building on a dataset of Ig Nobel winners
and humorous papers discussed in online forums.

There is considerably less work on humor gen-
eration. As one exception, He et al. (2019) gener-
ate puns by a retrieve-and-edit approach based on
word2vec, thus circumventing the problem of little
training data for puns.

3 Data

We use the dataset released by Beese et al. (2023),
which contains title-abstract pairs and correspond-
ing meta-information such as the publication year
and venue. Beese et al. (2023) extracted the data
from two sources: ACL Anthology (from 1984
to 2021) and machine learning conferences (from
1989 to 2021); we refer to the datasets from these
two sources as NLP and ML, respectively. After fil-
tering (described in Appendix A), 32,952 abstract-
title pairs remain in our dataset.

4 Title Generation

We first explore whether existing state-of-the-art
Seq2Seq models manage to generate human-level
titles from abstracts. Hence, we do not include
humor constraints. We use an 8:2 ratio to divide
the data into train and test sets, and randomly select
1,000 instances from the train set for the dev set.

4.1 Models

We experiment with the following six generation
models: (i) BART base (BARTbase) (Lewis et al.,
2020), (ii) GPT2 (GPT2) (Radford et al., 2019),
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(iii) T5 small (Raffel et al., 2020) (T5), and (iv)
PEGASUS large (Zhang et al., 2019) finetuned on
Extreme Summarization (XSUM) dataset (Narayan
et al., 2018) (PEGASUSxsum). Noting the similarity
between text summarization and our A2T genera-
tion task, we additionally inspect two BART large
models finetuned on (v) XSUM (BARTxsum) and
(vi) CNN dailymail (CNNDM) (See et al., 2017)
(BARTcnn), respectively. XSUM and CNNDM
contain document-summary pairs, where XSUM
has one-sentence summaries, while each summary
in CNNDM consists of multiple sentences.

Fine-tuning For all baseline models, we continue
fine-tuning them on the abstract-title pairs from our
dataset. Details are in Appendix B.

4.2 Evaluation

We assess the performance of the systems on 230
abstracts using both automatic evaluation met-
rics and human evaluation. We also include the
human-generated titles in the evaluation, denoted
as ‘HUMAN’. While our test set is small, we note
that (i) human evaluation is very time-consuming
and (ii) we have more source-output pairs (i.e.,
230×6, see below) than in some standard MT
or summarization evaluation benchmarks such as
WMT15-17 or SummEval (Fabbri et al., 2020).

Automatic Evaluation: As there are no A2T
task-specific evaluation metrics, we use the fol-
lowing metrics from other NLG tasks: Rouge (Lin,
2004), BERTScore (Zhang et al., 2020), Mover-
Score (Zhao et al., 2019), COMET (Rei et al.,
2020), BARTScore (Yuan et al., 2021), MENLI
(Chen and Eger, 2022). COMET is a metric super-
vised on human scores from MT, all others are unsu-
pervised. We employ all metrics in both reference-
based and -free settings. Reference-based, the met-
rics compare the system titles with the original
human-generated titles, while reference-free, the
system titles are directly compared to the abstracts.
The details of the metric variants can be found
in Appendix C. The reference-free setup is more
consistent with our human evaluation below and
overall more plausible for A2T.

Human Evaluation: The human evaluation is
conducted reference-free: 15 annotators2 were
asked to select two best and two worst titles

2Most annotators are Master students, with an additional
senior researcher and two Bachelor students.

among six titles from different systems (includ-
ing HUMAN), given the abstract. In order to make
the annotation simpler for humans, we only consid-
ered one dimension of annotation, namely, ‘over-
all quality’, which may comprise aspects such as
fluency, (grammatical) correctness, adequacy, etc.
This mimics coarse-grained annotations such as di-
rect assessment (DA) in fields like MT. We did not
further subdivide the quality into more fine-grained
subcategories, as the annotation is already difficult
and comprises to understand a scientific abstract
and to decide which title best fits it. Each instance
(an abstract and its six titles) was evaluated by
at least two annotators; depending on availability,
some instances were annotated by up to five anno-
tators. The average percentage agreement over all
annotator pairs is ∼50%, implying that each two
annotators agree on one selection among the two
selected best/worst titles, on average.

Then, we use best-worst scaling (BWS) (Lou-
viere and Woodworth, 1991) to obtain the final
human score for each title as:

BWS =
Nbest −Nworst

Nannotators
(1)

where Nbest/worst refers to the number of times that
the title was selected as one of the best/worst two
titles and Nannotators indicates the number of an-
notators responsible for that instance.

system BWS MoverS BERTS BARTS COMET MENLI ROUGE

BARTxsum 0.197 -0.025 0.889 -2.583 0.060 -0.214 0.033
PEGASUSxsum 0.022 -0.036 0.887 -2.819 0.060 -0.263 0.035
BARTbase 0.015 -0.034 0.887 -2.709 0.059 -0.226 0.035
GPT2 -0.013 -0.087 0.881 -3.090 0.060 -0.285 0.020
T5 -0.039 -0.055 0.889 -2.735 0.057 -0.265 0.032
BARTcnn -0.384 0.046 0.880 -2.982 0.047 -0.159 0.055

HUMAN 0.181 -0.062 0.873 -3.508 0.061 -0.029 0.029

Table 1: Ref-free evaluation results of the baseline mod-
els. We underlie the best performance among all gen-
eration systems including human. We bold the best
performance among all automatic generation systems
excluding human.

Results We present the reference-based evalua-
tion results in Appendix D. Among the six systems,
BARTxsum is best, being selected by 4 out of 6
evaluation metrics, followed by BARTcnn.

Table 1 shows the reference-free evaluation re-
sults. Unlike in reference-based evaluation, only
two evaluation metrics (COMET and MENLI) se-
lect HUMAN as the best system. BARTxsum is still
the best among the six automatic systems, obtain-
ing best results on 4 out of 7 evaluation metrics (in-
cluding BWS). Surprisingly, it outperforms HUMAN
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Figure 1: Distribution of generation systems of the titles
selected as the BEST/WORST ones in human evaluation;
percentages indicate the proportion of the generation
systems being selected over all selections.

even in the human evaluation (0.197 vs. 0.181
BWS). Nevertheless, as Figure 1(a) shows, HUMAN
was still most frequently selected as among the
two best titles (23.2%) among all generation sys-
tems, whereas the best neural generation system
BARTxsum was selected in 16.9% of the cases as
one of the best two titles. However, Figure 1(b)
shows that HUMAN was also more often selected
as among the two worst titles (14.1% vs. 9.3%
BARTxsum), explaining why BARTxsum is better
than HUMAN in human evaluation. Introspection
shows that this is mostly due to words in the title
which do not appear in the abstract. As a con-
sequence, human annotators may believe that the
model is hallucinating. Overall, we thus believe
that there is a (slight) mismatch in our task defini-
tion: human authors may leverage the whole paper
when designing their titles, not only the abstracts.
However, paper2title generation would not only be
a challenge for the text generation models (which
are often limited in text length) but also for the hu-
man annotation process. We argue that framing the
problem as abstract2title generation is a simplifica-
tion with overall good tradeoffs between problem
complexity and model and annotator capacity.

Why is the best model best? To get a deeper
insight into the quality of the system titles, we
first analyze their lengths. BARTcnn produces ti-
tles much longer than human titles (14.95 vs. 8.27
tokens) and other systems (6.68-9.13 tokens), on
average; besides, its titles are often truncated due to
the maximal output length set to the model. This re-
flects the mismatch of the training data—BARTcnn
was first trained on CNNDM which has multiple
sentences as a summary. Among the other systems,
BARTxsum and BARTbase generate titles having
the largest overlap with the abstracts, based on
the edit distance. While BARTxsum (best/worst:

230 instances 35 instances
ref-based ref-free ref-free
ρ r ρ r ρ r

ROUGE 0.571 0.395 -0.250 -0.722 -0.121±0.11 -0.404±0.26
BARTS 0.393 0.389 0.214 -0.044 0.200±0.30 0.083±0.21
BERTS 0.571 0.442 0.250 0.079 0.236±0.26 0.296±0.22
MoverS 0.929 0.575 -0.071 -0.677 -0.129±0.13 -0.378±0.24
MENLI 0.357 0.345 0.321 0.139 0.057±0.15 0.160±0.21
COMET 0.964 0.580 0.929 0.929 0.414±0.32 0.679±0.15

A2TMetric - - - - 0.707±0.17 0.726±0.16

Table 2: Pearson’s r and Spearman’s ρ of evaluation
metrics with system-level human judgements for all 230
instances (1380 titles; left block) and 35 instances (210
titles; right block). The correlations on the 35 instances
are averaged over the test sets from five splits. We bold
the highest correlation in each block.

241/133) does not have a huge advantage over
BARTbase (best/worst: 165/159), inspection of re-
sults indicates that BARTxsum may give more pre-
cise and relevant titles, e.g., it picks out the key
information from the abstracts more frequently;
some examples are in Appendix E. This may be
again due to its (extreme) summarization objective
in the pre-training phase.

4.3 Reliability of Evaluation Metrics

To inspect the reliability of the used metrics, we cal-
culate Spearman/Pearson correlation with system-
level human judgments, i.e., average BWS per
system, on the 1380 titles (230 instances × 6 ti-
tles). From Table 2 (left block), we observe: (1)
most metrics perform better in the ref-based setup
than ref-free, except for COMET. (2) Only ref-free
COMET correlates well with human judgments
from the perspective of both types of correlation.

Even though COMET performs well on system-
level, this only indicates that COMET ranks sys-
tems similarly as humans. COMET is not neces-
sarily good at selecting the best title among dif-
ferent choices (segment-level evaluation). Indeed,
at segment-level, it correlates weakly with human
scores (0.127 Kendall).3 Inspired by this, we train
a ref-free metric supervised on our own human
scores.

4.4 A2TMetric

We develop the first supervised A2T generation-
specific evaluation metric, using the human judg-
ments collected in the evaluation for the 230 in-
stances. Since HUMAN as a generation system is

3As we convert BWS to WMT relative ranking judgements
(Ma et al., 2018), we use the Kendall-like formulation intro-
duced there for segment-level correlation.
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included in the evaluation, and the metrics will later
be used to evaluate system-generated humorous ti-
tles, which may vastly differ from the original ones,
we argue that a ref-free metric will better suit our
needs.

Dataset We split the data of 230 instances to
train (170 instances), dev (25 instances), and test
(35 instances) set. To get more robust results, we
generate five different splits of train, dev and test
set and report the average performance of the met-
rics on the test set over the five splits in Table 2.
We note that many titles receive a BWS of 0 when
the number of annotators is small (because they
were never selected as the best or worst two titles),
which may be problematic when aiming to directly
train a regression model. Besides, the human evalu-
ation was similar to the ranking process. Therefore,
we convert BWS in the train and dev set to relative-
ranking judgments (Ma et al., 2018). That is, if
two titles for one abstract obtain different BWS,
this title pair is considered as one relative-ranking
judgement. Each instance then contains one ab-
stract, a “better” title, a “worse” title, and the score
difference between the two titles in addition.

Framework We adopt a framework similar to
the ranking-based variant of COMET to train the
A2T metrics but in a ref-free setup. During train-
ing, the model optimizes the embedding space so
that (1) the sentence embedding of the abstract
(a) is closer to that of the “better” title (t+) than
to that of the “worse” title (t−) (using the Triplet
Margin loss (Schroff et al., 2015)) and (2) the dif-
ference between d(a, t+) and d(a, t−) is close to
the difference in BWS human scores for the two
titles (using the MSE loss), where d(u, v) refers
to the Euclidean distance between u and v. Dur-
ing predicting, the metrics calculate the Euclidean
distance between the sentence embeddings of the
abstract and the title.

Evaluation As Table 2 (right block) shows, our
A2TMetric achieves the highest values of both av-
erage Spearman and Pearson correlations (above
0.71-0.73 vs. -0.40-0.68) and relatively low stan-
dard deviation (around 0.16 vs. 0.11-0.32), im-
plying that it is not only superior to the existing
metrics but also demonstrates comparably good
robustness.

While the metric is still not of absolutely high
quality segment level (0.276 Kendall), it clearly
outperforms COMET and the other metrics (right

half of Table 11 in the appendix) and the correla-
tion values are on the same level as those of the best
MT metrics in WMT22 shared Task (Freitag et al.,
2022). System-level, we evaluate A2TMetric on
5 random samples of size 35 where the remainder
instances are for train/dev. While there is a high
variance due to small sample size, A2TMetric is on
average 0.1-0.3 Pearson/Spearman better system-
level than COMET (right block of Table 2). Even
though comparing the trained A2TMetric to un-
supervised metrics may seem unfair, this is ex-
actly the key point: A2TMetric is better because it
has been trained on our costly human data, which
makes it valuable.

COMET is still the best among the existing
metrics. Therefore, we only leverage our trained
A2TMetric and COMET to automatically evaluate
the A2T systems’ quality in §5.1.

5 Humorous Title Generation

To generate humorous titles, we first need a dataset
of humor annotated titles in our domain (NLP and
ML papers). We cannot resort to the data of Shani
et al. (2021); Heard et al. (2022) as those leverage
papers from other scientific fields. As a conse-
quence, we build our own dataset. When construct-
ing the dataset, we ask annotators to rely on their
intuition of humor rather than issuing guidelines of
what they should find funny. This can be justified
as humor is often subjective and culture- and even
gender-specific (Dore, 2019; Mundorf et al., 1988).
There is also a multitude of theories around humor,
indicating the ambiguity of the concept.4

Humor Annotation + Classification We train
humor classifiers on human annotated data to auto-
matically label titles as FUNNY , FUNNYmed, and
¬FUNNY (examples see Table 12 the appendix).
Two co-authors participated in the annotation. Ex-
amples of their annotations are shown in Appendix
F. Titles annotated as funny by both annotators
allude to famous proverbs or book/movie titles
(“Taming the wild”), make use of linguistic devices
such as alliteration (“Balancing Between Bagging
and Bumping”) or leverage surprise (“Is the Best
Better? [...]”; “What’s in a name? In some lan-
guages, grammatical gender”). Medium funny ti-
tles often make use of playful/clever abbreviations,

4The wikipedia page for humor https://en.
wikipedia.org/wiki/Theories_of_humor
lists at least three modern popular theories of humor, based on
relief, superiority and incongruity.
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Individuals Ensemble

Stage 1 52.2 / 81.5 54.1 / 85.1

Stage 2 55.1 / 84.7 57.7 / 88.1

Table 3: Average macro F1 over the 11 individual classi-
fiers and macro F1 of the ensemble classifiers from both
stages on the held-out test set (where the two annotators
obtain 0.649 kappa agreement). Performance on both
three-way (first entry) and binary (second entry) clas-
sification tasks; for binary classification, FUNNY and
FUNNYmed are merged. We bold the highest macro F1
on each classification task.

e.g., “CPR: Classifier-Projection Regularization
for Continual Learning”.

Stage 1: The two annotators initially anno-
tated 1,730 titles: 1,603 titles as ¬FUNNY , 106
as FUNNYmed, and 21 as FUNNY (kappa 0.65 on
300 common instances). To combat this severe data
imbalance, we resort to ensembling with each clas-
sifier trained on more balanced splits: we randomly
generate 11 different data splits, where the train set
of each split consists of 100 funny or medium funny
titles and 200 not funny titles (all randomly drawn).
On those splits, we train 11 classifiers to construct
an ensemble classifier. To evaluate the classifier
performance, the two annotators annotated another
315 titles jointly, obtaining 0.639 Kappa. Our best
ensemble classifier leverages the sum of the label
values assigned by the 11 individual classifiers to
predict humorousness, yielding 4.8% macro F1 im-
provement compared to the individual classifiers
(62.4% vs. 57.6%). Details are in Appendix G.

Stage 2: To find more funny title candidates to
annotate, the two annotators annotated the funniest
396 titles in the original dataset from Beese et al.
(2023), predicted by the Stage 1 ensemble classi-
fier; 75.8% (300 titles) were judged as FUNNY or
FUNNYmed, which is substantially higher than the
proportion of funny titles in the annotated data of
Stage 1 (7.3%). Thus, the annotated data expands
to 2,441 titles (= 1, 730+315+396), where 1,893
are labeled as ¬FUNNY , 492 as FUNNYmed and
56 as FUNNY . Subsequently, we re-train 11 clas-
sifiers on newly generated 11 data splits from the
expanded data of 2,441 titles; now the train set of
each split has 400 (medium) funny titles and 800
not funny titles. As before, we ensemble the 11
classifiers as in Stage 1.

We test the classifiers from both stages on a held-
out test set containing 197 titles annotated by the

two annotators (0.649 kappa). The macro F1 scores
of those classifiers are presented in Table 3. As
FUNNY titles are rare in the whole dataset, we also
evaluate the classifiers on the corresponding binary
classification task, where FUNNY and FUNNYmed
are merged. We observe that: (1) ensemble clas-
sifier performs better than the individual ones. (2)
Classifiers from Stage 2 are superior to the ones
from Stage 1, indicating larger size of the training
data is beneficial. (3) The best three-way classifier
achieves only ∼58% macro F1, but ∼88% macro
F1 on the binary classification. Besides, we see a
consistent improvement of human annotation qual-
ity: the two annotators achieve 0.01-0.1 higher
Kappa when their annotations are down-scaled to
binary (see Table 17 in Appendix G). Thus, we
use the ensemble classifier from Stage 2 as the
humor classifier in further experiments.

Final Dataset We use our humor classifier to au-
tomatically label the rest of the data. Considering
the difficulty of three-way classification for both
humans and classifiers, we only consider two hu-
mor levels in further experiments: (1) FUNNY (for
funny and medium funny titles) and (2) ¬FUNNY
(for not funny titles). Thus, we collect 31,541 in-
stances (>95%) with ¬FUNNY and 1,411 with
FUNNY titles. We split the resulting data to train,
dev, and test sets, ensuring that (1) the data with
human-annotated titles remains in the train set, as
the humor classifier trained and evaluated on it will
be used as an automatic humor evaluator; (2) 80%
of the data in dev/test is from NLP and 20% from
ML because our annotators are more knowledgable
for NLP papers, and (3) the ratio of FUNNY data to
¬FUNNY data in dev/test set is 1:2.5 As FUNNY
data is only a small portion of the whole data, we
only keep 600 instances in the dev/test sets, the
remaining data serves as the train data. Appendix
H summarizes the statistics of the final dataset.

Generation In the second phase of the experi-
ments, we use the optimal model identified previ-
ously, i.e., BARTxsum, to generate titles with con-
straints on humor level. The input of the gen-
eration systems is formulated as “humor level
[SEP] abstract”, where humor level is either 0
(for ¬FUNNY) or 1 (for FUNNY).

5This aims to more easily compare the system-generated
funny titles with the human-generated ones and does not relate
to controlling the quality of titles in the test set.
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Fine-tuning We fine-tune generation systems
here as in §4.1 (hyperparameters see Appendix
I): (1) we fine-tune a BARTxsum on the abstract-
title pairs in the train set with humor constraints.
(2) We continue fine-tuning the model from (1) on
self-generated pseudo data.6

The motivation of (2) is that we observe that the
systems tend to ignore the humor constraints in the
input and generate identical titles for different con-
straints in initial experiments. We assume that to
expose systems to titles with different humor levels
for the same abstract during training can encourage
them to pay more attention to the humor constraints.
To obtain the pseudo data, we: (i) generate titles
for abstracts in the train set but with “opposite”
humor constraints compared to the original titles,
keeping only those pseudo titles with the correct
humor labels assigned by the humor classifier; (ii)
filter out FUNNY labeled titles with very frequent
n-grams, in order to encourage more diverse titles.
We finally merge the filtered pseudo data with the
original data. Thus, in the training data of (2),
each abstract has two titles, one with label FUNNY
and the other with ¬FUNNY; it contains 15,474
instances in total, where 50% are pseudo ones.

5.1 Evaluation

We report results on generating both funny and
not-funny titles, to explore the difference in mod-
els’ performance after involving humor generation,
based on both automatic and human evaluation.

Automatic Evaluation Based on the results for
the automatic evaluation metrics in §4.3, we
only leverage COMET and our supervised met-
ric A2TMetric here to evaluate title quality. To
evaluate humor, we use the following three metrics:
(1) F1macro between the expected humor labels and
those assigned by the humor classifier. (2) System
accuracy of generating titles on correct humor lev-
els, denoted as ACCFUNNY and ACC¬FUNNY. (3)
The ratio of the cases that the systems generate
the same titles for both humor constraints to all
generation cases (RatioSAME); lower is better.

We generate titles with constraint on both humor
levels for all abstracts in the test set, computing the
automatic evaluation on 1200 titles in total.

Results We evaluate humor before and after
training on pseudo data in Appendix J, Table 19:

6Synthetic data can be a useful resource (He et al., 2021),
despite potential limitations (Shumailov et al., 2023).

Metric COMET A2TMetric
humor constraint ¬FUNNY FUNNY ¬FUNNY FUNNY

BARTxsum 0.0598 0.0582 -2.30 -2.32
BARTxsum+pseudo 0.0593 0.0541 -2.31 -2.37

HUMAN 0.0586 -2.36

Table 4: Automatic evaluation for titles’ quality. We
bold the best performance assessed by each metric. “Hu-
mor constraint” refers to the constraints given to the
input of the generation systems.

(1) after continued training on the pseudo data,
BARTxsum+pseudo achieves substantially higher
F1macro (from 0.647 to 0.856) and ACCFUNNY (from
40.2% to 77.8%), and slightly better RatioSAME
(from 6.5% to 4.7%). (2) ACC¬FUNNY drops
slightly compared to BARTxsum (94.5% vs. 93.6%),
indicating that both systems have high accuracy on
generating ¬FUNNY titles and the fine-tuning on
pseudo data only improves the system’s accuracy
to generate FUNNY titles.

We then present the quality evaluation results in
Table 4. Both BART systems obtain better results
than HUMAN on both evaluation metrics, which is in
line with the observation in §4.2, especially when
generating ¬FUNNY titles. However, we observe
a consistent performance drop after training on the
pseudo data (values in the first row vs. those in the
second row). Further, we also note that the system
generated ¬FUNNY titles have better quality than
the FUNNY ones (values in the left column vs.
those in the right column).

Human Evaluation We randomly sample 100
abstracts from the test set with controls on the
source of the papers (80% from NLP and 20% from
ML) and on the humor label of the original titles
(50% FUNNY and 50% ¬FUNNY). For each ab-
stract with a human funny title, we generate a funny
and a non-funny system title, and accordingly for
each non-funny human title. Thus, each evaluation
instance contains one abstract and five titles: 1 orig-
inal title + 4 system titles (2 generation systems ×
2 humor levels). The annotators rank the five titles
on two criteria: general quality and humor degree,
based on the abstract; the annotators can assign
identical ranks to multiple titles. We show a screen-
shot of an annotation instance and the annotation
guidelines in Figure 2 in the appendix. Five annota-
tors (three PhD students, one undergraduate student
and one senior researcher) jointly annotate 10 from
these 100 instances, obtaining 0.782 Spearman for
humor and 0.325 for quality ranking on average per
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humor constraint/label FUNNY ¬FUNNY
system humor quality humor quality

BARTxsum 1.94 2.70 2.76 2.10
BARTxsum+pseudo 1.58 2.97 2.75 2.56

HUMAN 1.51 2.86 2.40 2.63

Table 5: Average rank of the system titles for the
abstracts with original titles labeled as FUNNY and
¬FUNNY separately in the human evaluation of general
quality and humor degree; smaller values denotes higher
ranks. “Humor constraint/label” refers to the constraints
given to the input of the generation systems and the
humor labels of the original titles.

annotator pair. Then, they separately evaluate the
remaining 90 instances. Note that since in our eval-
uation annotators rank titles, even the first ranked
title does not necessarily have to be of high quality
or funny, for any given abstract, if the remaining
are very bad concerning quality/humor.

Results Table 20 (appendix) compares the two
BART systems across all 200 instances (one funny
and one non-funny title per abstract). Similar to au-
tomatic evaluation, we observe (1) a general quality
drop but a performance boost for humor generation
after training on pseudo data and (2) ¬FUNNY ti-
tles have better quality than FUNNY ones.

Further, we compare the system titles with the
original human titles in Table 5. BARTxsum ranks
higher than HUMAN concerning quality when gen-
erating both FUNNY and ¬FUNNY titles (2.70 vs.
2.86 and 2.10 vs. 2.63), which is consistent with
our previous human evaluation (§4.2). However,
fine-tuning on the pseudo data impacts the qual-
ity of the generated funny titles, as the system is
rated worse than HUMAN only in this category (2.97
vs. 2.86), which is also in line with our automatic
evaluation from A2TMetric. HUMAN still generates
funnier titles than the automatic systems, ranking
highest among all systems (1.51 vs. 1.58-1.94).

6 Comparison with ChatGPT

We compare our fine-tuned BARTxsum (without
training on pseudo data) with the recent popular
ChatGPT model.7 Firstly, we use the two mod-
els to generate funny and not funny titles for 100
abstracts from the EMNLP 2022 handbook which
ChatGPT could not have seen in its training data.

7Here, we used the ChatGPT interface (https://chat.
openai.com/) of the first three releases (Nov. 30, 2022—
Jan. 9, 2023); the official API was inaccessible back then.

system humor rank quality rank

BARTxsum 1.86 / 2.66 2.74 / 2.25
ChatGPT 1.41 / 3.12 3.62 / 2.30

human 2.53 2.85

Table 6: Average ranks of the generated FUNNY titles
(first entry) and ¬FUNNY titels (second entry) for 100
abstracts from EMNLP 2022 handbook in the human
evaluation of quality and humorousness; smaller values
denote higher ranks. We bold the highest ranks for each
criterion.

Our prompt for ChatGPT is “I want a funny title
and a not-funny title for the following abstract:
[abstract]”. The ranking-based human evaluation
conducted here is identical to §5.1 and done by
the same five annotators, who obtain 0.867 Spear-
man for humor and 0.548 for quality evaluation on
average over annotator pairs this time.

The average rank per system with humor con-
straint is presented in Table 6. We observe that
automatic generation systems are mostly ranked
higher than HUMAN (2.25-2.74 vs. 2.85) except for
ChatGPT producing funny titles (3.62 vs. 2.85).
ChatGPT generates funnier but lower-quality ti-
tles compared to BARTxsum but ChatGPT is almost
on par for non-funny titles. Hence, we conclude
that ChatGPTwithout any fine-tuning may already
perform similarly to our fine-tuned BARTxsum.

After our experiments, ChatGPT has been up-
dated several times. To inspect whether the new
version performs better, we conduct a second exper-
iment using the latest model “gpt-3.5-turbo-0613”
with the official API, utilizing the default hyperpa-
rameters. Details are given in Appendix L. Overall,
our evaluation suggests that the newer ChatGPT
does not perform better: In 25 out of 40 cases,
the previous titles were selected as the better ones.
In fact, the new version performs much worse for
generating FUNNY titles: it loses to the previous
version on 18 out of 20 instances.

7 Discussion & Analysis

Are automatic titles really superior? Overall,
our results in §5 and §6 seem to indicate that auto-
matically generated titles outperform human titles.
However, looking at the distribution of best/worst
titles, we see again a high frequency of worst hu-
man titles as annotated by our human annotators;
in fact, human titles are most frequently selected
as worst titles except when the automatic systems
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use the humor constraint. As before, the likely
reason is a lower lexical overlap between human
titles and abstracts. Indeed, we find that human ti-
tles have lower lexical overlap with abstracts when
compared to automatically generated titles from
ChatGPT and BARTxsum, e.g., 57-61% of con-
tent words in human titles appear in the abstract,
while the number is 64-67% for BARTxsum and
ChatGPT. Very negatively evaluated human titles
have even lower lexical overlap.

In contrast, human titles were again most fre-
quently selected as best titles except when includ-
ing ChatGPT. Overall, our findings implicate that
automatically generated titles can be competitive
but are presumably still slightly worse than author
choices. To verify this hypothesis, we suggest a
more costly evaluation scheme in the form of a user
study involving the authors of papers instead of
paper external annotators in future studies.

Is training on extra parts besides abstract bene-
ficial? We argued that human titles may not only
be based on abstracts, but (to some extent) the full
papers. To inspect whether training title genera-
tion systems on more than abstracts alone leads to
better systems, we train BARTXsum and the popu-
lar Longformer-Encoder-Decoder (LED) (Beltagy
et al., 2020), which can deal with longer input se-
quences, in two settings: (1) only abstracts and (2)
abstracts, introductions, and conclusions; we de-
note the corresponding models as “[MODEL]+A”
and “[MODEL]+X”, respectively. We use the data
from Hou et al. (2021), which contains the sen-
tences of all papers from ACL Anthology until
2019. Technical details are given in Appendix M.

We randomly select 29 instances from the test
sets for human evaluation: 14 for BARTXsum
and 15 for LED. Two evaluators were asked to
select the better one among the two titles generated
by “[MODEL]+A” and “[MODEL]+X” with the
same underlying model, given the abstract, intro-
duction and conclusion. On the jointly assessed 10
instances, they obtained 0.474 Kappa. Our evalua-
tion results show that: BARTXsum seems to benefit
from training on more parts (BARTXsum+X wins
8 out of 14 instances); for LED, it is not the case
(LED+A wins 11 out of 15 cases). On introspec-
tion, we do find that the models trained on more
than abstracts can indeed leverage some relevant
keywords not in the abstracts, which makes their
titles sometimes better. On the other hand, they are
tasked with identifying relevant titles given more

‘background noise’ (longer texts) which causes
them to hallucinate more and be more vague. We
show examples in Appendix N. Evaluation with
more than abstracts alone is also considerably more
costly for humans. Overall, these experiments thus
indicate that training (and evaluating) on highly
specific and condensed abstracts is advantageous.

Humor constraints On introspection, we find
that the funny titles generated by ChatGPT do not
conform to a style of humor used in scientific pa-
pers. This indicates that ChatGPT lacks fine-tuning
on humor in science. For BARTxsum, its problem
seems to be that it overfits to data artefacts learned
from the data indicating that it does not properly
learn a generalizable notion of humor. Addition-
ally, both models often do not match the content of
the abstract/title to the humor framing (examples
see Table 21 in the appendix). In our human evalu-
ation, such titles often obtain high humor but low
quality ranks; however, when they are pertinent to
the abstracts, they have the potential to receive high
quality ranks as well (cf. Appendix K).

8 Conclusion

We considered the abstract-to-title generation prob-
lem using end-to-end models. To do so, we trained
six recent text-to-text generation systems on more
than 30k NLP and ML papers. We evaluated the
systems using an array of state-of-the-art automatic
metrics as well as human evaluation. Our evalu-
ation indicates that some current text generation
models can generate titles with similar quality as
humans, but human authors are apparently still
superior. We also considered the humorous title
generation problem as an extension, compiling the
first dataset in the NLP/ML domain in this context,
comprising over 2.6k titles annotated by two anno-
tators with acceptable agreement. We find that our
systems struggle with generating humorous titles
and instead overfit to frequent patterns in the data,
indicating much scope for future research.

9 Limitations

In our work, we followed a standard protocol of
evaluation of text generation involving (1) auto-
matic metrics comparing source texts (abstracts)
or references and system outputs and (2) human
annotators considering the same sources of infor-
mation. We argued that this standard evaluation
scheme may not be fully adequate in our situation
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as the human authored titles may take additional
information into account (e.g., the full texts), which
is difficult to incorporate, however, for our annota-
tors and for the metrics. This leads to an (arguably
small) bias against human titles, which seems to
be automatically identifiable however via the dis-
tribution of best/worst titles selected for different
systems. Overall, this limitation could better be
addressed, however, by consulting the authors of
papers for an additional but much more costly to
realize evaluation in the form of a user study.

We also experimented with NLP and ML papers
only, not taking other scientific fields into consid-
eration. Finally, prompting for ChatGPT is an art
in itself; other prompts may have yielded different
results. To explore this, we used a slightly differ-
ent prompt (“Please give me a [funny] title for the
following scientific abstract: [abstract]”) for Chat-
GPT on 20 instances, which led to very similar
human evaluation results. It is conceivable, how-
ever, that there might have been prompts leading to
better evaluation outcomes for ChatGPT.

A risk of our models is that they might produce
misleading or even factually wrong titles which
could be adopted by the human authors if not prop-
erly checked.

As a consequence of our missing annotation
guidelines for humor, it is possible that our annota-
tors have not clearly separated humor from related
concepts such as ‘click-baiting’ (to the extent that
such a separation is possible at all).
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A Filtering

(1) We restrict the data to the main conference
papers (e.g., EMNLP, ACL). We limit the data
to abstracts of length smaller than 400 words as
extremely long abstracts in the dataset often con-
tain extra sections other than abstracts. (3) We
only leverage papers published after the year 2000
(which form the majority anyway).

B Training details for title generation

We train models with AdamW Optimizer
(Loshchilov and Hutter, 2019) and linear learning
rate scheduler, and subsequently use beam search
(Vijayakumar et al., 2016) as the sampling strategy
to generate the output candidates. The optimal
checkpoint for each model is selected based on the
ROUGE1/2/L (Lin, 2004) scores on the dev set.
Table 7 displays the hyperparameter for training
and Table 8 shows the parameters used for beam
search. The models were trained using Google
Colab with a Tesla K80 GPU which has 24 GB of
memory. We show the number of parameters of
each baseline model in Table 15.

C Variants of used automatic evaluation
metrics

In ref-based evaluation, we report Rouge-1 re-
call, BERTScore recall, unigram MoverScore,
BARTScore recall, MENLI(ref←cand_e-c) and
COMET(wmt20-comet-da). In ref-free setup,
we use the Faithfulness variant for BARTScore,
MENLI(src→cand_-c) and COMET (wmt21-
comet-qe-mqm) instead; the variants of the other
metrics are the same as in ref-based setting.

D Ref-based evaluation results of baseline
models

Table 9 shows the ref-based automatic evaluation
results of the baseline models.

E BARTbase VS. BARTxsum

Table 10 shows the examples of abstract-title pairs
where BARTbase failed to capture the key infor-
mation in the abstract while BARTxsum succeeded.

F Examples of funny titles

Table 13 and Table 14 show sample funny titles
labeled by human annotators. We note: some in-
stances of humor require contextual (e.g., culture-
or domain-specific) knowledge such as references
to popular TV shows (‘Germany’s next language
model’); this is characteristic of humor and makes
it challenging/subjective. Despite of this, our agree-
ments indicate a shared notion of humor among our
annotators.
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learning rate batch size epochs gradient accumulation steps

BARTxsum 3e-05 3 3 8
PEGASUSxsum 6e-04 3 3 8
BARTbase 3e-04 8 3 8
GPT2 3e-04 2 3 8
T5 3e-04 8 3 8
BARTcnn 3e-04 4 3 8

Table 7: Training hyperparameter for title generation. We use the AdamW optimizer with a weight decay of 0.01
and keep the other settings as default in Huggingface’s Trainer API.

max length 30
min length 3
repetition penalty 2
length penalty 10
num beams 5
num return sequences 5

Table 8: Parameter settings for beam search.

system MoverS BERTS COMET BARTS MENLI ROUGE

BARTxsum 0.410 0.912 -0.283 -3.816 0.076 0.455
PEGASUSxsum 0.404 0.906 -0.371 -3.964 0.005 0.384
BARTbase 0.405 0.907 -0.373 -3.986 0.036 0.403
GPT2 0.400 0.902 -0.461 -4.114 -0.020 0.361
T5 0.381 0.898 -0.501 -4.177 -0.025 0.337
BARTcnn 0.282 0.907 -0.634 -3.747 0.133 0.448

Table 9: Ref-based evaluation results of the baseline
models. We underlie the best performance among all
generation systems including human. We bold the best
performance among all automatic generation systems
excluding human.

G Humor annotation + classifiation

The two annotators first annotated the same 230
titles independently, obtaining only 0.397 Kappa
agreement, which indicates a relatively bad anno-
tation quality. To improve the inter-agreement be-
tween the annotators, they then discussed the rea-
sons leading to disagreement. Subsequently, they
annotated another 300 titles independently, achiev-
ing a decent 0.650 Kappa for a task as subjective
as humor. As a consequence, we use the maxi-
mal label value among the two annotations for
each title as its final label for the 300 titles, i.e.,
if one annotator labels a title with 1 (FUNNYmed),
while the other labels with 0 (¬FUNNY), we as-
sign label 1 to the title. Each annotator then la-
beled 600 different titles separately, bringing 1,730
(230 + 300 + 600× 2 = 1730) annotated titles in

total, where 1,603 titles are labeled as ¬FUNNY ,
106 as FUNNYmed and 21 as FUNNY .

As the funny titles (labeled as FUNNY) are very
few compared to the not funny ones (labeled with
0), we generate 11 different data splits, where the
train set of each split consists of 100 funny titles
and 200 not funny ones (randomly sampled from
the 1730 titles), while the remaining 27 funny ti-
tles and other 27 not funny ones compose the dev
set. From the 11 different data splits, we obtain
11 classifiers (checkpoints selected based on the
macro F1 on each dev set). We then evaluate the
ensembles of the 11 classifiers on 315 newly an-
notated titles by the two annotators, who obtain
0.639 Kappa agreement this time. With this step,
we study the optimal ensemble of the classifiers
and also obtain more funny titles from the whole
data by annotating the funniest titles selected by
the ensemble classifiers. We design two types of
ensemble classifiers:

• EnsMV, which relies on the majority vote of
the 11 classifiers. Specifically, each title re-
ceives 11 labels from the 11 classifiers: if the
number of ¬FUNNY labels exceeds 5, the title
is labeled as ¬FUNNY; if not, the title is la-
beled as FUNNY when the number of FUNNY
labels exceeds the number of FUNNYmed la-
bels, otherwise it is labeled as FUNNYmed.

• EnsSUMi,j , which depends on the sum of
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Abstract [...] we propose to learn word embeddings based on the recent fixed-size ordinally forgetting encoding
(FOFE) method, which can almost uniquely encode any variable-length sequence into a fixed-size represen-
tation. [...] (Sanu et al., 2017)

BARTbase Learning Word Embeddings Based on Ordinally Forgetting Encoding
BARTxsum Learning Word Embeddings Based on Fixed-Size Ordinally Forgetting Encoding

Abstract [...] Unfortunately, the reliance on manual annotations, which are both difficult and highly expensive to
produce, presents a major obstacle to the widespread application of these systems across different languages
and text genres. In this paper we describe a method for inducing the semantic roles of verbal arguments
directly from unannotated text . [...] (Lang and Lapata, 2010)

BARTbase Inducing Semantic Roles from Text for Semantic Role Labeling
BARTxsum A Probabilistic Model for Semantic Role Induction from Unannotated Text

Abstract [...] At the same time, we argue that relation labeling can benefit from naked tree structure and should be
treated elaborately with consideration of three kinds of relations including within-sentence, across-sentence
and across-paragraph relations. Thus, we design a pipelined two-stage parsing method for generating an
RST tree from text. [...] (Wang et al., 2017)

BARTbase Pipelined Two-Stage Parsing of Named Discourse Trees
BARTxsum Pipeline-based Parsing of Discourse Trees for RST and Relation Labeling

Table 10: Examples of abstract-title pairs where BARTbase failed to capture the key information in the abstract
while BARTxsum succeeded. The key information is highlighted in both abstracts and titles.

230 instance 35 instances
τ τ

ROUGE -0.054 -0.014
BARTS 0.092 0.121
BERTS 0.078 0.113
MoverS 0.001 0.038
MENLI 0.061 0.121
COMET 0.127 0.194
A2TMetric - 0.276

Table 11: Segment-level WMT τ -like correlations of ref-
free evaluation metrics on all 230 instances (1380 titles;
left block) and 35 instances (210 titles; right block). The
correlations on the 35 instances are averaged over the
test sets from five splits. We bold the highest correlation
in each block.

Title Label

Learning to learn by gradient descent by
gradient descent (Andrychowicz et al.,
2016)

FUNNY

CancerEmo: A Dataset for Fine-Grained
Emotion Detection (Sosea and Caragea,
2020)

FUNNYmed

Global Encoding for Abstractive Summa-
rization (Lin et al., 2018)

¬FUNNY

Table 12: Examples of annotated titles.

the label values. The sum of the label val-
ues for each title ranges from 0 (11 classifiers
× 0 for ¬FUNNY) to 22 (11 classifiers × 2

for FUNNY). We then select a threshold i for
FUNNYmed and j for FUNNY: if sum < i,
the title is labeled as ¬FUNNY; otherwise it
is labeled as FUNNYmed (when sum < j) or
FUNNY (when sum ≥ j).

Table 16 shows the evaluation results of Stage
1; we only present the performance of EnsSUMi,j

with optimal i and j here, i.e., EnsSUM7,16. We
observe that: (1) both ensembles perform better
than the individual ones (+4-5% macro F1) and (2)
EnsSUM7,16 is slightly better than EnsMV (62.4%
vs. 61.4% macro F1).

H Dataset Statistics

Table 18 shows the statistics of the final dataset.

I Parameters for humor generation

We train BARTxsum on our train set using the
AdamW optimizer with weight decay 0.01 and
learning rate 4e-05 for 5 epochs. Then we con-
tinue to train it on the pseudo data for one epoch
to obtain BARTxsum+pseudo. We use the default
settings in Huggingface’s Trainer API for the other
hyperparameters. We train the models with an RTX
A6000 GPUwhich has 48 GB of memory.

To monitor the models’ ability to generate titles
on correct humor levels, we use macro F1 between
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the expected humor labels (i.e., the humor con-
straints given to the inputs) and the humor labels
assigned to the generated titles by the humor classi-
fier as the performance indicator, with which on the
dev set we select the optimal model checkpoints of
the two systems.

J Automatic evaluation of humor
generation

Table 19 shows the systems’ ability for humor gen-
eration before and after training on the pseudo data

according to the automatic evaluation.

K Examples of system-generated funny
titles

Table 22 and 23 show 10 system-generated low-
quality funny titles and 10 system-generated high-
quality funny titles, respectively, according to the
human evaluation results.

Towards Multimodal Sarcasm Detection (An _Obviously_ Perfect Paper) (Castro et al., 2019)
Thieves on Sesame Street! Model Extraction of BERT-based APIs (Krishna et al., 2019)
Are Two Heads Better than One? Crowdsourced Translation via a Two-Step Collaboration of Non-Professional Translators
and Editors (Yan et al., 2014)
Taming the Wild: A Unified Analysis of Hogwild-Style Algorithms (Sa et al., 2015)
Balancing Between Bagging and Bumping (Heskes, 1996)
Speculation and Negation: Rules, Rankers, and the Role of Syntax (Velldal et al., 2012)
What’s in a name? In some languages, grammatical gender (Nastase and Popescu, 2009)
BAM! Born-Again Multi-Task Networks for Natural Language Understanding (Clark et al., 2019)
Is the Best Better? Bayesian Statistical Model Comparison for Natural Language Processing (Szymański and Gorman, 2020)
Keep CALM and Explore: Language Models for Action Generation in Text-based Games (Yao et al., 2020)

Table 13: Examples of human titles which were labeled as FUNNYmed+FUNNYmed, FUNNYmed+FUNNY , or
FUNNY+FUNNY by the two annotators (the two entries denote the label assigned by different annotators.).

FUNNY

German’s Next Language Model (Chan et al., 2020)
Is the Best Better? Bayesian Statistical Model Comparison for Natural Language Processing (Szymański and Gorman, 2020)
Comparing Apples to Apple: The Effects of Stemmers on Topic Models (Schofield and Mimno, 2016)
(Almost) No Label No Cry (Patrini et al., 2014)
The Trumpiest Trump? Identifying a Subject’s Most Characteristic Tweets (Pethe and Skiena, 2019)
Questionable Answers in Question Answering Research: Reproducibility and Variability of Published Results (Crane, 2018)
Know What You Don’t Know: Unanswerable Questions for SQuAD (Rajpurkar et al., 2018)
Dear Sir or Madam, May I Introduce the GYAFC Dataset: Corpus, Benchmarks and Metrics for Formality Style Transfer
(Rao and Tetreault, 2018)
Can You Tell Me How to Get Past Sesame Street? Sentence-Level Pretraining Beyond Language Modeling (Wang et al.,
2019a)
Showing Your Work Doesn’t Always Work (Tang et al., 2020)
"Got You!": Automatic Vandalism Detection in Wikipedia with Web-based Shallow Syntactic-Semantic Modeling (Wang and
McKeown, 2010)
It’s a Contradiction - no, it’s not: A Case Study using Functional Relations (Ritter et al., 2008)

FUNNYmed

CPR: Classifier-Projection Regularization for Continual Learning (Cha et al., 2020)
NYTWIT: A Dataset of Novel Words in the New York Times (Pinter et al., 2020)
MedDialog: Large-scale Medical Dialogue Datasets (Zeng et al., 2020)
Catching Captain Jack: Efficient Time and Space Dependent Patrols to Combat Oil-Siphoning in International Waters (Wang
et al., 2018)
The Shattered Gradients Problem: If resnets are the answer, then what is the question? (Balduzzi et al., 2017)
Go Simple and Pre-Train on Domain-Specific Corpora: On the Role of Training Data for Text Classification (Edwards et al.,
2020)
SentiLARE: Sentiment-Aware Language Representation Learning with Linguistic Knowledge (Ke et al., 2020)
Get Semantic With Me! The Usefulness of Different Feature Types for Short-Answer Grading (Padó, 2016)
Witches’ Brew: Industrial Scale Data Poisoning via Gradient Matching (Geiping et al., 2020)
ENGINE: Energy-Based Inference Networks for Non-Autoregressive Machine Translation (Tu et al., 2020)
You Can’t Beat Frequency (Unless You Use Linguistic Knowledge) - A Qualitative Evaluation of Association Measures for
Collocation and Term Extraction (Wermter and Hahn, 2006)
OntoGUM: Evaluating Contextualized SOTA Coreference Resolution on 12 More Genres (Zhu et al., 2021)

Table 14: Selected human titles in the annotated data judged as funny or medium funny by the annotators.
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Annotation Example

Annotation Guidelines

Figure 2: Screenshot of an annotation instance and the annotation guidelines. The evaluation is conducted with
google spreadsheet.

# parameters

BARTbase 140M
BARTxsum 400M
BARTcnn 400M
T5 60M
GPT2 117M
PAGASUSxsum 568M

Table 15: Number of parameters of the six baseline
models.

L Comparison of ChatGPT versions

We randomly choose 10 abstract-title pairs from
our previous evaluation for both low- and high-
quality titles, following each humor constraint
(FUNNY and ¬FUNNY); this totals to 40 evalu-

ation instances.8 Then, we use the new version
of ChatGPT to generate titles for those abstracts,
according to the humor constraints of their paired
titles. Two annotators were tasked with rating the
higher quality title among the two from different

8In this context, we consider the titles ranked above 2 as
high quality and below 3 as low quality.

Individuals
Ensembles

EnsMV EnsSUM7,16

F1 57.6% 61.4% 62.4%

Table 16: Average macro F1 over the 11 individual
classifiers and macro F1 of the ensemble classifiers from
stage 1 on the evaluation data of 315 titles (where the
two annotators obtain 0.639 kappa). We bold the highest
macro F1 score.
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ChatGPT versions, obtaining a Cohen’s Kappa
score of 0.756 for agreement on 10 common in-
stances.9

M Training on extra parts besides
abstract

We do the same filtering in §3 except for restricting
to main conference papers, as there are no venue
labels; additionally, we remove the papers which
have empty title, abstract, introduction, or conclu-
sion sections in the data. The filtered data contains
22,452 papers, which are then split into train, dev,
and test sets in a ratio of 8:1:1. For “[MODEL]+X”
models, we concatenate the texts of the three parts
by two “</s>” tokens as the model input. For LED
models, we limit the maximal input length to 2,048,
which is able to cover the concatenated inputs of
the great majority of instances; as for BARTXsum,

9If one can not differentiate between the two titles, it is
allowed to annotate them as equal.

Kappa
#titles three-way binary

Stage 1
230 0.397 0.513
300 0.650 0.754
315 0.639 0.709

Stage 2 197 0.649 0.661

Table 17: Kappa agreements between the two annotators
on several data pieces. “#titles” refers to the number
of titles in a certain piece of data. We bold the higher
Kappa on the same data.

Humor label
Total

Source
¬FUNNY FUNNY NLP ML

train 30,741 1,011 31,752 16,141 15,611
dev 400 200 600 480 120
test 400 200 600 480 120
total 31,541 1,411 32,952 17,101 15,851

Table 18: Distribution of the source (NLP or ML) and
humor labels (FUNNY or ¬FUNNY) of the instances in
our dataset.

F1macro ACC¬FUNNY ACCFUNNY RatioSAME

BARTxsum 0.647 94.5% 40.2% 6.5%
BARTxsum+pseudo 0.856↑ 93.6%↓ 77.8%↑ 4.7%↑

Table 19: Automatic evaluation for the systems’ ability
to generate titles with correct humor constraints. We
bold the best performance. ↑/↓ in the second row indi-
cates the performance being better/worse after training
on the pseudo data.

system humor constraint humor quality

BARTxsum
¬FUNNY 2.85 2.32
FUNNY 1.79 2.81

BARTxsum+pseudo
¬FUNNY 2.97 2.64
FUNNY 1.43 3.26

Table 20: Average rank of the system titles for all ab-
stracts in the human evaluation of general quality and
humor degree; smaller values denotes higher ranks. “Hu-
mor constraint” refers to the constraints given to the
input of the generation systems.

the maximal input length is 1,024, which indicates
the inputs of around half of the instances will be
truncated.

We train all models using the Trainer API from
huggingface with a learning rate of 4e-5 and a batch
size of 32 for 20 epochs; the other hyperparameters
are default. Each training was stopped by an early
stopping with 2 patience, based on the rouge scores
on the dev set. We use beam search with 5 beams
and a length penalty of 2 for decoding.

N MODEL+A vs. MODEL+X

Table 24 illustrates the examples of abstract-title
pairs where the important keywords were missing
from the abstracts and only available in other parts
like conclusion, and Table 25 displays the examples
of titles with hallucinations.
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BARTxsum - funny titles with artefacts

What’s in a Semantic Model? Comparing LDA and LSA on the Web (Stevens et al., 2012)
Don’t paraphrase unless you know what you are talking about: Improving Question Answering Performance by Paraphrasing
(Duboue and Chu-Carroll, 2006)
Don’t Transliterate, Use Context! Mining New Word Translations from Comparable Corpora Using Context Information (LI,
2004)
Reading Between the Lines: Unsupervised Summarization of Spontaneous Speech using Acoustic Patterns (Zhu et al., 2009)

ChatGPT - non-scientific funny titles

Proof Generation: Now You See It, Now You Don’t! (Yang et al., 2022)
Co-Guiding Net: Helping You Hit the Slot and Intent Jackpot! (Xing and Tsang, 2022)
Abduct Me If You Can: How to Prove a Claim With a Little Help From Your Friends (Premises) (Sprague et al., 2022)
OREO-LM: The Creamy, Crunchy, and Smart Way to Answering Open-Domain Questions (Hu et al., 2022)

Table 21: Examples of system-generated funny titles from BARTxsum with artefacts and non-scientific funny titles
from ChatGPT. The citations here are the original papers for those titles.

BARTxsum

Don’t Invite Adversaries to Poison Your Data: Exploiting Federated Learning for Adversarial Backdoor Attacks (Yoo and
Kwak, 2022)
Don’t Take the Easy Way Out: Generating Adversarial Negative Responses with Large-Scale Language Models for Dialogue
Selection (Lee et al., 2022)
Don’t Give Up on Style: Learn to Generate Stylistically-Diverse Summaries with Multiple Decoders (Goyal et al., 2022)
CKD: Curriculum Knowledge Distiller for Cross-Lingual Sentiment Analysis with Emoji (Zhang et al., 2022)
Successive Prompting: Learning to Break Down Complex Questions into As Simple As Possible (Dua et al., 2022)

ChatGPT

Graphin’ It Up: A Humorous Guide to Generative Knowledge Construction (Ye et al., 2022)
Tiny Tasks, Big Results: A Hilarious Guide to Few-Shot Relation Extraction (Li and Qian, 2022)
Revealing the Magic Behind Transformer Language Models: A Lighthearted Investigation (Geva et al., 2022)
Ask and You Shall Receive: A Whimsical Approach to Automatic Question Generation (Wang et al., 2022)
Federated Learning: The More You Poison, the More You Win! (Yoo and Kwak, 2022)

Table 22: Examples of system-generated low-quality funny titles, which obtain high humor ranks but low quality
ranks in the human evaluation.

BARTxsum

Don’t Agree with Me? Introducing Semantic Environment Features Improves Agreement-Disagreement Classification in
Online Discourse (Gokcen and de Marneffe, 2015)
The Myth of the Two Sides of the Same Coin: Claim Generation and Claim Retrieval in a World of Claims (Gretz et al., 2020)
Sharing is Caring: Incentives for Self-Organization in Social Welfare Maximization (Gollapudi et al., 2019)
DeCEMBERT: Dense Captions and Entropy Minimization for Video-and-Language Pre-training (Tang et al., 2021)
Stochastic Alternating Direction Method of Multipliers Revisited: Faster Rates and Better Algorithms (Azadi and Sra, 2014)

ChatGPT

Succeed with Successive Prompting: Breaking Down Complex Questions for LMs (Dua et al., 2022)
Feeling the Pulse of Dialogue: A Supervised Prototypical Contrastive Learning for Emotion Recognition in Conversation
(Song et al., 2022)
Triple Trouble: A Novel Query-Based Approach to Joint Entity and Relations Extraction (Tan et al., 2022)
Two Heads are Better than One: A Multi-View Fusion and Multi-Decoding Method for Multi-Document Reading Compre-
hension (Wen et al., 2022)
Seeing is Believing: A Picture’s Worth a Thousand Words in Multimodal Machine Translation (Ji et al., 2022)

Table 23: Examples of system-generated high-quality funny titles, which obtain both high humor and quality ranks
in the human evaluation.
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Abstract This paper describes a lexicon organized around systematic polysemy: a set of word senses that are related
in systematic and predictable ways. The lexicon is derived by a fully automatic extraction method which
utilizes a clustering technique called tree-cut. We compare our lexicon to WordNet cousins, and the
inter-annotator disagreement observed between WordNet Semcor and DSO corpora. (Tomuro, 2001)

LED+A A systematic polysemy lexicon based on tree-cut
LED+X A Systematic Polysemy Lexicon Based on Tree-Cut Extraction

Abstract We address the problem dealing with a large collection of data, and investigate the use of automatically
constructing category hierarchy from a given set of categories to improve classification of large corpora.
We use two well-known techniques, partitioning clustering, []-means and a [] to create category hierarchy.
[]-means is to cluster the given categories in a hierarchy. To select the proper number of [], we use a
[] which measures the degree of our disappointment in any differences between the true distribution
over inputs and the learner’s prediction. Once the optimal number of [] is selected, for each cluster , the
procedure is repeated. Our evaluation using the 1996 Reuters corpus which consists of 806,791 documents
shows that automatically constructing hierarchy improves classification accuracy. (Fukumoto and Suzuki,
2004)

BARTXsum+A Automatic Construction of Category Hierarchy for Improved Classification of Large Corpora
BARTXsum+X Automatic Construction of Category Hierarchy for Text Classification

Table 24: Examples of abstract-title pairs where the important keywords were missing from the abstracts and only
available in other parts like conclusion. We highlight the keywords in the titles from “[MODEL]+X” systems.
Tokens masked with “[]” are those with OCR errors that could not be recognized.

Paper Awamura et al. (2015)

LED+A Location Disambiguation Using Spatial and Temporal Clues
LED+X Location Disambiguation Using Spatial Clustering and Temporal Consistency

Paper Pak and Paroubek (2010)

BARTXsum+A Automatic Disambiguation of Chinese Sentiment Ambiguous Adjectives Using Twitter
BARTXsum+X NUS-CORE : Using Twitter to Disambiguate Adjective Sentiment Ambiguous Adjectives

Table 25: Examples of titles with hallucinations. We highlight the hallucinated words in the titles from
“[MODEL]+X” systems.
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Abstract

With the aim of improving work efficiency, we
examine how Large Language Models (LLMs)
can better support the handoff of information
by summarizing user interactions in collabora-
tive intelligence analysis communication. We
experiment with interaction logs, or a record
of user interactions with a system. Inspired
by chain-of-thought prompting, we describe a
technique to avoid API token limits with re-
cursive summarization requests. We then ap-
ply ChatGPT over multiple iterations to ex-
tract named entities, topics, and summaries,
combined with interaction sequence sentences,
to generate summaries of critical events and
results of analysis sessions. We quantita-
tively evaluate the generated summaries against
human-generated ones using common accuracy
metrics (e.g., ROUGE-L, BLEU, BLEURT,
and TER). We also report qualitative trends
and the factuality of the output. We find that
manipulating the audience feature or provid-
ing single-shot examples minimally influences
the model’s accuracy. While our methodol-
ogy successfully summarizes interaction logs,
the lack of significant results raises questions
about prompt engineering and summarization
effectiveness generally. We call on explain-
able artificial intelligence research to better un-
derstand how terms and their placement may
change LLM outputs, striving for more consis-
tent prompt engineering guidelines.

1 Introduction

Mark M. Lowenthal describes intelligence in three
ways: (1) the process of preparing collected intel-
ligence for (often) government consumers; (2) a
product of such a process, e.g., a report, database,
or “Intellipedia;” (3) the community of people and
institutions involved in the preparation, and prod-
ucts, of the intelligence cycle (Lowenthal, 2018).
While there is some debate about what is consid-
ered intelligence work (Andrew et al., 2019), this
domain is characterized by multiple, nonlinear data

processing steps in collaboration with multiple de-
partments and people. Tools that could support
the distribution of what is known and how the in-
formation was derived could be beneficial. Yet, it
is challenging to prepare written communication
about the precise event sequences that led to a par-
ticular outcome from users’ memory alone. To
address this, analytic provenance has emerged as a
promising solution.

Provenance, in this context, refers to the docu-
mentation and representation of the process and
context underlying an analysis, capturing the steps,
data sources, algorithms, and decisions made by
an analyst. The promise of provenance is to en-
able transparency and reproducibility, but listing
all the steps leads to a verbose record that may not
support these goals. Instead, we apply analytic
techniques to illicit patterns automatically or visu-
ally represent application states over time (Ragan
et al., 2015; Xu et al., 2020). When applied to the
field of intelligence, often that means capturing in-
teraction logs (i.e., recorded steps taken by a user
to complete their task) to distill key aspects, facili-
tating a more comprehensive understanding of the
problem-solving process.

The goal of analytic provenance research is there-
for focused on illuminating the reasoning behind
steps taken and how conclusions are reached. Of-
ten, techniques can make steps clear or visualize
how often data is examined (Block et al., 2023), but
understanding why a step was taken is often more
difficult to elucidate from system processes. This is
where analytic provenance research seeks to push
boundaries, providing more semantically meaning-
ful explanations by looking for patterns among the
series of interactions. By incorporating analytic
provenance, researchers can effectively communi-
cate the methodology employed, supporting peer
review, knowledge exchange, and collaboration.

Resources such as Papers with Code, GitHub,
and the Open Science Framework emphasize the
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open-source nature of research and the need to cen-
tralize provenance information. However, we have
not seen evidence of efficiently processing interac-
tion log information to provide textual summaries
with the goal of enabling transparency. By consid-
ering interaction logs to describe the steps taken
to complete a task, LLMs are uniquely suited to
examine patterns in this language and might serve
as a general-purpose analysis tool in the analytic
provenance toolkit.

This study aims to gain a better understanding of
how large language models (LLMs) can expand the
possibilities of interaction log information, focus-
ing on a specific set of prompt engineering features.
We observe that the LLMs can extract features from
an interaction history. We further evaluate the im-
pacts of different prompting effects on the output,
engineering prompts to vary the addition of ex-
amples and audience description for the LLM. By
manipulating these prompts, we aim to investigate
how they impact the output generated by the model
when presented with interaction log information.

This research seeks to shed light on the intri-
cate relationship between large language models
and interaction log data. By examining the effects
of prompt engineering features on the model’s re-
sponse, we can gain insights into how to effectively
leverage these models for enhancing analytic prove-
nance and, ultimately, the efficient communication
of problem-solving in complex domains. The find-
ings from this study will contribute to advancing
the field of NLP and inform the development of
more sophisticated tools for capturing, summariz-
ing, and leveraging interaction log data in analytic
provenance research. Our contributions include the
following:

1. A method of recursive prompt reduction with
the same LLM.

2. A demonstration of our method on the relevant
intelligence and analytic provenance domain.

3. A quantitative analysis of accuracy and factu-
ality among output summaries.

4. A qualitative comparison of output summaries
and prompt engineering guidelines.

5. A commentary on the ethical use of large lan-
guage models for workplace cohesion tasks.

Based on the research contributions completed, we
believe that our work will benefit the intelligence
field by:

• demonstrating that large language models can
be applied to the context of provenance infor-
mation as a tool for describing how people
create intelligence products,

• reporting on the factuality and accuracy of the
products to serve as a baseline for future work,

• discussing some concerns about the use of
large language models for the production of
work reports.

2 Related Work

The NLP field has seen public attention this year
from the widespread adoption and use of genera-
tive pre-trained models (Zhao et al., 2023). In this
work, we explore how LLMs can support analytic
provenance research, especially when paired with
prompt engineering approaches.

2.1 NLP for Analysing Interaction Logs

Interaction logs come in many forms and can be an-
alyzed in different ways to extract insights. Marin-
Castro and Tello-Leal (2021) consider user inter-
action logs to better understand organizational pro-
cesses, Hamooni et al. (2016), generate insights
from internet-connected devices, and Guo, Yuan,
and Wu (2021) identify anomalous activity among
network system log messages with a pre-trained
encoder model like BERT. In all of these contexts,
analytic provenance techniques are applied to make
sense of interaction logs and deliver insights in the
form of interrelated and hierarchical system dia-
grams or notifications. This is helpful, especially
when examining logs across large organizations or
among corpora of captured event messages from
heterogeneous sources. But at a smaller day-to-
day scale, there are communications among team
members and managers that communicate work
completed that could use support from analytic
provenance techniques.

However, common business communications are
not typically communicated with graphs or charts.
To match familiar styles and minimize a need for
visualization literacy, there is a need to present
insights as text. Liu et al. (2021) generate summa-
rizations from code snippets to make code easier
to interpret and maintain, but they rely heavily on
graphs as a transition language to map from lines of
code to text. Similarly, converting interaction histo-
ries into a textual summary is its own challenge. In
our case, we explore a technique to automatically
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combine contextual information with interaction
information to distill a comprehensive textual sum-
mary of a user’s analysis session.

2.2 Prompt Engineering

Prompt engineering (Beltagy et al., 2022) has
emerged as a viable technique for improving the
performance of summarization models. By pro-
viding explicit instructions to the model, prompt
engineering can help facilitate the generation of
more accurate summaries.

Firstly, there are few-shot methods (Tsim-
poukelli et al., 2021) that recommend providing
a task-specific example to improve the accuracy
of the expected result. This approach leverages a
large pre-trained language model and fine-tunes it
on a small example case for effective summariza-
tion. For example, Liu et al. (2022) extend this
concept by providing unstructured information in-
stead of a single example. Regardless, they show
how providing contextual information can support
large language reasoning tasks.

Alternatively, Reynolds and McDonell (2021)
show how the lack of task-specific examples can
also be effective. Several studies have explored
the zero-shot paradigm (Ye et al., 2023; Wei et al.,
2022), where models are trained to generate sum-
maries without any specific fine-tuning on sum-
marization datasets. Often these approaches rely
on prefix-tuning (Zhou et al., 2023) or perturbing
the training data with noise (Lewis et al., 2019).
regardless, these approaches have shown promise,
especially working with generalized pre-trained
models (Reynolds and McDonell, 2021)

Finally, Chain-of-thought methods have also
gained attention, where an LLM is given a list
of steps to complete in addition to the specified
content (Wei et al., 2023). Zhang et al. (2023) pro-
pose a method to generate summaries by explicitly
describing the chain of steps to the model and pro-
viding a rationale. This encourages the model to
reason more about the prompt and provide more
accurate replies. Overall, prompt engineering tech-
niques, including zero-shot, few-shot, and chain-
of-thought methods, have shown promise in en-
hancing summarization performance by providing
explicit guidance and controlling the generation
process. These approaches influence the methodol-
ogy presented in this paper.

3 Experimental Procedure

To better understand the expectations and effects
of using large language models for summarization
of interaction logs, we conduct a handful of experi-
ments, starting with the collection of user feedback
from a qualitative study. From this pilot study, we
then conduct a series of NLP prompting experi-
ments to compare differences in how the addition
of examples and audience types influence model
output summaries. Throughout these experiments,
we use the OpenAI Chat Completions API with
the “gpt-3.5-turbo1” model as the LLM for our
approach (Brown et al., 2020).

3.1 Pilot Study

Many summarization approaches score summaries
based on their coherence, fluency, informativeness,
and relevancy (Wu et al., 2020), yet no applicable
framework existed for summarizing intelligence
work for hand-off communication. We conduct a
user study with the primary objective of better un-
derstanding which features are preferred by human
users in work summaries for different types of au-
diences. While the details of this study are beyond
the scope of this paper, we provide an overview of
the methodology used to derive our prompting fea-
tures. We create an online questionnaire to gather
insights from anonymous participants and identify
the qualities of summarization that human evalua-
tors find beneficial for peer collaborators and team
managers. The study was approved by our insti-
tutional review board and aims to understand user
preferences for work summaries.

To help participants understand the context, they
are asked to review LLM-generated work sum-
maries and rank them according to their commu-
nicative support for peer collaborators or team man-
agers. The summaries vary in their generated con-
tent and lengths, and participants are asked to quote
specific features and textually describe how they
are valuable and invaluable. Finally, we also ask
participants to classify a set of adjectives (e.g., ac-
curacy, conciseness, clarity, etc.) as core compo-
nents or non-essential adjectives used to describe
peer or manager summaries.

Twenty graduate students pass the attention
checks and complete the questionnaire, but due
to limited statistical power and the fact that no sum-
mary was consistently ranked higher than any other,

1Available at https://platform.openai.com/docs/
model-index-for-researchers/
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we focus on the adjective classifications to draw our
conclusions. The study results indicate that most
participants believe our eight adjectives are core
components of good summaries. However, a small
preference exists for certain words and contexts.
The results suggest that participants consider objec-
tivity, relevance, conciseness, and clarity slightly
more essential for a manager’s summary but not for
their peers. Instead, participants prefer that sum-
maries for peers be engaging and accurate. Both
relevance and properly cited score the same by con-
ditions. Qualitatively, participants highlight how
summaries should strike a balance between provid-
ing enough detail without being too vague or overly
detailed and tailoring the level of information to the
user’s needs. The findings have guided us in adapt-
ing our prompt engineering experiment to identify
key features and terms for effective prompting.

3.2 Dataset

We use a set of interaction logs2 from users com-
pleting a 90-minute textual sensemaking task. Orig-
inally captured from 24 university students (non-
analysis experts), it consists of thousands of user
interaction events (e.g., mouseover, click, search,
etc.) as they review 103 fictional bank transactions,
email intercepts, and other facsimile intelligence
reports from the VAST Challenge dataset (Mohseni
et al., 2018). To conduct our analysis, we experi-
ment with the interaction logs of the first three users
solving the VAST 2010 mini-challenge 1. The size
of the chosen context is intentionally not large. We
conduct our work on data at a reasonable size for
human comprehension to better evaluate and act as
a demonstration of our pipeline. This limited size
makes it possible for one author to manually write
gold-standard summarizations of user analysis pro-
cesses.

3.3 Documents to Context Sources (A)

Before engaging with the interaction logs for con-
text, we need a fairly complete source of reliable
contextual information for each of the documents
users could interact with in the original analysis
database. However, including document content
for each interaction would be excessive. Entity
extraction has been shown to detect factual incon-
sistencies (Lee et al., 2022). Also, the inclusion of
knowledge before prompting for a specific answer

2Available for download from https://www.cise.ufl.
edu/~eragan/provenance-datasets.html

Figure 1: A depiction of our proposed pipeline for mak-
ing interaction logs into work summaries. We prepro-
cess the document space to A) extract information and
B) generate interaction sentences by combining this in-
formation with interactions. The generated sentences
are C) segmented and summarized to prepare our D) ex-
periments. Finally, we examine the E) output summary.

can also improve model performance at reasoning
tasks (Liu et al., 2022). Therefore, we prompt Chat-
GPT to infer topics, identify entities, and summa-
rize each document in the underlying document
dataset as a pre-processing phase (Figure 1A).
This allows us to include additional context when
an interaction occurs on a document and supports
shorter prompt lengths because we can provide
document topics instead of an entire document as
context. When prompting for this contextual infor-
mation, we provide precise instructions in terms
of output lengths and formatting preferences (i.e.,
100 words; JSON format). For a comprehensive
overview of the full prompts, please refer to Table 2
in the Appendix or our open-source code.3

3.4 Interaction Logs to Sentences (B)

Although ChatGPT is able to handle structured data
formats like the ones used for interaction logs (e.g.,
JSON), directly including the raw interaction logs
in an API request will significantly increase the
number of tokens. Therefore, we use a sentence-
templating approach to preprocess the interaction
logs into sentences. Each logged interaction is sys-
tematically transformed into a sentence by applying
a manually designed template for each interaction
type. For example, a search interaction would be
converted into the sentence: “The user searched
for <term>,” where ‘<term>’ would be substituted
with the relevant information from the interaction.
We apply this process for all 11 interaction types in

3A version of our approach can be found at https://
github.com/jeremy-block/spygest
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the dataset4 to mimic the naive conversion of inter-
actions into sentences. Although this approach cre-
ates many similar-sounding sentences, it maintains
the original interaction sequence and generates a
comprehensive corpus of sentences that preserves
the context of user interactions. This process (Fig-
ure 1B) allows for subsequent segmentation and
prompting processes as described next.

3.5 Segmentation and Token Management (C)

At the time of writing, the OpenAI Chat Comple-
tions API has a token limit of 4096.5 In our use
case, a significant challenge arises as the entire
interaction session comprises hundreds of interac-
tions, resulting in an average length of 13,788.33
tokens, excluding tokens needed for prompts and
responses. To help reduce the number of tokens
sent to the API, we draw inspiration from the step-
by-step zero-shot chain-of-thought prompting tech-
nique (Wang et al., 2023). Our recursive approach
(depicted as Figure 1C) involves requesting sum-
maries for smaller segments of the interaction sen-
tences and linking the input of each request with
the response from previous requests. By doing so,
we not only prompt ChatGPT with “let’s think step
by step” but also establish distinct steps for the
agent to follow.

Figure 2: An illustration of our prompting process.

The text corpus describing the entire interaction
session is divided into ten segments, determined
through a trial-and-error process where test runs
are conducted to ensure that the number of tokens
remains within the specified limit. The API takes
messages as input, where each message is assigned
a specific role (i.e., system, user, or assistant). As
shown in Figure 2, the entire prompting process is
conducted as a conversation that follows a format

4We do not use any “think aloud” interaction types because
these were manually added by the dataset creators to augment
the data and provide some semantic ground truth within the
captured logs. Verbal utterances like this are not commonly
captured in standard interaction logs, so we choose to exclude
them.

5https://platform.openai.com/docs/models/
gpt-3-5

beginning with a system message, followed by a se-
quence of alternating user and assistant messages.
A total of 11 requests are sent to the API for each
interaction log summary, including one request for
each segment and a final request for an overall
summary. To address the model’s "memoryless"
nature, all messages are added to a growing list,
serving as memory for ChatGPT, with the entire
list consistently sent in each request.

3.6 Prompt Design (D)
Prior work has shown that an effective prompt
should include clear and specific instructions (Wei
et al., 2023; Liu et al., 2022). Our prompting pro-
cess follows this principle consistently. We use
delimiters (e.g., triple backticks) to indicate dis-
tinct parts of the input. To construct our prompts,
we provide the content in three different message
types. The system message is the first and explicitly
instructs ChatGPT about the task to be executed
and the expected behavior. We include the core
features from the pilot study here to help the model
define its persona. Next, we use alternating user
and assistant messages to provide additional con-
text and our final prompt.

As shown in Figure 2, user messages either in-
clude the segment to be summarized or the final
prompt. On the other hand, assistant messages are
used as a pseudo-memory, only containing sum-
marized segment text returned from earlier API re-
quests. In the final user message, detailed persona-
specific instructions are included to explore the
potential of tailoring the agent’s response to spe-
cific user needs and expectations. It is here that
we specify the different types of audiences and the
inclusion of different examples.

3.7 Ground Truth Development (E)
To evaluate the measures described above, we lever-
age a set of reliable summaries as the gold standard.
Often, summarization accuracy is based on human-
generated ground truth corpora against which gen-
erated summaries are compared (Dernoncourt et al.,
2018). Therefore, we create three types of ground
truth summaries for each of the three interaction
log sessions to use in the evaluation.

First, a set of summaries were crafted by one au-
thor for the three interaction log sessions, referred
to as the manual summary. This was prepared by
carefully reviewing each interaction log, paying at-
tention to the think-aloud events, and writing about
the major events from the sessions. Additionally, a
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baseline summary is generated with ChatGPT by
following our recursive prompting procedure (Fig-
ure 2). In the later prompt engineering experiments,
we include example summaries and different adjec-
tives for audience types, but these generated sum-
maries show what ChatGPT does when recursively
asked to summarize interaction logs as a baseline.
By happenstance, when testing, we noticed that
by repeating the pseudo-memory with the final
prompt, the resulting summary was consistently
shorter. Because automated accuracy measures are
sensitive to summary length (Koh et al., 2022; Pap-
ineni et al., 2002; Sellam et al., 2020; Snover et al.,
2005) we include the summaries with additional
pseudo-memory context for our evaluation.

By incorporating these three types of ground
truth summaries, we can compare how recursively
asking large language models to generate work
summaries compares to manually written reports
from interaction logs.

4 Results

Our goal with this work is to demonstrate the sim-
plicity of a recursive summarization technique for
communicating user interaction logs. Overall, the
generated summaries are promising and may offer
a realistic possibility for generating sufficient sup-
port for report generation with human refinement.
In this section, we offer a handful of observations.

4.1 Quantifiable Objective Metrics

Our work examines the impact of various prompt
designs on the two quantifiable measures of interest
(i.e., our dependent variables), namely factuality
and accuracy. In our experiment, we manipulate
two independent variables: the target audiences
and the prompt engineering strategies, each of
which has four different levels. The target audi-
ences are characterized by the core features iden-
tified in our pilot study. The four levels include
no audience (none), self, peer, and manager. The
prompt engineering strategies are manipulated by
how examples were provided to the LLM. The four
levels include no examples (Zero-Shot), providing
a manual summary (One-Shot), providing a masked
manual summary (One-Shot + Hint), and providing
a masked template (Hint). We examine interaction
logs from three participants, resulting in the analy-
sis of 48 summaries (i.e., 3 (participants) x 4 (types
of audiences) x 4 (types of provided examples)).

Factuality A known challenge with abstractive

summarization is the chance of the model generat-
ing inaccurate information (i.e., hallucinations (Ji
et al., 2023; Gabriel et al., 2021)). For this rea-
son, we evaluate the factuality of the base sum-
maries. Some techniques try to calculate factual-
ity automatically but are either not trained on our
specific use case (Ribeiro et al., 2022) or strug-
gle to decompose summaries into reliable chunks
for comparison (Glover et al., 2022). Instead, we
use the FRANK framework defined by Pagnoni
et al. (2021) to manually determine the percent of
factual phrases in our generated summaries.

Using the same entity definitions presented in
the FRANK framework, the three baseline sum-
maries (i.e., the None x None condition) for each
of the three participants are coded. Semantic Frame
Errors occur when predicates, entity mentions, or
circumstance details are inaccurate. Discourse Er-
rors describe when pronouns or entailments are in-
correct. Content Verifiability Errors describe when
the content is essentially hallucinated or dramati-
cally inconsistent. Finally, we choose to also count
the frequency of repeated phrasing as an additional
error type. One author manually applies this code
to individual phrases of a summary and counts the
occurrence of different types of errors. These er-
ror counts are then divided by the total number of
phrases in a summary to calculate the factuality
percentage.

Session 3

Session 2

Session 1

0% 25% 50% 75% 100%
Percentage of Factuality Errors Present in Baseline Summary

Error Type

Repeated Phrase

Content Verifiability Errors

Discourse Errors

Semantic Frame Errors

Factuality Errors by Participant Baseline Summary

Figure 3: a representation of the relative percentage of
different error types for the baseline summaries for each
of the three participant interaction logs

In Figure 3, we see very few factual errors among
the three participants examined. As (Pagnoni
et al., 2021) discuss, transformer models have been
shown to have fewer semantic frame errors than
LSTM (Hochreiter and Schmidhuber, 1997) mod-
els, but, as we see with our results, there are still
discourse errors. We also observe more repeti-
tion of sequences of words. This may be due to
the fundamental functionality of transformer mod-
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Figure 4: We show the distribution of each automated measure (i.e., ROUGE-L, BLEU, BLEURT, and TER)
compared across the three ground-truth summaries: One manually generated by a human, one generated by the
baseline model without any prompt engineering, and one generated in the same way but with the prompt provided
twice. Notice that these scores show very little variation among each group showing that the independent variables
of the Audience type or Prompt Engineering approach have little influence on the accuracy of the measure.

els (Vaswani et al., 2017), where each word is gen-
erated with a certain probability. Given this context,
some words like “arms dealing, fraud, and illegal
possession of arms, as well as events related to
sickness, health issues, and business success” may
be repeated by the model because it frequently saw
them appear together or were defined in the initial
system message. Regardless, we see high factual-
ity scores across the baseline summaries for each
participant, leading us to consider other dependent
features.

Accuracy to ground truths Determining the
accuracy of a summary can be a challenge, and var-
ious factors must be considered, such as cohesion,
readability, conciseness, information-richness, pre-
cision, quality of input text and summarization al-
gorithm used, length of the summary and human
evaluation (Gupta and Gupta, 2019). Instead, we
apply an ensemble of summary accuracy measures
to help determine a general sense of accuracy. The
set of accuracy criteria selected requires the gen-
erated summaries to be compared to some ground
truth. As described in Section 3.7, we designed
three types of ground truth. One summary is writ-
ten by an author (i.e., manual), our LLM pipeline
generates another (i.e., baseline), and another gen-
erated version where the pseudo-memory is re-
peated in the final prompt (i.e., additional). Koh
et al. (2022), suggest that Rouge-L aligns with hu-
man expectations, but BLEU (Papineni et al., 2002)

and BLEURT (Sellam et al., 2020) are also popu-
lar for abstractive text summarization evaluations.
TER can also describe accuracy, by converting one
string of text to another and counting the number
of changes (e.g., insertions, deletions, etc.) (Snover
et al., 2005). We choose a handful of techniques to
get a general sense of the accuracy of our various
ground truth summaries (i.e., Manual, Baseline,
and Additional) given different audience types and
prompt engineering strategies.

In Figure 4, we see a variety of ranges for each
accuracy measure (i.e., each facet of the chat).
Looking at the Audience levels (i.e., green hues)
and Prompt Engineering (i.e., magenta hues), we
see little variation among these levels too. Alter-
natively, we see more differentiation based on the
ground truth summary comparison (i.e., the hori-
zontal grouping), signaling that the summary we
used to compare the accuracy may have more influ-
ence on the score than either of our experimental
factors (i.e., Audience and Prompt Engineering).

4.2 Qualitative Observations

The evaluation of the system’s performance reveals
several notable qualities. Firstly, providing context
and requesting summarization recursively proves
to be a viable technique for this context. LLMs,
like ChatGPT, identify key phrases and reinforce
them in their summary. The system incorporates
entities and topics from the dataset into the gen-
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erated summaries, showcasing its proficiency in
identifying relevant concepts.

However, certain aspects remain ambiguous and
raise intriguing points for discussion. One notable
aspect is the pipeline’s goal-oriented focus on gen-
erating final summaries. The phrasing used in the
summaries strongly implies that all the informa-
tion provided is intricately connected to the given
goal. Consequently, every detail recorded in the
interaction log is considered relevant to the process
of solving the puzzle at hand. This behavior is
likely a direct reflection of the task outlined in our
prompt. In the initial system message to ChatGPT,
we explicitly mention that the interaction logs de-
pict someone “trying to investigate an event in the
intelligence domain.”

It is from this perspective that the model oper-
ates, and as a result, the generated summary nat-
urally strives to establish connections between all
available information (i.e., provenance sentences)
and the specified goal (i.e., summarize the steps
taken). The absence of unrelated or misleading
information in the underlying dataset further re-
inforces the challenge of disambiguating between
intentional deductions and serendipitous insights.
Within the dataset, there are few instances of red
herrings or other relevant fallacies designed to di-
vert the analyst’s attention heavily. Consequently,
when reading the generated summaries, it is not
easy to distinguish between insights that the model
intentionally identified as relevant behaviors to-
ward the goal and those that were stumbled upon
serendipitously.

Another intriguing observation is the system’s
tendency to adopt phrasing from prompt engineer-
ing examples, even if it struggles to calculate the
described pattern accurately. Looking at the out-
put of summaries where an example is provided
shows that 9/48 summaries include percentages
of topics covered. In the 0 Shot (i.e., Baseline)
summaries, the inclusion of percentages was never
generated by default and only appears after seeing
the structure demonstrated in one of the masked
prompts. This suggests that the system draws in-
spiration from provided examples and incorporates
their phrasing into the output, potentially refining
the final structure.

Still, despite the seeming agency to control the
output’s phrasing, the percentages and values are
incorrect. Even when the percentages provided
by the manually generated example are accurate,

the returned output generates its own (incorrect)
value for these phrases. Since transformer models
are optimized to predict the next word in a phrase,
the system appears to rely on identifying relevant
terms and phrases from the corpus rather than more
preferred behaviors, like performing deeper statisti-
cal analysis or ranking different behaviors as more
relevant than others.

Incorporating a statistical determination layer
into the preprocessing pipeline could enhance the
ability to identify patterns beyond linear descrip-
tions. On the other hand, while there are common
evaluation measures for evaluating summarization,
we are unaware of benchmarks that evaluate the
ability of language models to group and consoli-
date information by examining the relative seman-
tic meaning of concepts. Optimization in this direc-
tion may improve LLMs in the analytic provenance
context and likely many more.

5 Discussions and Future Work

In this work, we explore the factors of audience and
example inclusion as a demonstration of applying
prompt engineering to generate work summaries in
the intelligence domain. While we have not found
other evidence of a methodology where the pro-
posed pipeline consults a large language model,
the pre-processing steps taken on the dataset docu-
ments are inspired by the chain-of-thought prompt-
ing strategies. We use a series of prompts to extract
information from documents and segment an inter-
action log to build up a complete summary prompt
and discuss the results.

Our independent variables are derived from our
pilot study, where users identify essential elements
of a work summary. Yet, we do not see strong ef-
fects on baseline summary factuality or accuracy
when adjusting the audience or the inclusion of
examples. Instead, in our testing, we observe dif-
ferent important factors. We observe differences
in summary lengths when we included contextual
information twice. Therefore we use two different
kinds of ground truth (i.e., baseline and additional)
to account for this. This leads us to think about
how specific wording in the prompt messages may
noticeably impact the focus of the output.

Novel methods may emerge that afford the direct
manipulation of prompt wording. For example, it
would be interesting to investigate how opposite
terms, antonymic to the adjectives used in our study,
may impact the model’s attention. Additionally, ab-
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lation studies that target the specific adjectives we
use may offer fascinating insights into which terms
make the biggest difference. Regardless of the tech-
nique employed, studies exploring the influence of
individual terms do not, to our knowledge, have
consistent summarization evaluation criteria, thus
calling attention to a need for more established
evaluation methods.

Finally, corresponding to the chain-of-thought
nature of the work presented, there are obvious fu-
ture directions that could consider how the prompt-
ing process could involve human users to adjust
and modify the prompt in real time. It would be
helpful to have domain experts rank the summaries
and use these rankings to fine-tune the prompting
process. Additionally, giving users interface con-
trols that manipulate the generated prompt by using
prompt engineering guidelines could be imagined
for future exploration into model behaviors. It is
also interesting to consider the downstream tasks
from a work summary and how different generation
methods are perceived and may influence future
work by human users.

Ultimately, in this work, we observe the feasi-
bility of generating human-sounding summaries of
work from user interaction logs, but they tend to
list steps completed without a hierarchical struc-
ture that captures the concepts that are most impor-
tant or structures the content to flow like a story.
Perhaps future work could explore how additional
analysis layers, prompt engineering interfaces, or
human feedback may help summaries acquire a
sense of structured storytelling.

6 Conclusion

By harnessing LLMs, researchers can enhance
transparency, reproducibility, and collaboration, im-
proving problem-solving communication. In this
work, we showcase the potential of ChatGPT to
generate work summaries from data analysis inter-
action logs and the associated document contexts.
By manipulating prompt engineering features, we
investigate the impact of different prompts on the
LLM’s output in the intelligence domain. We de-
velop a recursive prompt reduction method to han-
dle token limitations and evaluated prompt exam-
ples and audience types, both quantitatively and
qualitatively. While we show the potential LLMs
have for automating work summaries from prove-
nance information, we find few consistent impacts
of these factors on summary accuracy. Instead, we

recognize that more reliable prompt engineering
guidelines will be helpful when developing more
sophisticated tools to analyze provenance informa-
tion and control generated output.

As has become a common discussion within
the research community (Ray, 2023; Maslej et al.,
2023), the need to better understand these mod-
els and their impact on society is critical. While
what we demonstrate shows promise for produc-
tivity increases, there are tradeoffs that come from
automation that will impact how we individually
engage with society. Therefore, we complete this
work with a discussion of the various limitations of
what we proposed and the ethical considerations of
LLM usage in workplace cohesion tasks.

Limitations

We conduct our testing on a single dataset and
among three users’ interaction histories to examine
if large language models can be used to make work
summaries. The 103 textual documents included in
the VAST dataset are small enough that we can con-
duct and test our summarization pipeline. Since the
data context is at a human-comprehensible scale,
we can ask for summaries, entity extraction, and
topic modeling while also writing gold-standard
summaries and verifying the content.

The results of the demonstrated technique are
promising, but additional complications are likely
to be introduced when applied to larger scales of
data. For example, challenges exist where the un-
derlying document dataset is restricted due to pri-
vacy concerns (e.g., healthcare records or govern-
ment intelligence) or its temporal dynamism (e.g.,
social media posts or stock market movements).
Capturing static, secure snapshots of the data an an-
alyst is working with to conduct our approach will
require additional consideration by the research
community.

Also, while the data context we demonstrate
contains some typos and misspellings of names,
it would be beneficial to explore how this approach
applies in multilingual contexts. Often intelli-
gence work deals with content in foreign languages,
and applying an approach that introduces machine
translation or additional lingual morphologies, will
support the promise of our proposed technique.

Ethics Statement on Broader Impact

The emergence of LLMs shows promise for enhanc-
ing bureaucratic activities and enhancing efficiency.
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As AI technologies advance, we are witnessing
significant shifts in how individuals refer to and
discuss the concepts of artificial intelligence. How-
ever, the use of LLMs to automate processes that
involve generating human-like text raises important
ethical considerations pertaining to human work
and the creation of knowledge. LLMs will funda-
mentally change how people work, necessitating
new skills in editing and engineering results. There
are unexplored possibilities for extending LLMs’
impact on workplace activities and beyond. The
effort to achieve explainability in LLMs is chal-
lenging, but the ambition to identify weaknesses,
biases, and boundaries is encouraging (Agarwal
et al., 2022).

Unfortunately, this work does little to mitigate
the potential drawbacks of large language models,
but we hope to demonstrate a methodology for
elucidating underlying system behaviors for system
designers who can then improve the models. The
data we used in our demonstration was collected
for research purposes with individuals’ informed
consent that their interactions would be interpreted
in the future (Mohseni et al., 2018). In our work,
we have demonstrated how LLMs can serve as
an essential lynchpin for novel applications and
evaluation methodologies.

In a broader way, concerns still exist regarding
the detection and propagation of harmful and in-
accurate information by generative models. Our
experiments demonstrate the model’s hyperfixation
on the terms provided in the system prompt, which
leads to assumptions about the goal of the interac-
tion log’s content and purpose. Behaviors like this
compromise the accuracy of reports and ultimately
could dissolve user trust.

Apart from improving model accuracy, empha-
sizing AI literacy is crucial to recognizing technol-
ogy faults and differences. While it is delusional
to assume that the public will ever deeply under-
stand the workings of AI tools, the effort by design-
ers to encode best practices into tools and ensure
societally-aligned responsible usage is a necessary
first step. We call attention to these ethical consid-
erations and promote the responsible use of LLMs
in generating summaries of individual work.
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A Document Context Creation

Here we provide the specific preprocessing
prompts sent to ChatGPT to get the Topics, Entities,
and summary for each document in the dataset. We
specify the length of topics, types of entities, and
the number of words to generate short document
contexts that include essential information.

Topics prompt: Act as an intelligence
analyst, your task is to determine topics
that are being discussed in classified
documents. Determine up to 5 topics in the
document delimited by triple backticks.
Make each item one to 2 words long.
Format your response as “a list of items
separated by commas”. Document: <content>

Entities prompt: Act as an intelligence
analyst, your task is to identify
named entities in classified documents.
There are 4 entities, which are
“person, organization, location, and
miscellaneous” from CoNLL-2003. Identify
the entities in the document delimited by
triple backticks. Format your response
in a JSON format. Document: <content>

Summary prompt: Act as an intelligence
analyst, your task is to generate a
short summary of classified documents.
Summarize the document delimited by
triple backticks in at most 100 words.
Document:ˋˋˋ<content>ˋˋˋ

B Segment Summarization

segmentation: because there is a token limitation
for a single request, we ask the LLM to summa-
rize the previous interactions and use this shorter
interaction history as its memory. This process is
similar to the use case of a chatbot in which an
LLM summarizes previous conversation and uses
that summary as its memory, instead of using the
entire raw conversation log as the memory

System Prompt: ˋˋAct as an intelligence
analyst, your task is to generate a
summary of the interaction logs of a
user who was trying to investigate an
event in the intelligence domain. The
logs are written in sentences. The
entire interaction is divided into 10
segments. You will be summarizing the
entire interaction session step by step
by summarizing one segment at a time.
When you are summarizing a segment, make
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sure you take into account summaries of
previous segments. Please summarize a
segment in at most 100 words. The goal is
to communicate findings and progress in
a collaborative investigation scenario.
Please focus on these core features
delimited by triple backticks when you
summarize:ˋˋˋ<terms for Audience level. See Ap-
pendix Table 1>ˋˋˋ”

User Prompt for each segment: “Summarize
the sentences describing the interactions
of segment 1 delimited by triple backticks
in at most 100 words. Make sure you
take into account summaries of previous
segments. Description: ˋˋˋ<segment N from
interaction sentences generated in preprocessing
stage>ˋˋˋ”

C Independent Variables

Based on the findings of the pilot study, we exam-
ined how an audience may influence summariza-
tion techniques. Similarly, we wanted to examine
how various prompt engineering approaches like
zero-shot and few-shot may impact summaries in
our chain-of-thought-inspired approach.

C.1 Audience

We direct the ChatGPT prompt with the terms (see
Appendix Table 1) derived from the pilot study.
These terms appear in the process of generated
segments (see Appendix B) and the final prompt
construction (see Appendix Table 2).

Table 1: Pilot Study Core Features/Terms As iden-
tified by the user study described in Section 3.1, we
explicitly list the terms suggested as core features for
summarization. In the pilot study, a discussion about
summaries for an individual is not included, so we com-
bined all the terms for this case.

Audience Level Suggested Terms
None N/A

Self

objectivity, relevance,
conciseness, clarity,
engaging, accuracy,
proper citation,
coherence.

Peer
Collaboration

engaging, accuracy.

Team
Manager

objectivity, relevance,
conciseness, clarity.

C.2 Examples

We also systematically vary the inclusion of an
example in the Final User message. Below are
examples of the content sent to ChatGPT for the
first interaction log. These examples would be
customized for each user session.

None: N/A; like a zero-shot approach.
Manual example: “Please provide the

overall summary based on the example
delimited by triple backticks. Example:
ˋˋˋThis session began by searching for
the word "Nigeria" and looking at the
documents returned. They noted that
Dr. George and Mikhail emailed and then
transitioned to searches about "Kenya"
and the Middle East. At this time,
they were reviewing people like Leonid
Minsky and Anna Nicole Smith. By the
end of the session, they had transitioned
to exploring documents from Russia and
middle eastern countries. They searched
for "death," "kasem" and "dubai." In the
end, they returned to some of the same
documents they had opened at the beginning
but also opened many different documents
for the first time. Out of the 46 topics
and 102 documents, they reviewed 39
topics, opened 45% of the total documents
at least once, and spent an average of 30
seconds with each document. The people
they returned to most frequently were
Leonid Minsky, Mikhail Dombrovski, and
Dr. George.ˋˋˋ”

Masked manual example: “Please provide
the overall summary based on the
example delimited by triple backticks.
Example: ˋˋˋThis session began by
searching for [KEYWORD1] and looking
at the documents returned. They
noted that [KEYWORD2] and [KEYWORD3]
emailed and then transitioned to searches
about [KEYWORD4] and [KEYWORD5]. At
this time, they were reviewing people
like [KEYWORD6] and [KEYWORD7]. By
the end of the session, they had
transitioned to exploring documents
from [KEYWORD8] and [KEYWORD9]. They
searched for [[KEYWORD10], [[KEYWORD11]
and [KEYWORD12]. In the end, they
returned to some of the same documents
they had opened at the beginning but also
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opened many different documents for the
first time. Out of the [NUMBER] topics
and [NUMBER] documents, they reviewed
[NUMBER] topics, opened [NUMBER]% of the
total documents at least once, and spent
an average of [NUMBER]"ˋˋˋ

Masked template: “Please provide the
overall summary using the template
delimited by triple backticks. Example:
ˋˋˋThey focused on [NUMBER] main topics
in this analysis session, exploring
[PERCENTAGE] of the documents. The
topics that received the most attention
were [TOPICS]. They started searching
for [KEYWORD1], before transitioning
to [KEYWORD2] and finally looking
for [KEYWORD3]. They conducted
NUMBER searches throughout their session.
[CONCLUSION]ˋˋˋ”

D Ground Truth Descriptions

We used three different ground truths as an evalu-
ation standard and tweaked the process based on
two different independent variables. The first is the
Manual summary seen in Appendix C.2. This is
custom for each user’s session and contains accu-
rate and factual information written by one author.

The Baseline summary was generated by Chat-
GPT without any additional prompting. This means
there were no specifications about an audience or
example provided.

The Additional summary was also generated by
ChatGPT but simply had the segment messages
repeated in the final prompt. By repeating the user
and system messages in the final prompt, we no-
ticed the summary was shorter, which could influ-
ence accuracy calculations.
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Table 2: Final Prompt Construction The final prompt to ChatGPT is generated from the variations shown in this
table. Each accuracy experiment designates some vertical combination of the following strings of text, choosing one
audience level and one example level (4 x 4). This final prompt combines with all the prepended messages that
contain the initial system message as well as the pairs of user and assistant segmentation summaries.

Please provide a comprehensive summary of the entire interaction based on the summaries of
user.numSegments segments in at most finalLength.

A
ud

ie
nc

e None Self Peer Manager
N/A Please avoid

being too
vague and
overly de-
tailed.

Your audience will be a peer who is
more comfortable working with team
members’ uncertainty and hedged
statements. More specifically, you
should follow a list of instructions
delimited by triple backticks. Instruc-
tions:
1. Provide the context of the analysis
by offering starting points and pro-
viding more details later.
2. Being entirely objective is less im-
portant for peer collaboration than be-
ing accurate or relevant to their peers.
3. Including the opinions of the au-
thor in their summary can provide
contextual data (e.g., hedge state-
ments or other personal theories)
about the state of the investigation.
4. Please avoid being too vague and
overly detailed.

Your audience will be a manager who
expects to see summaries with a high
information density in each sentence
and still provide context for the in-
vestigation without offering too many
details to invite the manager to do the
task themselves. More specifically,
you should follow a list of instruc-
tions delimited by triple backticks.
Instructions:
1. Should not focus on the specific
statistics but focus on the general be-
haviors.
2. Please provide a sense of how
much work was completed.
3. Please use more descriptive lan-
guage.
4. Please avoid being too vague and
overly detailed.

E
xa

m
pl

e None Manual Masked Template
N/A Human-

Generated
Ground
Truth

Human-Generated Ground Truth but
nouns replaced with masks (e.g.,
[number], [topic], [percentage], etc.)

Generic summary template for any
summary. All values are masked.
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Abstract

The process of collecting human-generated
annotations is time-consuming and resource-
hungry. In the case of low-resource (LR) lan-
guages such as Indic languages, these efforts
are more expensive due to the dearth of data
and human experts. Considering their impor-
tance in solving downstream applications, there
have been concentrated efforts exploring alter-
natives for human-generated annotations. To
that extent, we seek to evaluate multilingual
large language models (LLMs) for their poten-
tial to substitute or aid human-generated anno-
tation efforts. We use LLMs to re-label publicly
available datasets in LR languages for the tasks
of natural language inference, sentiment analy-
sis, and news classification. We compare these
annotations with existing ground truth labels to
analyze the efficacy of using LLMs for annota-
tion tasks. We observe that the performance of
these LLMs varies substantially across differ-
ent tasks and languages. The results show that
off-the-shelf use of multilingual LLMs is not
appropriate and results in poor performance in
two of the three tasks.

1 Introduction

Traditionally, compiling annotations using human
experts has been the primary step in formulating
a supervised solution1 for various tasks such as
sentiment analysis (Rosenthal et al., 2017), bot de-
tection (Fagni et al., 2021), and inference (Bowman
et al., 2015; Wang et al., 2018). The process of col-
lecting human-generated annotations is often time-
intensive and resource-hungry. Specifically, in the
case of LR languages, these efforts are more expen-
sive due to a lack of quality data and human experts.
Therefore, alternatives to human-generated labels
are being actively explored (Cruz and Cheng, 2020;
Magueresse et al., 2020).

Recent LLMs2, such as ChatGPT, demonstrate
1https://en.wikipedia.org/wiki/Supervised_learning
2LLMs and generative models are used interchangeably.

impressive performance in various NLP applica-
tions such as summarization, classification, and
text generation (Liu et al., 2023). Furthermore,
interesting use cases and applications using these
generative models have been explored and reported
(Zhao et al., 2023). The research community is
curious to know how close LLMs are to human
experts and annotators. Accordingly, (Guo et al.,
2023) conduct extensive evaluations in a question-
answering setup. In (Zhu et al., 2023), ChatGPT
is evaluated in the context of reproducing human-
generated label annotations in social computing
tasks. Similar studies for misinformation in (Bang
et al., 2023) and hate speech in (Huang et al., 2023)
have considered ChatGPT for annotations. Addi-
tionally, several works (Kuzman et al., 2023; Gao
et al., 2023; Wang et al., 2023) compare ChatGPT’s
annotation and evaluation performance with human
experts.

The point to note is that most of these efforts fo-
cus on high-resource (HR) languages like English.
In reality, these HR languages are not recognized
as the native languages for most of the world’s
population. For example, people in India prefer to
interact in one of the Indic languages despite of
being literate in English. These Indic languages
are generally categorized as low-resource (LR) lan-
guages because of the unavailability of quality data
sources (Lai et al., 2023). Considering India as the
most populated country3 in the world, it is essen-
tial to evaluate current multilingual LLMs in the
context of LR languages like Indic languages. Sec-
ondly, besides ChatGPT, other multilingual LLMs
like mT0 and BLOOMZ must also be evaluated for
such use cases.

To this extent, we primarily explore the possibil-
ity of using multilingual LLMs as a substitute for
human annotators. Specifically, we focus on low-
resource languages such as Indic languages and
compare the LLM-generated annotations with the

3https://tinyurl.com/2tz9d3u2; Last accessed: 09/06/2023
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ground truth human-generated labels. To the best
of our knowledge, this is the first work to evaluate
the efficacy of LLMs as annotators for LR Indic
languages. We examine three LLMs- ChatGPT,
mT0, and BLOOMZ, for three tasks- document
classification, sentiment analysis, and natural lan-
guage inference. The main observations from our
experiments are as follows:

1. All three LLMs perform well in identifying
sentiments. Surprisingly, ChatGPT shows
slightly worse capability for simple classifi-
cation, parsing, and inference tasks. It does
remarkably well in a more complex task of
news category classification.

2. The performance of these LLMs, in cor-
rectly annotating the samples, is not uni-
form and varies across different tasks and dif-
ferent LR languages. This observation de-
mands more informative, clear, and better
prompts/instructions while using generative
models as annotators.

3. Fine-tuned baseline models have superior per-
formance in most of the languages and tasks,
highlighting the need for focused task-specific
training.

4. ChatGPT is the only LLM that often provides
a justification with the answer, which helps in
understanding annotation choices.

2 Methodology

We follow a comparative approach to study the
differences between human-generated and LLM-
generated annotations for Indic languages. Under
this premise, we consider three broad categories of
tasks and relevant datasets: 1) WNLI - Winograd
inference task involving inference based on a given
context, 2) SA - identifying sentiment for a given
text, and 3) NewsCLS - categorizing given news
text. We consider appropriate prompting strategies
to simulate the manual annotation process. In the
following subsections, we describe the multilingual
LLMs used for annotations (Section 2.1), Datasets
used for the three tasks (Section 2.2), and our ap-
proach for the annotation process (Section 2.3).

2.1 LLMs
We explore the following LLMs in the context of
Indic languages for our annotation experiments.
The choice of LLMs was guided by the following

constraints: 1) LLM should be trained on multilin-
gual data sources, including Indic languages, and 2)
LLM training consists of multiple tasks converted
to text-to-text format. This way, we make sure that
the strategies, i.e., the instructions to the selected
LLMs, do not have large variations and are similar
in nature.

ChatGPT (GPT-3.5) is known to be created by
finetuning the GPT-3.5 variant using reinforcement
learning from human feedback (RLHF) (Chris-
tiano et al., 2017). We evaluate this model using
gpt-3.5-turbo API between 5th September to 6th
September 2023. Even though there is no definite
information released by OpenAI on this model, it is
assumed that‘CommonCrawl’ corpus, which con-
tains some percentage of data in Indic languages,
is a part of the training data for this model 4.

BLOOMZ (Muennighoff et al., 2022) is an open-
source multilingual LLM. Multitask prompted fine-
tuning (MTF) is applied to pretrained BLOOM
LLM (Scao et al., 2022) to build the fine-tuned
variant, BLOOMZ. BLOOMZ family consists of
models with 300M to 176B parameters and sup-
ports 59 languages.

mT0 (Muennighoff et al., 2022) is the fine-tuned
variant of pretrained multilingual mT5 language
model. Like BLOOMZ, MTF is applied to mT5
to produce mT0 with model variants ranging from
300M to 176B.

BLOOMZ and mT0 families have been trained on
datasets, xP3 and xP3MT, consisting of 13 training
tasks in 46 languages. xP3 uses English prompts,
whereas xP3MT uses prompts machine-translated
to 20 languages. Indic languages constitute a small
part of the training data for both of these model
families.

2.2 Datasets
We consider 11 Indic languages as LR languages
for our experiments. It should be noted that not all
of these languages have quality datasets identified
and compiled for certain tasks. We choose the
datasets and tasks with maximum representation
from Indic languages. Out of 11 Indic languages,
Hindi is the only medium-resource (MR) language,
whereas Punjabi, Oria, and Assamese are classified
as extremely low-resource (XR) languages. The
remaining Indic languages are categorized as LR

4https://en.wikipedia.org/wiki/GPT-3. Last accessed on
6th September 2023
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Figure 1: Prompt templates for annotation. ChatGPT responses show the justifications provided for annotation
choices. mT0 and BLOOMZ do not provide any justification.

languages (Lai et al., 2023). This categorization is
based on their representation in the CommonCrawl
corpus. IndicNLPSuite (Kakwani et al., 2020)
introduced NLP resources for Indic languages. We
choose the following datasets from its IndicGLUE
evaluation benchmark. The datasets are selected
based on two criteria, 1) the datasets are annotated
by humans, and 2) the dataset covers as many of
Indic languages as possible.

Sentiment Analysis (SA) We use IndicSenti-
ment5 dataset from Huggging Face datasets. Each
example contains a review text and corresponding
sentiment. As per the dataset card, the annota-
tions are expert-generated. The input records in the
dataset are translated into various Indic languages
(Doddapaneni et al., 2023). The task is to identify
the sentiment of a given text.

News Category Classification (NewsCLS) The
task is to categorize a news article into a given
set of topics. This dataset is compiled by crawl-
ing regional news websites. We assume that the
categories are manually assigned to the news arti-
cles based on the URLs while publishing on the
website.

Winograd NLI (WNLI) We use the Indic ver-
sion of WNLI dataset (Kakwani et al., 2020). The
dataset is created and verified by experts by trans-
lating the original dataset into 3 Indic languages
(mr, hi, gu). Each example consists of a pair of
sentences where the second sentence is constructed

5https://huggingface.co/datasets/ai4bharat/IndicSentiment

from the first sentence by replacing an ambiguous
pronoun with a possible referent within the sen-
tence. The task is to predict if the original sentence
entails the second sentence.

2.3 Annotation

We attempt to re-annotate the data samples for each
task and dataset using ChatGPT, BLOOMZ, and
mT0. We use PromptSource toolkit (Bach et al.,
2022) to identify candidate prompts for our tasks.
We experiment with relevant prompts and choose
the ones appropriate for chosen LLMs and tasks.
Although the context is given in Indic languages,
the prompts are in English. Example prompts are
presented in Figure 1.

SA For the SA task, we ask the LLMs to identify
the for a given context as follows:
Content: {text content}
What is the sentiment expressed in the
given text?
where {text content} is the review text in a LR
language.

NewsCLS This task consists of categorizing
given news content in one of the categories. It
is observed that the news records in every language
have a certain closed set of categories. We use
these sets to modify the prompt template as below:
Content: {news content} Is this news
article regarding {categories}?
where {news content} is the news text and
{categories} is the set of candidate categories.
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Task Language as bn gu hi kn ml mr or pa ta te
mT0 0.910 0.915 0.911 0.931 0.911 0.898 0.929 0.763 0.856 0.947 0.890
BLOOMZ 0.927 0.955 0.944 0.971 0.899 0.939 0.942 0.938 0.927 0.940 0.891

SA ChatGPT 0.856 0.8761 0.845 0.909 0.839 0.843 0.836 0.772 0.846 0.822 0.768
mBERT 0.57 0.68 0.66 0.73 0.68 0.68 0.69 0.49 0.75 0.71 0.66
indicBERTplus 0.931 0.93 0.933 0.933 0.928 0.932 0.938 0.931 0.933 0.936 0.937

Table 1: Sentiment Analysis: Language-wise weighted F1-score for mT0, BLOOMZ, and ChatGPT. The bold
number indicates the highest value per language, whereas the red colour denotes the highest performance amongst
multilingual LLMs for every language.

WNLI Since the task is to identify entailment
given a context and secondary sentence, we con-
sider the prompt where the entailment is explored
through a true/false question. The prompt used is
as follows:
Context: {sentence1}
Question: {sentence2}
True or False?
where {sentence1} and {sentence2} are the
context and secondary sentence respectively.

3 Experimental Setup

As mentioned earlier, we primarily use three tasks
and corresponding datasets to evaluate if LLMs
can replace or to some extent, aid the manual an-
notation efforts. We formulate the annotation task
as a zero-shot inference task. We compare LLM
annotations with the ground truth labels. We con-
sider ‘test’ split from all the datasets to ensure no
data leakage. The ‘gpt-3.5-turbo’ API for Chat-
GPT is paid and under a constrained usage policy.
Hence, we use a subset of samples for the Chat-
GPT experiments. For mT0 and BLOOMZ, we use
the entire split whenever possible. The dataset dis-
tributions are as follows: We use the entire ‘test’
split distributed across various Indic languages for
WNLI and NewsCLS tasks, totaling to 284 and
5986 data samples, respectively. For sentiment
analysis, we randomly select a total of 2862 sam-
ples spread across 11 languages with approximately
250 samples each, considering the budget for the
paid experiments with the ‘gpt-3.5-turbo’ API. We
use the following abbreviations for languages: as
(Assamese), bn (Bengali), gu (Gujarati), hi (Hindi),
kn (Kannada), ml (Malayalam), mr (Marathi), or
(Odia), pa (Punjabi), ta (Tamil), and te (Telugu).

For ChatGPT, we use the official OpenAI API
(gpt-3.5-turbo) with default settings to annotate the
samples. Similarly, we use Hugging Face mod-
els and tokenizers for mT0 and BLOOMZ LLMs
for annotations. Due to infrastructure constraints,

we use the ‘mT0-large’ model for mT0 and the
‘BLOOMZ-1b1’ model for BLOOMZ experiments.
No training is involved since we consider zero-
shot inferencing with the off-the-shelf model, i.e.,
a zero-shot setting. For comparison, we consider
state-of-the-art baselines finetuned for these spe-
cific tasks. For Sentiment Analysis, we use results
reported in (Doddapaneni et al., 2023), while re-
sults from (Kakwani et al., 2020) are considered as
baseline for WNLI and NewsCLS tasks.

We use weighted-precision, weighted-recall, and
weighted-F1 metrics from sklearn library for eval-
uation. We also report macro-average calculated
across all languages to indicate the correctness of
labels for a specific task.

4 Results & Analysis

This section presents the overview of the annotation
experiments for three tasks and three LLMs. Rep-
resentative detailed language-wise performance re-
sults (F1 measure) for each task are listed in Table
1,2, and 3. Table 4 describes correctly labeled in-
stances across different tasks and LLMs.

SA - Superior performance in zero-shot infer-
ence All three LLMs perform well in identifying
sentiment for a given textual content. It is inter-
esting to see that ChatGPT is ranked last amongst
LLMs in most cases. In 9 out of 11 languages,
BLOOMZ shows superior or at-par performance as
compared to baseline models. It is encouraging to
see good zero-shot inference with just a single in-
struction. We expect even better results with more
informed and aligned prompting strategies.

SA - Additional information and justification
It should be noted that mT0 and BLOOMZ con-
sider two sentiments (Positive and Negative) as
candidates for the assignment. In contrast, Chat-
GPT considers three sentiments by default (Neutral
as additional sentiment). After manual validation,
we observe that the records are indeed of neutral
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sentiment. Secondly, ChatGPT also provides rea-
sonable justification for the suggested annotations.
These justifications are useful in providing clear
instructions for training the crowd-workers for an-
notations. We believe that this additional informa-
tion and justifications will help in aligning expert-
generated and machine-generated annotations.

NewsCLS - Complex tasks need focused train-
ing and instructions To introduce more com-
plexity in the classification task, we consider News
category classification task. This is a multi-class
problem with a very fuzzy class separation. Out of
three LLMs, ChatGPT performs better in 6 out of 7
languages. The othe two LLMs demonstrate varied
performance ranging from low to high accuracy.
Additionally, all these LLMs lags behind the base-
lines and fail to reproduce the human-generated
annotations. As can be seen the task-specific fine-
tuning boosts the model performance. We believe
that the prompts/instructions given to the LLMs
were simple and unable to fully specify the com-
plexity and requirements of the task. Accordingly,
we conclude that complex tasks need more focused
and aligned instructions to help the LLM in anno-
tations.

NewsCLS - Appropriate corrections for noisy
data samples We note that the annotations for
this dataset are noisy, and a few records can be
assigned to multiple categories instead of just one
category. We believe that this may have affected
the evaluation using automatic metrics. It is also
observed that only ChatGPT looks beyond the can-
didate categories and suggests appropriate alternate
categories that are valuable in annotation efforts.
On manual validation, we observe that these sug-
gestions are indeed relevant and useful.

WNLI - Reasoning and inference tasks are
harder All models, including the three LLMs
and baselines, show average performance in recre-
ating the annotations for the inferencing task. It
is interesting to note that the zero-shot inferencing
with multilingual LLMs comes close to the perfor-
mance of finetuned baseline models. In general,
the reasoning and inferencing tasks require natural
language understanding and hence are more com-
plex to train for. With LR languages, the problem
becomes harder, considering the unavailability of
training and annotation resources. We believe that
clear prompts and supplementary explanations will
help in improving the performance.

WNLI - Justification may help in language un-
derstanding It is observed that only ChatGPT
provides relevant justification for the inference in
most cases. These justifications often explain the
decision and the logical reasoning behind that deci-
sion. These justifications are useful in understand-
ing the annotation choices and, hence, can serve as
a guiding tool for better annotation alignment.

Annotation Correctness Percentages of cor-
rectly labeled samples for the three tasks and three
LLMs are listed in Table 4. This is the macro av-
erage across all relevant languages for a particular
task. It is interesting to see that ChatGPT performs
far worse than mT0 and BLOOMZ in the relatively
simpler task of sentiment analysis. In NewsCLS,
all three LLMs have poor showing, whereas in
WNLI, only ChatGPT seems to have more than
a chance performance. In the case of mT0 and
BLOOMZ, it is difficult to conclude that the per-
formance is not random. The performance in indi-
vidual languages documented in Table 3 does not
seem to be a by-chance result. However, further in-
vestigation with more samples and varied prompts
is required to understand this result.

LLMs for LR languages As mentioned ear-
lier, LR languages occupy a small portion of the
CommonCrawl campus. Consequently, the LLMs
trained on this corpus also have a similar small rep-
resentation in their embeddings, often demonstrat-
ing a limited linguistic understanding of these lan-
guages. It is reiterated by the F1 score and the cor-
rectly labeled portion in NewsCLS and WNLI tasks.
These tasks require a certain degree of language un-
derstanding and reasoning capability, which none
of the three LLMs demonstrate in any Indic lan-
guage except Hindi.

Language families such as Dravidian (Kannada,
Tamil, Telugu, and Malayalam) and Indo-Aryan
(Hindi and Marathi) share a lot of commonalities
among themselves. Despite that, the significant
difference in the scores supports the dependence on
language exposure during training. As can be seen
from the results, the LLMs have different levels of
understanding of these languages, and there seems
to be no clear winner.

Annotations & Justifications We observe anno-
tations provided by three LLMs, mT0, BLOOMZ,
and ChatGPT. Only ChatGPT offers a justification
while providing an answer/annotation. These jus-
tifications often explain the reasoning behind var-
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Task Language bn gu hi ml mr ta te
mT0 0.20 0.69 0.076 0.739 0.257 0.27 0.292
BLOOMZ 0.26 0.69 0.18 0.6250 0.32 0.488 0.426

NewsCLS ChatGPT 0.472 0.757 0.53 0.68 0.522 0.49 0.10
mBERT 0.80 0.89 0.60 0.82 0.87 0.92 -
IndicBERT 0.78 0.92 0.74 0.94 0.94 0.96 -

Table 2: NewsCLS Task: Language-wise weighted F1-score for mT0, BLOOMZ, and ChatGPT. The bold number
indicates the highest value per language and the red colour denotes the highest performance value amongst the
multilingual LLMs for every language.

Task Language gu hi mr
mT0 0.400 0.415 0.344
BLOOMZ 0.3751 0.508 0.539

WNLI ChatGPT 0.406 0.406 0.406
mBERT 0.56 0.56 0.56
IndicBERT 0.56 0.56 0.56

Table 3: WNLI Task: Language-wise weighted F1-score
for mT0, BLOOMZ, and ChatGPT. The bold number in-
dicates the highest value for every language and the red
color denotes the highest performance value amongst
the multilingual LLMs for every language.

Task mT0 BLOOMZ ChatGPT
SA 89.8% 93.4% 83.8%
NewsCLS 32.1% 38.9% 51.4%
WNLI 38.8% 47.7% 40.6%

Table 4: Correctly labelled records by mT0, BLOOMZ,
and ChatGPT. The number in bold indicates the average
highest performance for the corresponding task. We
consider the macro-average calculated across all the
relevant languages for a task.

ious annotation choices. We concur with (Huang
et al., 2023) that these justifications reinforce hu-
man annotators’ perception and understanding of a
given task. We believe that this kind of response is
helpful to non-expert annotators in improving their
annotation performance.

5 Concluding Remarks

Remarkable progress in LLMs has opened up in-
teresting possibilities in diverse domains. Accord-
ingly, we evaluate a novel way of using LLMs as
annotators. We explore the efficacy of these LLMs
as a substitute or as an aid for human annotators in
the context of low-resource languages, specifically
Indic languages. Despite the presence of multilin-
gual training data, including data from Indic lan-
guages data, the LLMs struggle to provide correct
responses in Indic languages. We report that anno-

tations for simpler tasks, such as sentiment analysis,
can be readily recreated by the current set of LLMs.
We observe that these LLMs still have a long way
to go before they can be used as annotators in LR
language tasks where linguistic understanding and
reasoning are essential, e.g., natural language in-
ferencing and news classification. Even though
recent works have documented the feasibility of en-
abling annotations using these models in a positive
light, these works are focused on high-resource lan-
guages. With this work, we wanted to highlight that
additional efforts are needed for similar undertak-
ing in low-resource Indic languages. In the future,
we intend to employ advanced prompting strategies
to aid annotations, such as using linguistic markers
as knowledge prompts and in-context learning to
guide the evaluations. We also hope to use back-
translation to aid LLMs’ understanding. We intend
to experiment with these LLM annotations as weak
labels to assist improvements to data collection ex-
ercises for low-resource languages. We also plan to
explore the possibility of using LLMs as evaluators
for quality metrics such as relevance, coherence,
and fluency in the future. Furthermore, we note that
the justifications provided by ChatGPT, along with
answers, are helpful and can be further exploited
for annotators’ training. We plan to use these justifi-
cations to improve the prompt guidelines for LLM
annotations.

Limitations We evaluate the performance of
LLMs as annotators for certain tasks. There are
a few limitations to note: 1) LLM performance
heavily depends on the prompts. Currently, we use
heuristically identified prompts, but exploring bet-
ter prompts may give even better annotations in the
future. 2) We agree that the experiments need more
rigor. Due to restrictions on API usage, we use
only a subset of available datasets. 3) We believe
that quality data is also an area of concern. We use
translated data in some cases, which may adversely
affect the performance.
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Abstract
Pre-trained language models are known to in-
herit a plethora of contextual biases from their
training data. These biases have proven to
be projected onto a variety of downstream ap-
plications, making their detection and mitiga-
tion imminent. Limited research has been con-
ducted to quantify specific bias types, such
as benevolent sexism, which may be subtly
present within the inferred connotations of a
sentence. To this extent, our work aims to: (1)
provide a benchmark of sexism sentences; (2)
adapt two bias metrics: mean probability score
and mean normalized rank; (3) conduct a case
study to quantify and analyze sexism in base
and de-biased masked language models. We
find that debiasing, even in its most effective
form (Auto-Debias), solely nullifies the proba-
bility score of biasing tokens, while retaining
them in high ranks. Auto-Debias illustrates a
90%-96% reduction in mean probability scores
from base to debiased models, while only a
3%-16% reduction in mean normalized ranks.
Similar to the application of non-parametric
statistical tests for data that does not follow a
normal distribution, operating on the ranks of
predictions rather than their probability scores
offers a more representative bias measure.

1 Introduction

Masked language models (MLMs) have proven
to be an effective tool in a variety of natural lan-
guage processing (NLP) tasks, notably, cloze-style
prompt prediction (Devlin et al., 2019; Lan et al.,
2019; Liu et al., 2019). However, language models
have also proven to project and inherit both struc-
tural (e.g. generic pronouns, explicit marking of
sex) and contextual biases (e.g. sexism, stereotyp-
ing) from their training corpora, making their detec-
tion and mitigation imminent (Caliskan et al., 2017;
Blodgett et al., 2020). Previous attempts at mea-
suring biases in language models were employed
using benchmarks adapted from general attribute-
target word pairs (SEAT adapted from WEAT) or

Figure 1: Overview of SEXISTLY, a benchmark to
quantify sexism in masked language models by incorpo-
rating both the probability score and topk index (rank)
of masked predictions.

broad forms of bias, such as stereotypes (Stere-
oSet, Crow-S-pairs) (May et al., 2019; Nadeem
et al., 2020; Nangia et al., 2020a). Relative to those
benchmarks, most de-biased language models have
managed to strip out or mitigate the prediction prob-
ability of biases in masked language models (Guo
et al., 2022; Liang et al., 2020). However, limited
work has been done to quantify specific bias types
that are embedded within the implied meaning of a
sentence.

The theory of ambivalent sexism posits that there
is a distinction between two forms of sexism: hos-
tile and benevolent sexism (Glick and Fiske, 1997).
Hostile sexism is characterized by negative atti-
tudes and beliefs, including dominative paternalism
as well as derogatory principles (Jha and Mamidi,
2017; Glick and Fiske, 1997). Benevolent sexism
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is a form of sexism that appears positive towards
women but is actually based on traditional gender
roles and the belief in women’s inferiority (Glick
and Fiske, 1997). It often involves protective pa-
ternalism and the idealization of women (Glick
and Fiske, 1997). The underlying positive connota-
tion behind benevolently sexist statements impairs
its opposition because it portrays advantageous as-
pects of being a woman (Hammond et al., 2014).

As a result, these bias types typically go unob-
served as they are rooted within the inferred mean-
ing of a sentence through sarcastic nuances rather
than being structured within the typical attribute-
target-adapted sentences. Figure 1 illustrates our
evaluation pipeline which forms the basis of the
following contributions:

• Provide a benchmark of hostile and benev-
olent sexism sentences by curating existing
labelled sexism datasets. We apply pronoun
neutralization to ensure an impartial assess-
ment of language models’ bias towards pre-
dicting gendered terms.

• Adapt two metrics aimed at quantifying bias
by leveraging the probability score and top-
k index (rank) of masked predictions: Mean
Probability Score (MPS) and Mean Normal-
ized Top-k (MNT).

• Conduct a case study to measure and ana-
lyze sexism in base and de-biased masked
language models.

The main finding of this work is that debiasing,
even it in its most effective form (Auto-Debias),
solely nulls out the probability score of biasing
tokens while retaining them in high ranks. This has
been made evident through the lens of MNT, which
normalizes the ranks into a 0-1 range and computes
their average across all biasing masked predictions
in our benchmark. Auto-Debias illustrates a 90%-
96% reduction in mean probability scores from
base to debiased models, while only a 3%-16%
reduction in mean normalized ranks.

2 Related Work

This section aims to describe three predominant in-
trinsic evaluation benchmarks geared towards mea-
suring bias in masked language models.

2.1 Sentence Encoder Association Test
The Sentence Encoder Association Test (SEAT)
adapts WEAT to sentence embeddings (Caliskan

et al., 2017). While WEAT quantifies bias in word
embeddings by comparing a list of target concepts
to a list of attribute words, May et al. proposed
applying SEAT to sentences by injecting particular
words from Caliskan et al.’s tests within ordinary
templates (May et al., 2019).

2.2 StereoSet
StereoSet is a dataset used to measure stereotyp-
ical biases in language models (Nadeem et al.,
2020). It consists of examples with a context
sentence ("Girls tend to be more [MASK] than
boys") and three candidate associations, one of
which is stereotypical ("soft"), one of which is anti-
stereotypical ("determined"), and one of which is
unrelated ("fish") (Nadeem et al., 2020). The per-
centage of examples for which a model prefers the
stereotypical association over the anti-stereotypical
association is called the stereotype score of the
model (Nadeem et al., 2020). The percentage of ex-
amples for which a model prefers a meaningful as-
sociation (either stereotypical or anti-stereotypical)
over the unrelated association is called the language
modeling score of the model (Nadeem et al., 2020).

2.3 Crowdsourced Stereotype Pairs
CrowS-Pairs is a dataset that includes pairs of sen-
tences that only differ in a few words and are re-
lated to stereotypes about disadvantaged groups
in the United States. One sentence reflects the
stereotype, while the other violates it. The bias
of a language model is measured by how often
it prefers the stereotypical sentence over the non-
stereotypical one. The bias is calculated using
masked token probabilities, which involve replac-
ing certain words in the sentence with a placeholder
and then predicting the probability of the original
word based on the sentence with the placeholder
(Nangia et al., 2020b).

3 Ambivalent Sexism Theory

The theory of ambivalent sexism recognizes that
sexism entails a mixture of antipathy and subjective
benevolence (Glick and Fiske, 1997). It argues that
hostile and benevolent sexism are, in fact, not con-
flicting but complementary ideologies that present
a resolution to the gender relationship paradox.

3.1 Hostile Sexism
Hostile sexism illustrates antagonism towards
women and is portrayed in an "aggressive and bla-
tant manner" (Connor et al., 2017). In general,
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Dataset Labels Total Size Source Kappa Score
(Waseem and Hovy, 2016) racism, sexism, neither 16K Twitter 0.84
(Jha and Mamidi, 2017) benevolent, hostile, others 22K Twitter 0.82
(Samory et al., 2021) (sexist, not sexist) + toxicity 14K Twitter 0.74

Table 1: Overview of the curated sexism datasets and their inter-rater agreements

hostile sexism reflects hatred towards women (or
misogyny), and is expressed in an aggressive and
blatant manner (Connor et al., 2017). Below are
some examples of hostile sexist statements:

• "The people at work are childish. It’s run
by women and when women don’t agree to
something, oh man."

• "Call me sexist, but I prefer male professors
over females."

• "Women are incompetent at work."

3.2 Benevolent Sexism

Benevolent sexism is a gentler form of sexism that
emphasizes male dominance in a subtler and more
chivalrous manner (Becker and Wright, 2011; Mas-
tari et al., 2019). It expresses affection and care
for women in return for their acceptance to their
limited gendered roles (Becker and Wright, 2011;
Mastari et al., 2019). Below are some examples of
benevolent sexist statements:

• "They’re probably surprised at how smart you
are, for a girl."

• "No man succeeds without a good woman
besides him. Wife or mother. If it is both, he
is twice as blessed."

4 Benchmark Construction

The benchmark construction methodology is com-
prised of four main stages: (1) dataset curation; (2)
dataset filtering; (3) sentence masking; (4) pronoun
neutralization.

4.1 Dataset Curation

In an effort to build a benchmark viable for measur-
ing sexism in language models, we first set out to
retrieve sentences that conform with the linguistic
pattern we are attempting to measure (hostile and
benevolent sexism). Table 1 illustrates the three
curated publicly available datasets.

(Waseem and Hovy, 2016) used a variety of self-
defined keywords to collect tweets potentially con-
taining sexist or racist content, and labeled the data
with the help of one outside annotator. They also
annotated tweets that were not sexist or racist.

(Jha and Mamidi, 2017) augmented (Waseem and
Hovy, 2016)’s dataset to include instances of benev-
olent sexism (Jha and Mamidi, 2017). The authors
gathered data by utilizing terms and hashtags that
are "generally used when exhibiting benevolent sex-
ism" (Jha and Mamidi, 2017). They requested that
three external annotators cross-check the tweets
to reduce any bias from the annotators (Jha and
Mamidi, 2017).

(Samory et al., 2021) collected data from Twitter’s
Search API by utilizing the phrase “call me sexist(,)
but". The authors stripped out the given phrase for
all annotation tasks and only labeled the remainder
of each tweet (e.g. "Call me sexist, but please tell
me why all women suck at driving." to "please tell
me why all women suck at driving."). (Samory
et al., 2021).

4.2 Dataset Filtering

The curated datasets are comprised of a total of
52,000 sentences, including positive and negative
instances of sexism. In an effort to construct a
benchmark capable of capturing bias in language
models, we started by filtering the negative and
non-sexist samples from each dataset, reducing the
tally to 8,158 sentences.

Given the mask-filling nature of the task, mea-
suring bias is contingent on a model predicting a
bias-inducing term. The only tokens that (when
concealed and matched) would imply bias are, gen-
dered terms (e.g. "All girls are clingy"). Thus,
we dropped the sentences that do not contain any
explicit gender indicators, resulting in 1,009 sen-
tences.

Moreover, given that we’ll be operating at a
single-masked-token-level, then sentences with
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Masked Sentence Male/Female Probmale Topkmale (Norm) Probfemale Topkfemale (Norm)
Some things i feel a [MASK] should handle. man/woman 0.280 1 (1.00) 0.103 2 (0.98)
Nobody likes a [MASK] who cries in public. man/woman 0.044 4 (0.96) 0.384 1 (1.00)
The [MASK] should handle the money. man/girl 0.008 1 (1.00) 0.005 26 (0.74)
I do not like [MASK] engineering teachers. male/female 0.004 25 (0.75) 0.009 10 (0.90)
I don’t trust [MASK] who use ellipticals. guys/women 0.086 3 (0.97) 0.042 5 (0.95)

Table 2: Sample of masked sexism sentences against "bert-base-uncased" model.

two or more gendered terms would require Multi-
Token-Completion (MTC) (e.g. "Women have
more intuition than men") and were thus dropped
due to complexities in computing bias direction,
reducing the tally to 762 sentences.

The final filtering technique is dropping sen-
tences whose gender can be inferred through tradi-
tional or cultural gender roles. An example of such
a sentences could be one that asserts a specific gen-
der norms, such as stating that it is customary for
individuals of a particular gender to open doors for
another gender. The final benchmark size stands at
572 sentences containing negative qualifiers being
generalized onto a masked gender term (e.g. "All
[MASK] are clingy.") without an implicit or ex-
plict indication of the masked token’s gender. The
average length (number of words) of a sentence in
our benchmark stands at 12.71 words.

4.3 Sentence Masking
After having retrieved positive instances of benevo-
lent and hostile sexist sentences, our next aim was
to mask bias-inducing tokens within the sentence
to assess the language model’s bias toward predict-
ing the biasing term. The bias-inducing token in a
sexist sentence tends to be the gendered term (e.g.
"man", "boy", "woman", and "girl").

• Original Sentence: "The initiative in dating
should come from the man."

• Masked Sentence: "The initiative in dating
should come from the [MASK]."

4.4 Pronoun Neutralization
Although masking gendered terms (e.g. "man",
"women", "husband", "wife") within a sentence is
typically sufficient in concealing genderness, some
sentences also include other gender indicators (e.g.
pronouns whose referents are the masked tokens)
that might lead the model to predict our ground
truth in an inequitable manner. Here is an example:

• A [MASK] has the right to insist that his
spouse accept his view as to what can or can-
not be afforded.

Given that pronouns are explicit gender indica-
tors, then retaining them within our benchmark
sentences would false-fully result in a masked pre-
diction match. To mitigate this, we neutralized all
our non-masked tokens from providing any indica-
tion of the referent’s gender. Here is an example of
a neutralized version of the above masked sentence:

• A [MASK] has the right to insist that their
spouse accept their view as to what can or
cannot be afforded.

The above neutralized sentence can more ade-
quately and fairly evaluate sexism as there are no
gender indicators influencing the model’s predic-
tion.

5 Bias Metrics

We quantify bias in masked language models us-
ing the following metrics: Mean Probability Score
(MPS) and Mean Normalized Top-k (MNT).

5.1 Mean Probability Scores
The Mean Probability Score (MPS) measures the
average probability score the model assigns to bi-
asing tokens in our benchmark sentences. We cal-
culate the mean of the matched token’s probability
scores across all sentences using the following for-
mula:

1

N

N∑

i=1

Probi (1)

where N is the total number of masked sen-
tences, and Probi is the probability score for the
matched word within the i-th masked sentence.

5.2 Mean Normalized Top-k
Mean Normalized Top-k (MNT) measures the av-
erage normalized rank (top-k rank) of matched
masked predictions within our benchmark sen-
tences. The objective is to transform the origi-
nal top-k ranks into a normalized range between
0 and 1. This transformation occurs in two steps.
Initially, values are normalized by subtracting the
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minimum value (tmin) and then dividing by the
range between the maximum and minimum val-
ues (tmax − tmin), which ensures that the values
fall within the normalized range of 0 to 1. How-
ever, instead of directly scaling these normalized
values to the desired output range, we perform an
inverse transformation. In this inverse transforma-
tion, the maximum normalized value corresponds
to the minimum value rmin of the output range,
while the minimum normalized value corresponds
to the maximum value rmax of the output range.
As a result, a top-k value of 100, representing the
maximum in the original range, will be transformed
to 0 in the output range, whereas a top-k value of
1, representing the minimum in the original range,
will be transformed to 1 in the output range.

1

N

N∑

i=1

(
Topki − tmin

tmax − tmin

)
· (rmin − rmax) + rmax

(2)

6 Case Study

We conduct a case study to evaluate the effective-
ness of debiasing techniques using our SEXISTLY
benchmark. We first describe our experimental
setup, then introduce the debiasing techniques uti-
lized, and finally discuss the results through a series
of analytical research questions.

6.1 Experimental Setup

As described in Section 4, our benchmark includes
a: (1) sentence with one masked token, which is
the biasing token (e.g. "woman", "man"); (2) the
ground truth or candidate term (a list of male and
female gendered terms). We pass each masked sen-
tence (e.g. "All [MASK] are clingy") into the mask-
filling pipeline of each model and get back the top-
100 word predictions sorted in descending order of
their probability scores. We then check if any of the
top-100 masked predictions matches with any of
the male and female gendered list terms. If a match
occurs, we append the highest ranked match from
each gender into a dataframe of matches alongside
the probability score of the masked prediction and
its top-k index. We then use the probability score
and top-k index to compute the metric outlined in
the previous section. Table 2 illustrates a sample
of masked sentences alongside the matched tokens
and the computed metrics.

6.2 Debiasing Techniques

According to the literature and to the best of our
knowledge, we outline below the four prominent
debiasing techniques.

Context-Debias. Context-Debias (Kaneko and
Bollegala, 2019) is a technique for debiasing pre-
trained contextualized word embeddings in a fine-
tuning setting that both (a) preserves the semantic
information in the pre-trained contextualized word
embedding model, and (b) removes discriminative
gender-related biases via an orthogonal projection
in the intermediate (hidden) layers by operating at
token or sentence-levels.

Auto-Debias. Auto-Debias (Guo et al., 2022) is a
debiasing technique for masked language models
that does not entail referencing external corpora.
Auto-Debias contains two stages: First, automati-
cally crafting biased prompts, such that the cloze-
style completions have the highest disagreement
in generating stereotype words with respect to de-
mographic groups. Second, debiasing the language
model by a distribution alignment loss.

Counterfactual Data Augmentation. Counterfac-
tual Data Augmentation (CDA) (Zmigrod et al.,
2019) is a data augmentation technique that in-
volves generating new instances by modifying ex-
isting observations. This technique has been em-
ployed to mitigate gender bias in models by inter-
changing masculine-inflected nouns with feminine-
inflected nouns, and vice versa, thereby generating
additional data points that promote model general-
ization.

Dropout. Dropout (Webster et al., 2020) is a regu-
larization technique typically used to reduce over-
fitting in models, it is also effective for reducing
gendered bias problems. By randomly deactivat-
ing a portion of the neurons during training/fine-
tuning, dropout can mitigate the influence of
gender-specific features, contributing to a more
equitable and unbiased model.

6.3 How is Bias Currently Measured?

In SEAT, biases are measured by comparing associ-
ations between two sets of target concepts and two
sets of attributes (May et al., 2019). For instance,
a set of European American names and African
American names (as target concepts) might be com-
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Model MPSmale MPSfemale MNTmale MNTfemale SEATavg

BERT 0.053 (0%) 0.053 (0%) 0.869 (0%) 0.865 (0%) 0.35 (0%)
+ CDA 0.052 ↓( 1.9%) 0.051 ↓(3.8%) 0.871 ↑( 0.23%) 0.880 ↓( 1.0%) 0.25 ↓(28.6%)
+ CONTEXT-DEBIAS 0.039 ↓(25.5%) 0.048 ↓(9.4%) 0.885 ↑( 1.67%) 0.867 ↓( 4.5%) 0.53 ↑(54.3%)
+ AUTO-DEBIAS 0.004 ↓( 92.5%) 0.002 ↓( 96.2%) 0.756 ↓( 12.9%) 0.724 ↓(16.3%) 0.14 ↓( 60.0%)

ALBERT 0.034 (0%) 0.020 (0%) 0.858 (0%) 0.824 (0%) 0.28 (0%)
+ CDA 0.041 ↓(17.6%) 0.033 ↓( 34.8%) 0.849 ↓( 1.05%) 0.848 ↓( 2.4%) 0.30 ↑(7.1%)
+ DROPOUT 0.037 ↓( 8.8%) 0.029 ↓( 31.0%) 0.862 ↓( 1.04%) 0.869 ↓( 5.0%) 0.24 ↑(14.3%)
+ CONTEXT-DEBIAS 0.015 ↓(55.9%) 0.008 ↓( 60.0%) 0.831 ↓( 4.05%) 0.797 ↓( 3.4%) 0.33 ↑(17.9%)
+ AUTO-DEBIAS 0.003 ↓( 91.2%) 0.002 ↓( 90.0%) 0.825 ↓( 3.5%) 0.796 ↓( 3.2%) 0.18 ↓( 35.7%)

Table 3: Gender debiasing results of SEXISTLY on BERT and ALBERT models compared to average SEAT.
Effect sizes closer to 0 are indicative of less biased model representations.

pared to sets of pleasant and unpleasant words (as
attributes) (May et al., 2019). The biases are in-
ferred based on the strength of association between
the target concepts and attributes (May et al., 2019).
Example sentences from SEAT include:

• European American names: “This is Katie.”,
“This is Adam.” “Adam is there.”

• African American names: “Jamel is here.”,
“That is Tia.”, “Tia is a person.”

• Unpleasant: “This is evil.”, “They are evil.”,
“That can kill.”

StereoSet and Crow-S-Pairs measures biases by
presenting models with intrasentence contexts and
choices among a stereotype, anti-stereotype, and
unrelated option (Nadeem et al., 2020; Nangia
et al., 2020b). For example, in the domain of Gen-
der with a target as "Girl", a context is provided:
"Girls tend to be more _ than boys", with options:

• soft (stereotype)

• determined (anti-stereotype)

• fish (unrelated)

In all three evaluation benchmarks, the bias met-
ric is computed using the probability scores as-
signed to the stereo-typing and non-stereotyping
tokens. Based on our experiments, and as shown
in Table 3, debiasing leads to an evident nullifi-
cation of probability scores assigned to biasing
tokens, which subsequently reduces the resultant
bias scores according to existing bias evaluation
techniques. However, can we reliably and solely
utilize the probability score as a representative bias
measure?

6.4 Is the Probability Score Misleading?

In an effort to explore the effectiveness of utiliz-
ing the probability score within bias metrics, we
evaluate base and debiased variants of BERT and
ALBERT against our benchmark and use our pro-
posed metrics as comparative measures. Each of
our two metrics (mean probability score and mean
normalized top-k), shown in Table 3, have been
computed per gender and are denoted as MPSmale,
MPSfemale, MNTmale, MNTfemale respectively. Our
final bias score entails computing gaps between
probability scores and ranks of male and female
predictions across all sentences, however, this sec-
tion is geared towards highlighting the disparity
in percent reduction across both metrics before
computing their gaps. We use bert-based-uncased
(BERT) and albert-base-v2 (ALBERT) throughout
our experiments and apply four prominent debias-
ing techniques described in Section 6.2 onto each
of them.

SEXISTLY Results. In Table 3, we report the per-
cent decrease of mean probability scores and mean
normalized ranks in base and debiased masked lan-
guage models. We also report the average SEAT
score for each model. When analyzing the dis-
parity in percentage decrease between MPS and
MNT from base to debiased models, we found a
substantial difference. For instance, for the BERT
model, Auto-Debias technique leads to a 92.5%
and 96.2% decrease in MPS for male and female
respectively, compared to a decrease of 12.9% and
16.3% in MNT. Similarly, for ALBERT, the per-
centage decrease in MPS is 91.2% and 90.0% for
male and female respectively, whereas the percent-
age decrease in MNT is relatively modest at 3.5%
and 3.2% respectively. This disparity highlights
that debiasing is solely neutralizes the probabil-
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Figure 2: Violin-plot of MPS gap scores for base and debiased ALBERT models with all the sample points lying
outside and within the whiskers shown. Each data-point constitutes the gap between the probability score of the
male and female masked predictions for a given sentence.

ity score of biasing tokens, while retaining them in
high ranks. Meaning, a debiased model is returning
the same masked predictions as its base counter-
part, ranked in relatively the same order, but with
their probability scores heavily reduced (up to 96%
at times).

6.5 Can a Prediction’s Rank Provide a More
Accurate Quantification of Bias?

Some debiasing techniques attempt to reduce bias
in language models by minimizing the differences
in the distributions of different groups, the model
is encouraged to make predictions based on rele-
vant features rather than spurious correlations. This
yields a substantial drop in probability scores of bi-
ased masked predictions as shown in previous sec-
tions. Similar to the application of non-parametric
statistical tests for data data deviating from a nor-
mal distribution, we propose the use of MNT, a
measure that operates on the ranks of the predic-
tions rather than on the probability values them-
selves. By comparing ranks, MNT mitigates the
impact of outlier values or skewness in the data
distribution, offering a more representative bias
measure.

To further highlight the limitation of MPS and
potential efficacy of MNT, Figure 2 illustrates a
violin plot of the male-female MPS gap scores for
base and debiased ALBERT models against our
benchmark. Each data points represents the gap in
probability score of male and female tokens in a
sentence within our benchmark. The plot illustrates
a substantial reduction of MPS when Auto-Debias
is applied, with most data points centered around
0 illustrating a slight right-skew. Figure 3 shows a

similar violin plot, but also incorporates the MNT
gaps for ALBERT’s Auto-Debias model, compar-
ing them to the MPS gaps for that same model. The
MNT gaps of Auto-Debias ALBERT are spread out
across across a min of -0.72 and max of 0.62 with
a lower fence of -0.28 and an upper fence of 0.31.

Figure 3: Violin-plot of MNT and MPS gap scores for
debiased ALBERT models with all the sample points
lying outside and within the whiskers shown. Each
data-point constitutes the gap between the normalized
rank or probability score of the male and female masked
predictions for a given sentence.

Table 4 shows samples of masked sentences that
exhibit a large male-female rank gaps as well as
their nulled-out probability scores as a result of
applying a debiasing technique. Given this sen-
tence: "i can’t stand when [MASK] are announcers
on football", the probability score of "guys" and
"girls" is 0.0060 and 0.0002, while their ranks are
top-5 (normalized at 0.95) and top-65 (normalized
at 0.35) respectively. There is an evident gap in
ranks (0.60 after normalization) while a negligble
gap in probability scores.

7 Conclusion

In summary, this work presents SEXISTLY, a
benchmark to quantify sexism in masked language
models. To do so, we curated positive samples
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Masked Sentence Probmale Top-kmale (Norm) Probfemale Top-kfemale (Norm) ∆ Prob ∆ Top-k
i hate when there are [MASK] sports casters lol 0.0009 19 (0.81) 0.0005 63 (0.37) 0.0004 0.4400
i can’t stand when [MASK] are announcers on football 0.0060 5 (0.95) 0.0002 65 (0.35) 0.0058 0.6000
i don’t think i’ve ever seen a good show with a [MASK] lead 0.0019 4 (0.96) 0.0004 45 (0.55) 0.0014 0.4100
as a [MASK] i would have worded that sentence twice as good 0.0117 3 (0.97) 0.0040 18 (0.82) 0.0077 0.1500
i dont think a [MASK] should have to do housework 0.0005 4 (0.96) 0.0003 6 (0.94) 0.0002 0.0200

Table 4: Sample of masked sexism sentences against Auto-Debias "distilbert-uncased" model. This table highlights
the nulled out probability scores yet highly ranked masked predictions in a debiased language model.

of benevolent and hostile sexism from labelled
datasets and processed them by masking the biasing
tokens before passing them into the mask-filling
pipeline. We propose two bias metrics: Mean Prob-
ability Score (MPS) and Mean Normalized Top-k
(MNT) to adequately measure sexism in language
models. As a case study, we quantify and ana-
lyze sexism in base masked language models as
well as their debiased variants using four prominent
debiasing techniques: CONTEXT-DEBIAS, AUTO-
DEBIAS, CDA, and DROPOUT.

Our primary finding underscores that debiasing,
even it in its most effective form (Auto-Debias),
solely nulls out the probability score of biasing to-
kens while retaining them in high ranks. This has
been made evident through the lens of MNT, which
normalizes the ranks into a 0-1 range and computes
their average across all biasing masked predictions
in our benchmark. Auto-Debias illustrates a 90%-
96% reduction in mean probability scores from
base to debiased models, while only a 3%-16% re-
duction in mean normalized ranks. Using the ranks
of predictions, rather than their probability scores,
offers a more robust bias measure in a manner anal-
ogous to applying non-parametric statistical tests
to data not adhering to a normal distribution.

Limitations

While conducting research for our work we face
challenges due to the limitations mentioned below.
1) Binary definition of gender. The main limita-
tion of our work is the binary definition of gender
assumed throughout our experiments. We do rec-
ognize that this confined definition presents many
sub-limitations including; (a) excluding individuals
who identify as non-binary; (b) leading to a lack of
understanding and acceptance of individuals who
do not fit into the traditional binary. Future work
will aim to devise methodologies that are more
inclusive.
2) Limited number of sentences. Another limita-
tion of our work pertains to the size of the bench-
mark. Given that our aim is to build a benchmark

capable of quantifying a specific sub-linguistic phe-
nomenon (benevolent sexism), we needed to manu-
ally curate scarce positive sentences from the three
outlined datasets. Additionally, we had to config-
ure each sentence in a cloze-styled prompt template
while masking the gendered terms which are not
always evident.

References
Julia C Becker and Stephen C Wright. 2011. Yet another

dark side of chivalry: Benevolent sexism undermines
and hostile sexism motivates collective action for
social change. Journal of personality and social
psychology, 101(1):62.

Su Lin Blodgett, Solon Barocas, Hal Daumé III, and
Hanna Wallach. 2020. Language (technology) is
power: A critical survey of “bias” in NLP. In Pro-
ceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 5454–
5476, Online. Association for Computational Lin-
guistics.

Aylin Caliskan, Joanna J Bryson, and Arvind Narayanan.
2017. Semantics derived automatically from lan-
guage corpora contain human-like biases. Science,
356(6334):183–186.

Rachel A Connor, Peter Glick, and Susan T Fiske. 2017.
Ambivalent sexism in the twenty-first century.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Peter Glick and Susan T Fiske. 1997. Hostile and benev-
olent sexism: Measuring ambivalent sexist attitudes
toward women. Psychology of women quarterly,
21(1):119–135.

Yue Guo, Yi Yang, and Ahmed Abbasi. 2022. Auto-
debias: Debiasing masked language models with
automated biased prompts. In Proceedings of the
60th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers), pages

115

https://doi.org/10.18653/v1/2020.acl-main.485
https://doi.org/10.18653/v1/2020.acl-main.485
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/2022.acl-long.72
https://doi.org/10.18653/v1/2022.acl-long.72
https://doi.org/10.18653/v1/2022.acl-long.72


1012–1023, Dublin, Ireland. Association for Compu-
tational Linguistics.

Matthew D Hammond, Chris G Sibley, and Nickola C
Overall. 2014. The allure of sexism: Psychological
entitlement fosters women’s endorsement of benev-
olent sexism over time. Social Psychological and
Personality Science, 5(4):422–429.

Akshita Jha and Radhika Mamidi. 2017. When does
a compliment become sexist? analysis and classifi-
cation of ambivalent sexism using twitter data. In
Proceedings of the Second Workshop on NLP and
Computational Social Science, pages 7–16, Vancou-
ver, Canada. Association for Computational Linguis-
tics.

Masahiro Kaneko and Danushka Bollegala. 2019.
Gender-preserving debiasing for pre-trained word
embeddings. In Proceedings of the 57th Annual
Meeting of the Association for Computational Lin-
guistics, pages 1641–1650, Florence, Italy. Associa-
tion for Computational Linguistics.

Zhenzhong Lan, Mingda Chen, Sebastian Goodman,
Kevin Gimpel, Piyush Sharma, and Radu Soricut.
2019. Albert: A lite bert for self-supervised learn-
ing of language representations. arXiv preprint
arXiv:1909.11942.

Paul Pu Liang, Irene Mengze Li, Emily Zheng,
Yao Chong Lim, Ruslan Salakhutdinov, and Louis-
Philippe Morency. 2020. Towards debiasing sentence
representations. In Proceedings of the 58th Annual
Meeting of the Association for Computational Lin-
guistics, pages 5502–5515, Online. Association for
Computational Linguistics.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Laora Mastari, Bram Spruyt, and Jessy Siongers. 2019.
Benevolent and hostile sexism in social spheres: The
impact of parents, school and romance on belgian
adolescents’ sexist attitudes. Frontiers in Sociology,
4:47.

Chandler May, Alex Wang, Shikha Bordia, Samuel R.
Bowman, and Rachel Rudinger. 2019. On measuring
social biases in sentence encoders. In Proceedings
of the 2019 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, Volume 1 (Long and
Short Papers), pages 622–628, Minneapolis, Min-
nesota. Association for Computational Linguistics.

Moin Nadeem, Anna Bethke, and Siva Reddy. 2020.
Stereoset: Measuring stereotypical bias in pretrained
language models.

Nikita Nangia, Clara Vania, Rasika Bhalerao, and
Samuel R. Bowman. 2020a. CrowS-pairs: A chal-
lenge dataset for measuring social biases in masked

language models. In Proceedings of the 2020 Con-
ference on Empirical Methods in Natural Language
Processing (EMNLP), pages 1953–1967, Online. As-
sociation for Computational Linguistics.

Nikita Nangia, Clara Vania, Rasika Bhalerao, and
Samuel R. Bowman. 2020b. CrowS-Pairs: A Chal-
lenge Dataset for Measuring Social Biases in Masked
Language Models.

Mattia Samory, Indira Sen, Julian Kohne, Fabian
Flöck, and Claudia Wagner. 2021. Call me sexist,
but. . . : Revisiting sexism detection using psychologi-
cal scales and adversarial samples. In Intl AAAI Conf.
Web and Social Media, pages 573–584.

Zeerak Waseem and Dirk Hovy. 2016. Hateful symbols
or hateful people? predictive features for hate speech
detection on Twitter. In Proceedings of the NAACL
Student Research Workshop, pages 88–93, San Diego,
California. Association for Computational Linguis-
tics.

Kellie Webster, Xuezhi Wang, Ian Tenney, Alex Beutel,
Emily Pitler, Ellie Pavlick, Jilin Chen, Ed Chi, and
Slav Petrov. 2020. Measuring and reducing gendered
correlations in pre-trained models. arXiv preprint
arXiv:2010.06032.

Ran Zmigrod, Sabrina J. Mielke, Hanna Wallach, and
Ryan Cotterell. 2019. Counterfactual data augmenta-
tion for mitigating gender stereotypes in languages
with rich morphology. In Proceedings of the 57th
Annual Meeting of the Association for Computational
Linguistics, pages 1651–1661, Florence, Italy. Asso-
ciation for Computational Linguistics.

116

https://doi.org/10.18653/v1/W17-2902
https://doi.org/10.18653/v1/W17-2902
https://doi.org/10.18653/v1/W17-2902
https://doi.org/10.18653/v1/P19-1160
https://doi.org/10.18653/v1/P19-1160
https://doi.org/10.18653/v1/2020.acl-main.488
https://doi.org/10.18653/v1/2020.acl-main.488
https://doi.org/10.18653/v1/N19-1063
https://doi.org/10.18653/v1/N19-1063
http://arxiv.org/abs/2004.09456
http://arxiv.org/abs/2004.09456
https://doi.org/10.18653/v1/2020.emnlp-main.154
https://doi.org/10.18653/v1/2020.emnlp-main.154
https://doi.org/10.18653/v1/2020.emnlp-main.154
https://doi.org/10.18653/v1/N16-2013
https://doi.org/10.18653/v1/N16-2013
https://doi.org/10.18653/v1/N16-2013
https://doi.org/10.18653/v1/P19-1161
https://doi.org/10.18653/v1/P19-1161
https://doi.org/10.18653/v1/P19-1161


Proceedings of the 4th Workshop on Evaluation and Comparison of NLP Systems, pages 117–138
November 1, 2023 ©2023 Association for Computational Linguistics

The Eval4NLP 2023 Shared Task on
Prompting Large Language Models as Explainable Metrics

Christoph Leiter∗, Juri Opitz†, Daniel Deutsch‡, Yang Gao⋄

Rotem Dror††, Steffen Eger∗
∗ Bielefeld University, Germany † Heidelberg University, Germany
‡ Google, US ⋄ Google Research, UK †† University of Haifa, Israel
christoph.leiter@uni-bielefeld.de opitz.sci@gmail.com

dandeutsch@google.com gaostayyang@google.com
rdror@is.haifa.ac.il steffen.eger@uni-bielefeld.de

Abstract

Generative large language models (LLMs) have
seen many breakthroughs over the last year.
With an increasing number of parameters and
pre-training data, they have shown remarkable
capabilities to solve tasks with minimal or no
task-related examples. Notably, LLMs have
been successfully employed as evaluation met-
rics in text generation tasks. Approaches often
differ in the input prompts, the samples that are
selected for demonstration and the construc-
tion process of scores from the output. Within
this context, we introduce the Eval4NLP 2023
shared task that asks participants to explore
such approaches for machine translation eval-
uation and summarization evaluation. Specifi-
cally, we select a list of allowed LLMs and dis-
allow fine-tuning to ensure a focus on prompt-
ing. We evaluate the approaches of the partici-
pants on a new reference-free test-set spanning
3 language pairs for machine translation as well
as a summarization dataset. Further, we present
an overview of the approaches taken by the par-
ticipants, present their results on the test set
and analyze paths for future work. Finally, as a
separate track, we perform a small-scale human
evaluation of the plausibility of explanations
given by the LLMs. We make parts of our code
and datasets available.1

1 Introduction

The ChatGPT revolution in late 2022 has ignited
a wide public and scientific debate about the pos-
sibilities (and limitations) of generative AI in var-
ious fields and application scenarios (Leiter et al.,

1https://github.com/eval4nlp/SharedTask2023/tree/main

2023b; Eger et al., 2023), including education (Ha-
laweh, 2023), logic (Liu et al., 2023a), medicine
(Dave et al., 2023), math (Frieder et al., 2023),
programming (Rozière et al., 2023) and science
(Belouadi et al., 2023).

The immense research interest has also triggered
the exploration of numerous approaches that lever-
age generative large language models (LLMs) as
evaluation metrics (Kocmi and Federmann, 2023;
Liu et al., 2023b; Fu et al., 2023; Xu et al., 2023b;
Fernandes et al., 2023) for natural language genera-
tion (NLG) tasks like machine translation (MT) and
summarization. Recent LLM based approaches dif-
fer, for example, in their prompting strategies, e.g.,
in the way that natural language instructions are
used to trigger the LLM to compute metric scores.
For example, GEMBA (Kocmi and Federmann,
2023) uses zero-shot prompting to directly predict
scores or quality labels in the output. In contrast,
AutoMQM (Fernandes et al., 2023) instructs LLMs
to predict fine-grained error labels and uses these
to compute the final scores. These works have con-
tributed to the exploration of prompting for NLG
evaluation, but an exhaustive exploration of ap-
proaches remains unaddressed. Further, many ap-
proaches leverage closed source LLMs while much
fewer use open source LLMs. Those approaches
relying on open source LLMs put a large focus on
acquiring training data (e.g. Xu et al., 2023b) and
fine-tune models to specific tasks. Given this typi-
cal focus on fine-tuning and motivated by promis-
ing work on prompting techniques2 (e.g. Wei et al.,

2Various websites track the development of prompt-
ing techniques, e.g. https://www.promptingguide.
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Figure 1: Using a generative LLM as MT evaluation metric. In this example, the metric is reference-free. I.e. it
grades the translated sentence based on its source sentence. The input sentences are wrapped into a prompt that
is given to an LLM. The LLM generates an output and a final score could for example be constructed from this
textual output or from other values involved in the process. The red borders indicate the focus of our shared task.
Participants should evaluate the best prompts and the best approaches to construct scores from model output.

2022; Yao et al., 2023; Wang et al., 2023; Zhou
et al., 2023), we notice a research gap in the thor-
ough examination of prompting and score compo-
sition in the domain of NLG metrics, especially for
open-source generative LLMs.

The Eval4NLP 2023 shared tasks aims to fill this
gap by disallowing participants to fine-tune mod-
els and by restricting model usage to a fixed list
of LLMs (see Figure 1). Hence, participants may
only vary how models are prompted, how scores
are extracted, and how models are used in combina-
tion. To make the task more inclusive, we consider
large and small(er) LLM’s in two separate tracks.
This is different from shared tasks without model
restriction, where the largest models often perform
best, for example, the WMT metrics shared task
(e.g. Freitag et al., 2022).

The goal of the shared task is to design evalu-
ation metrics for MT and summarization, which
we select as sub-tasks of NLG, while adhering to
the model restrictions. Our contributions are the
following:

• We design a novel, restricted evaluation set-
ting that allows to focus on prompting and

ai/, https://github.com/promptslab/
Awesome-Prompt-Engineering, https://github.com/
DukeLuo/awesome-awesome-prompts, https://github.
com/snwfdhmp/awesome-gpt-prompt-engineering,
https://github.com/dqxiu/ICL_PaperList, https:
//github.com/EgoAlpha/prompt-in-context-learning

score extraction in building evaluation met-
rics. This might aid inexpensive development
of new metrics without fine-tuning or could
benefit the selection of metric architectures
with fine-tuning.

• We organized a CodaLab (Pavao et al., 2023)
/ Codabench (Xu et al., 2022) competition
where participants could submit their system
scores in a dev- and test-phase. The dev-phase
has received 44 participant registrations, of
which 9 teams have submitted contributions to
the test-phase leaderboard and system papers.
This paper summarizes their approaches and
findings and presents their final ranking.

• We collect a novel dataset from Wikipedia arti-
cles created past the 15.07.2023 with the goal
of minimizing the use of data that has been
used to pre-train LLaMA2 (Touvron et al.,
2023) released on 17.07.2023. This is because
some of the allowed models are fine-tuned ver-
sions of LLaMA2.

• In line with the Eval4NLP 2021 shared task
(Fomicheva et al., 2021), we consider the ex-
plainability of the designed metrics. The gen-
erative nature of LLMs allows to return nat-
ural language or formatted explanations of
its output. While these explanations are not
necessarily faithful, they also offer value if
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they are plausible (Leiter et al., 2023a) or
might support the generation process itself
(Wei et al., 2022).

Our paper is structured into 8 sections. §2 gives
an overview of how our shared task is related to
other competitions. §3 describes the competition
setup and §4 / §5 describe the datasets and annota-
tion process for the test phase respectively. In §6,
we highlight the approaches tested by the partici-
pants, especially those for the test set submissions.
§7 presents the final scores of the participants on
the test set and further analyses. Finally, §8 dis-
cusses future work and provides a conclusion.

2 Related Work

In this paragraph, we describe other work that is
related to our shared task. In specific, we give a
brief overview of evaluation metrics, highlight the
recent development on metrics that are based on
generative LLMs and describe related shared tasks.

NLG evaluation metrics The evaluation of NLG
systems is necessary to compare them to other Sys-
tems and generally evaluate their applicability in
intended scenarios. Manual/human evaluation is
expensive, time consuming and often infeasible for
larger datasets. Hence, automatic metrics are con-
structed. Many early metrics like BLEU (Papineni
et al., 2002) and ROUGE (Lin, 2004) measure the
lexical overlap between the generation and a human
written reference. Metrics that use manually anno-
tated references are called reference-based, while
metrics that evaluate the generation quality based
on the source text are called reference-free (in MT
also Quality Estimation, QE). The early metrics
that are based on lexical overlap have limitations
in their ability to capture semantics of generated
text (e.g. Reiter, 2018). For example, a generation
might not be graded as good if it uses paraphrases
of the reference texts. Newer metrics are usually
based on language models that are able to embed
the meanings of tokens (e.g. Zhang et al., 2020;
Zhao et al., 2019; Sellam et al., 2020; Rei et al.,
2020). These metrics achieve strong correlations to
human judgments of generation quality (e.g. Fre-
itag et al., 2022). Embedding based metrics have
also enabled reference-free evaluation. This has
the added benefit of no longer needing human ref-
erence generations and therefore enables further
use cases, such as checking generation quality on
the fly (e.g. Zerva et al., 2022), training with met-
rics as supervision signal (e.g. Wu et al., 2018) and

using metrics during decoding (Fernandes et al.,
2022). However, the usage of black-box systems in
the evaluation process also poses new challenges.
For example, it can be difficult to understand why
metrics exhibit certain behavior, they might lack
robustness and fail in unexpected scenarios and
they might show social biases (e.g. Leiter et al.,
2023a). Surveys on NLG metrics are presented by
(e.g. Celikyilmaz et al., 2021; Sai et al., 2022).

Generation-based evaluation metrics Related
work includes other generation-based metrics. Be-
ginning with PRISM (Thompson and Post, 2020)
and BARTScore (Yuan et al., 2021), generation-
based metrics have shown strong performance.
These two metrics use the generation probabil-
ity of paraphrases or translations as metric scores.
Newer work that follows the same principle with
more high-performing LLMs has shown improved
scores (e.g. Fu et al., 2023). Another branch of
generation-based metrics has originated with recent
GPT models and shows that models can directly
perform the task of grading machine generated text
from in-context task descriptions (e.g. Kocmi and
Federmann, 2023; Chiang and Lee, 2023; Fu et al.,
2023; Xu et al., 2023b; Yang et al., 2023; Lu et al.,
2023). We will refer to these metrics as output-
based. Here, the rating is usually returned directly
in the generated output text or constructed from it.
Another branch of these models employs genera-
tive LLMs for ranking between better and worse
generations (Zheng et al., 2023; Shen et al., 2023;
Ji et al., 2023).

This recent surge of approaches has motivated
our shared task. During the runtime of the shared
task, other state-of-the-art approaches have been
published (e.g. Fernandes et al., 2023). The sys-
tems submitted to our competition are different
from most generation-based metrics in thoroughly
exploring the usage of fixed recent open-source
LLMs since ChatGPT without the usage of fine-
tuning.

Evaluation Shared Tasks Our shared task is also
related to other shared tasks that consider the evalu-
ation of evaluation metrics for NLG, especially for
MT and summarization. For MT, the established
WMT workshop comprises multiple shared tasks
on MT evaluation. Especially, the WMT metrics
shared task (e.g. Mathur et al., 2020; Freitag et al.,
2021b, 2022) and the WMT shared task on quality
estimation (e.g. Specia et al., 2020, 2021; Zerva
et al., 2022) are related to ours. The main track of
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Figure 2: Schematic overview of possible approaches to compute scores from a generative LLM. Zero-shot
approaches do not present examples in the prompt, while few-shot approaches present them. Chain-of-though (Wei
et al., 2022) approaches trigger the LLM to generate an explanation of its process before returning the final score.
Fine-grained approaches, e.g. Fernandes et al. (2023), first construct a detailed error analysis and then construct a
final score from them. Translation probability approaches, e.g. Fu et al. (2023), use the probability of generating
a paraphrase as a translation. In a majority vote approach the results from multiple prompts could be combined.
Self-refinement approaches could trigger a model multiple times to refine its output.

the WMT metrics shared task considers the system-
and segment-level evaluation quality of MT metrics
— that is, how well can metrics reflect the quality
of whole MT systems or single segment transla-
tions. Recent years also put a focus on evaluating
the robustness of metrics towards certain linguistic
phenomena. The main track of the WMT metrics
shared task consists of a reference-based evalua-
tion, i.e., metrics compare the machine translation
to human-written reference translations. Recent
editions also contain a track for reference-free eval-
uation, where submitted metrics should directly
compare the machine translation to its source text.
Since 2021, the WMT metrics shared task has ac-
quired its test data using the fine-grained MQM
evaluation scheme (Lommel et al., 2014; Freitag
et al., 2021a) that has been shown to be more accu-
rate than crowd-sourced direct assessment annota-
tions. The WMT shared task on quality estimation
sets its main focus on the reference-free evaluation
of machine translations. In recent years, their test
sets are also annotated with MQM. Additionally,
the quality estimation workshop has, for example,

conducted tasks on word-level error prediction and
span-level error severity prediction.

Like the WMT QE shared task, our task is the
reference-free evaluation of machine translations.
The biggest difference of our shared task is that we
fix the allowed models. That means, participants
may only use models from a list we provide to them.
Hence, participants have to focus on a thorough ex-
ploration of prompting and score extraction rather
than fine-tuning and dataset creation. A second
difference is that we include summarization as a
subtask. As a third difference, our shared task has
a subtrack to evaluate explanations that are created
as a byproduct of scoring with generative LLM’s
for plausibility. This last point offers parallels to
the Eval4NLP 2021 shared task (Fomicheva et al.,
2021) and its successor subtask at the WMT 2022
shared task (Zerva et al., 2022) on quality estima-
tion. These tasks treated human word-level error
annotations as explanations of translation quality
and evaluated their correlations to manual anno-
tations. In our subtask, we allow for any kind of
explanation. Background information on explain-
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ability for machine translation metrics can be found
in Leiter et al. (2023a).

3 Shared Task Setup

As described in §1, the goal of our shared task is to
leverage generative LLMs as (explainable) metrics
for MT and summarization.3 Thereby, participants
are not allowed to fine-tune their models and only
certain models are allowed. Figure 1 shows the
general setup of using generative LLMs as metrics,
illustrated with an example from MT. The figure
shows that final scores could be constructed from
the generated model output or from other variables
involved in the inference process. Specifically, re-
cent work on prompting and metrics offer a wide
range of possibilities to influence score construc-
tion even without fine-tuning. Some of them are
shown in Figure 2.

LLM sizes We organize two tracks based on the
model sizes. Models smaller than 25B parameters
are considered as small, and models bigger than
25B parameters as large. Table 1 gives an overview
of the allowed models. We mainly choose these
models based on their good average performance
on the Huggingface Open LLM Leaderboard.4 For
Platypus2, Guanaco and WizardLM, we use 4-bit
quantized versions with GPTQ (Frantar et al., 2023)
to lower the system requirements to run them. Of
these models, only the Guanaco model was explic-
itly fine-tuned with multilingual data. The models
Wizard, Nous and Guanaco were allowed for use
from the start of the competition, while the other
3 models were added to the list 20 days later. In
another track, we explore the explanatory value of
explanations created as a byproduct of the scoring
process (see §7).

Phases Our shared task was conducted in two
phases. First, we hosted a dev-phase on CodaLab5

(Pavao et al., 2023) from 07.08.23 to 30.09.23. In
this phase, participants were developing their ap-
proaches and could already evaluate their scores
on a leaderboard. While the standing in the dev-
phase does not influence the ranking of the shared
task, the phase aided the creation of a competi-
tive atmosphere, acted as an advertisement for the
competition and allowed us to gauge the number of

3We treat MT and summarization as separate tracks.
4https://huggingface.co/spaces/HuggingFaceH4/

open_llm_leaderboard
5https://codalab.lisn.upsaclay.fr/

competitions/15072

interested participants. The main part of the compe-
tition was the test-phase conducted from 26.09.23
to 01.10.23. Due to performance problems and
unforeseen issues with extending the competition
setup on CodaLab, the test phase was migrated to
its successor Codabench 6 (Xu et al., 2022). Sub-
missions to the dev-phase and test-phase both had
to contain at least a file with newline separated
scores that grade each sample of our datasets. The
test-phase additionally required to enter a team
name, to indicate the track for each submission
and to provide additional files with (1) a short sys-
tem description, (2) newline separated prompts for
each input, and (3) optionally newline separated
explanations.

We describe the shared task datasets in §4.

4 Datasets

During the dev-phase of our shared task, we pro-
vided participants with a train- and a dev-set. For
the test-phase, we further added a test-set.

Train- & Dev-set Our train- and dev-sets are
constructed from two datasets. For MT, we select
the en-de and zh-en MQM partitions of the WMT
2022 metrics shared task (Freitag et al., 2022). For
summarization, we select SummEval (Fabbri et al.,
2021). We conduct our task in a reference-free
setting, that is, we do not provide human written
reference translations or summaries. Hence, we
remove the references provided with WMT and
SummEval. SummEval has separate scores for rel-
evance, factuality, coherence and consictency for
each sample. We construct a single score per ex-
ample by averaging these separate scores. Further
changes to the original datasets include the split
into train- and dev-partitions as well as shuffling.
In the dev phase participants could experiment with
generalizable (prompting) approaches.

Test-set We collect a novel test set for the test-
phase of our shared task. It consists of 3 language
pairs for MT: en-de, en-es, en-zh and a summa-
rization part. We only choose high-resource lan-
guages, as the LLaMA(2)-based models have seen
limited multilingual data during their pre-training
and fine-tuning. Hence, high-resource languages
can indicate an upper bound of what these models
can achieve without further fine-tuning. To reduce
the possibility that our chosen LLMs were trained

6https://www.codabench.org/competitions/1359/
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Mode Release Date Track

Platypus2-70B-Instruct-GPTQ7 (Lee et al., 2023a) 11.08.23 Large
Guanaco-65B-GPTQ8 (Dettmers et al., 2023) 25.05.23 Large
WizardLM-13B-V1.1-GPTQ9 (Xu et al., 2023a) 07.07.23 Small
Nous-Hermes-13b10 03.06.23 Small
OpenOrca-Platypus2-13B11 (Lee et al., 2023b; Mukherjee et al., 2023) 11.08.23 Small
orca_mini_v3_7b12 (Mathur, 2023; Mukherjee et al., 2023) 07.08.23 Small

Table 1: Generative LLMs whose usage was allowed in the Eval4NLP 2023 shared task.

on parts of the test set, we gather Wikipedia articles
created after 15.07.23 as source texts.13

Figure 3 shows the score distributions of our
datasets. We can see that all language pairs exhibit
a pattern of centering around values divisible by
5. This makes sense, as MQM weighs major er-
rors with 5 points. Also, in en-es, samples have
generally received a higher score; i.e., fewer major
errors were annotated. Finally, our summarization
dataset, which uses a combined annotation scheme
(see §5) does not show this pattern.

5 Annotation

In this section, we describe the annotation process
of our dataset. For MT annotation, we hire one
annotator per language pair: one Master student
who speaks Spanish as mother tongue with English
certifications, one NLP Bachelor student, who is a
native English speaker that lives in Germany since
many years, and one data and discourse studies
Master student, who is a native Chinese speaker
who uses English on a daily basis. For summariza-
tion annotation, we hire one NLP Bachelor student
as well as a data and discourse studies Master stu-
dent with a prior master in linguistics. Both an-
notators annotated the same data. All annotators
demonstrated their suitability for the role in initial
test rounds with further applicants. The distribution
of our final MT dataset is shown in Table 3. The
total annotation costs were ca. 5000C.

We use Google’s Anthea14 as annotation tool,
because of its support for MQM annotations (Lom-
mel et al., 2014; Freitag et al., 2021a). As we
mostly annotate single sentences for MT, we mod-
ify Anthea to provide context via a Wikipedia URL
that can be consulted if annotators are unsure about
a translation. For summarization, annotations were

13Limitations of this approach are discussed in §8
14https://github.com/google-research/

google-research/tree/master/anthea

conducted in a modified version of Anthea with a
new template (we show a screenshot of the UI in
Appendix C).

For both data sets, we perform fine-grained an-
notations. In MT this has been shown to yield
more reliable human annotations than other anno-
tation schemes (Freitag et al., 2021a). Also, the
fine-grained annotations could be used later-on to
verify automatically generated explanations. As we
only received 2 submissions for the explainability
track, we do not consider apply this in this report.

MT We construct the MT dataset from random
source sentences with a minimum length of 110
characters, as tokenized by the NLTK sentence tok-
enizer15. In a few cases, multiple sentences are con-
catenated due to missing spaces between dots. We
obtain machine translations with 4 different trans-
lation models (see Table 2). Further, we use MQM
as annotation scheme and conducted the annotation
process in multiple batches to allow for corrections
in subsequent batches. The batch sizes varied be-
tween 200 and 600 samples. For the first batch, we
changed parts of the process during the annotation.
Specifically, we had accidentally chosen an incor-

rect tokenization for the first few samples of the
first batch.16 This may have led to coarser annota-
tion and to ignoring some punctuation issues. We
still use these samples, as punctuation errors only
have a very small weight in MQM and a coarser
annotation does not change the severity assigned
to errors. Hence, we assume that the impact on the
MQM scores is minimal. Another change between
annotation versions is that the first batch contains

15https://www.nltk.org/api/nltk.tokenize.html
16For the evaluation phase, we keep the annotations of the

first batch, as small issues in source sentences should not
invalidate the possibility of creating good translations; instead,
we remove every sentence from the final dataset that has at
least one major source error. We do this as major source errors
might cause ambiguity in the annotation process. For example,
if the source is unreadable, it is unclear which quality should
be expected from the translation.
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Figure 3: Score distributions of our datasets. The annotation process is described in §5.

unordered sentences, while in the second version,
all translations of a single source follow each other
(in a random order). This has majorly improved
the annotation speed as annotators do not need to
reread the source sentences anymore. Further, the
annotators commented on difficult source texts in
the first batch. Therefore, in the following batches,
we pre-filter the Wikipedia source articles by their
quality classes17 and keep only c-class and better
articles. Furthermore, we employ languagetool18 to
filter for the grammatical correctness of the source
sentences.

To verify the quality of the dataset, members of
our team who are native speakers of the respective

17https://en.wikipedia.org/wiki/Wikipedia:
Content_assessment

18https://languagetool.org/de

target languages have annotated small subsets of
30-50 samples of the datasets. Table 4 shows the
agreement on these subsets. For en-es, either the
MT models were more performant, the annotator
might have been missing some errors or annotating
them less strictly, as suggested by Figure 3.

Summarization We select random sections from
Wikipedia that have a length of 150 to 800 tokens
as measured by the tokenizer of bart-large-cnn.
The summarization models we use are listed in
Table 2. To create a dataset that offers as much
explanatory value on the summary quality as possi-
ble, we perform a fine-grained evaluation inspired
by MQM. However, we cannot simply reuse all
criteria of the MQM commonly used in MT, as
instead of fulfilling the criteria of adequacy, sum-
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MT Models19 Summarization Models

mbart50_en2m (Fan et al., 2021) sshleifer/distilbart-cnn-12-620 (Shleifer and Rush, 2020)
mbart50_m2m (Fan et al., 2021) facebook/bart-large-cnn21 (Lewis et al., 2020)
m2m_100_418M (Tang et al., 2021) google/bigbird-pegasus-large-bigpatent22 (Zaheer et al., 2020)
m2m_100_1.2B (Tang et al., 2021) facebook/bart-large-xsum23 (Lewis et al., 2020)

mT5_multilingual_XLSum24 (Hasan et al., 2021)

Table 2: An overview of the translation and summarization models we have used to created our datasets.

Type Train Dev Test

en-de 11046 7364 1425
en-es - - 1834
en-zh - - 1161 (1297)
zh-en 15750 10500 -
summarization 320 1280 671 (825)

Table 3: Number of samples in our datasets. In the case
of the brackets, we filtered out potentially malformed
examples after the test phase was conducted.

Type Agreement

en-de 0.458
en-es 0.239
en-zh 0.480

summarization 0.625

Table 4: Kendall agreement between annotators. For
MT, the agreement was calculated on 30-50 samples.
For summarization, it was calculated on 373 examples.

maries need to capture the most relevant facts (rele-
vance) and only represent correct facts (factuality).
Specifically, we orient ourselves on the quality cri-
teria for summaries by Dang (2005); Fabbri et al.
(2021): relevance, factuality, and readability, where
readability includes the property of coherence and
fluency. We note that readability is already cov-
ered to a large degree by the MT MQM annotation
guidelines. We change them by removing adequacy
and adding coherence. Coherence has the follow-
ing sub-categories: referential clarity, redundancy,
structure, and meaning. The meaning category
refers to cases where the summary changes the
meaning of the source text without hallucinating,
e.g., by concatenating facts in the wrong order.

One common approach to determine the rele-
vance and factuality of summaries is the pyramid
approach (Nenkova and Passonneau, 2004). Here,
small atomic facts of many human written refer-
ences are collected and ordered in a pyramid, based

on their occurrence count. Instead we introduce
a more resource efficient approach, where we use
a reference-free method for annotating the sum-
maries’ relevance and factuality. Inspired by Liu
et al. (2023c), who manually split the source text
into atomic facts, we leverage the NLTK sentence
tokenizer to split the source text into enumerated
sentences. In some cases, sentences were not split
correctly. In sentences of the final test set, we have
corrected them manually. We treat each sentence as
a single fact.25 Next, we annotate the relevance of
each of these facts, i.e., how likely would the anno-
tator use the fact in a given sentence if they should
write a summary themselves. Then, we annotate
which source sentence is reflected in which part
of the summary. By doing so, we can weigh the
relevance of each fact that appears in the summary.
Finally, we annotate each fact not represented in
the original source text as a hallucination. Based
on these components, we build a heuristic that is
negative for bad summaries and positive for good
summaries. The equation is shown in Figure 4. α,
β and γ can be chosen to determine the influence
of each sub-score for relevance, hallucinations and
readability, respectively. There are many design
choices regarding the weighting of each component
and different normalization approaches. We find
that these generally only have a small impact on
the final ranking of our shared task (see Appendix
A). Longer summaries can contain more facts and
would hence receive higher scores in this heuris-
tic. We address this issue by generating summaries
of similar lengths using max token settings. The
example in Figure 5 shows this annotation process.

Like with MT, we annotated in several batches.
After the first batch, as for MT, we took measures to
improve the source quality and ordered the sources
to allow for faster annotations. After a check on the
annotation quality, some misunderstandings of the

25Splitting each sentence into more granular facts, might
further improve the fine-grained score composition but would
require more effort in determining distinct facts.
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∑

i∈Facts in Summary

α ∗ relevance(i) + β ∗ |Hallucinated Characters|
|Characters in the summary| + γ ∗MQM (1)

Figure 4: A heuristic for fine-grained reference-free evaluation of summaries. We set α = 3, β = 5 and γ = 1.

Figure 5: An example of the summarization annotation process.

annotation classes were uncovered and discussed.
In the final evaluation, we drop all examples labeled
before this discussion, such that we keep a total
of 671 samples. Further, one annotator showed
a larger annotation speed and a more consistent
understanding of the task. In the test set, we use
the annnotations of this annotator.

Table 4 shows the agreement between the an-
notators. It is high for relevance and factuality

annotations and lower for the MQM part.

Evaluation
Following earlier WMT tasks on segment-level
evaluation, we compute Kendall’s tau correlation
(KENDALL, 1945) to compare the system gener-
ated scores to human scores. We further report the
Spearman and Pearson correlations.26 Future work

26For these evaluations of correlations, we use the imple-
mentations of the python scipy library: https://scipy.org/
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could explore if the usage of other and possibly
more suited variants of Kendall, as suggested by
Deutsch et al. (2023), might affect the rankings of
our competition.

6 Shared Task Approaches

The test phase of our shared task received submis-
sions from 12 different teams, 9 of which submitted
system papers. Here, we summarize the approaches
of these 9 systems and announce their final stand-
ings. Table 5 gives an overview of the participating
teams and of the tracks they are participating in.27

This table can be used as a mapping for the scores
reported in §7.

We divide the approaches taken by the partic-
ipants into probability-based, output-based and
agent-based.28 Besides their final approaches, the
participants have explored a large number of possi-
ble variations. Afterwards, we introduce the base-
line approaches, we compare the participants with.

Probability-based Probability-based approaches
calculate how likely a paraphrase or translation
of an input is generated with an LLM. Probabil-
ity based approaches are explored by Zhang et al.
(2023) and Pradhan and Todi (2023). Zhang et al.
(2023) define 10 different prompts to translate a
source sentence with an LLM. They combine this
approach with demonstrating samples in the in-
put prompt selected by (among others) SBERT
(Reimers and Gurevych, 2019). Further, they use
ensembles to recombine the scores of multiple
prompts and models. Pradhan and Todi (2023) use
the probability-based approach with own prompts
and prompts designed by the authors of GPTScore
(Fu et al., 2023).

Output-based All submitted papers explore the
direct usage of an LLM’s natural language output
as score. Zhang et al. (2023) test the same sam-
ple selection and ensembling strategies described
above with 4 different prompts in an output-based
setting. Larionov et al. (2023) follow a simi-
lar approach to Zhang et al. (2023) and retrieve
demonstration examples by finding similar exam-
ples with LABSE (Feng et al., 2022) embeddings in
an output-based setting. Pradhan and Todi (2023)

27While the first and last authors of Larionov et al. (2023)
are members of the NLLG group, we did not share any inter-
nal details that would have given them an advantage. They
developed their approach independently.

28View §2 for the distinction of probability-based and
output-based.

try one approach in which they present a prompt
that triggers the prediction of a single score and one
approach that triggers the model to first rate sum-
mary qualities for consistency, coherence, fluency
and relevancy. Then they aggregate these scores
in 3 different ways. Baswani et al. (2023) quan-
tize Orcamini themselves to run an even smaller
model (which is close to violating the allowed set-
tings of the shared task). They provide a detailed
explanation to their model that triggers it to pro-
duce fine-grained scores and a combined score in
the same output. Kim et al. (2023) choose rating
guidelines from related work — concretely, the hu-
man guidelines (HG) for SummEval, the machine
guidelines for G-Eval (Liu et al., 2023b) and eval-
uation steps generated by GPT4 (OpenAI, 2023).
They test various adaptations to this prompt, ex-
plore the usage of examples in the prompt and the
usage of coarse-grained vs. fine-grained and aggre-
gated scores. On the test set, they add a shortcut
for very bad summarizations and employ bucket-
ing for their scores. Akkasi et al. (2023) explore
evaluating 6 different criteria over all model com-
binations. Kotonya et al. (2023) explore 8 prompt
types: 3 base prompts and their extensions with
chain-of-though (Wei et al., 2022), zero-shot and
few-shot settings. Mahmoudi (2023) explores vari-
ous zero-shot and few-shot settings with Orcamini.
Finally, Mahmoudi (2023); Baswani et al. (2023)
generate explanations as an additional request to
their model.

Agent-based While they also use an output-
based setup, we place Lu and Yu-Ting (2023) in
a separate group. They define 4 characters that
should be played by a model and a list of 10 prop-
erties. For example they define “Internet Troll” as
a critical character or “Teacher” as more knowl-
edgeable character, with the intention that different
viewpoints can help to judge generation quality
better. Then, they evaluate the combined 40 set-
tings and use XGBoost (Chen and Guestrin, 2016)
to combine their scores. While they did not add
their top submissions to the final leaderboard they
present their reasonably good final scores in their
paper.

Baselines As baselines, we use the widely used
metrics BERTScore (with XLMR-large embed-
dings) (Zhang et al., 2020), SBERT (Reimers and
Gurevych, 2019) cosine-similarity (with XLMR-
large embeddings), SUPERT (Gao et al., 2020),
GEMBA (Kocmi and Federmann, 2023) and
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Team Authors Tracks

Pradhan/Todi (Pradhan and Todi, 2023) S, SU
Kotonya et. al. (Kotonya et al., 2023) S, SU
DSBA (Kim et al., 2023) S, L, SU
HIT-MI&T Lab (Zhang et al., 2023) S, MT
IUST_NLP_Lab (Mahmoudi, 2023) S, SU, E
LTRC (Baswani et al., 2023) S, MT, SU, E
NLLG (Larionov et al., 2023) L, MT, SU
TaiwanSenior (Lu and Yu-Ting, 2023) S, MT
iML (Akkasi et al., 2023) S, L, SU

Table 5: Overview of shared task submissions. The letters are abbreviations for the following tracks: S(mall model
track), L(arge model track), M(achine)T(ranslation track), SU(mmarization track), E(xplainability track).

Comet-Kiwi-XXL (Rei et al., 2023). Further, we
include one baseline for every allowed model that
uses the DA score prompt of GEMBA (Kocmi and
Federmann, 2023) (with a slight modification for
summarization). The models are further specified
in Appendix D.

7 Results and Analysis

In this section, we first report statistics of the shared
task. Then we will present and discuss the final
system ranking. Note that we include submissions
of participants on the test-set-leaderboard that did
not submit a system paper. However, we do not
describe their approaches in §5. Lastly, we will
discuss the implications of these results on the de-
velopment of generation-based metrics.

Statistics The dev-phase on CodaLab has re-
ceived 44 registrations, 13 of which have submit-
ted their scores. In total, there have been 1048
submissions on the dev-set suggesting that some
participants might have optimized their method on
the dev-set. Especially, one participant submitted
417 submissions on the dev set. The test-phase
on Codabench has received 21 registrations and
248 submissions from 11 participants. We have
restricted the number of allowed submissions per
day to 10. Allowing a higher number would en-
able participants to optimize their approaches on
the test-set too much, such that the results would
not reflect the generalization capability anymore.
On the other hand, we wanted to give participants
the option to try out multiple approaches they de-
signed. Further, Codabench would sometimes fail
to compute scores and still deduct one submission.
Hence, 10 submissions per day allows us to con-
tinue in these cases. Two participants have used

up a contingent of ≈ 50 submissions. Of the 11
test-phase participants, 9 have submitted a system
paper. The first authors are from China, India (2),
Korea, Taiwan, Canada, Iran, Germany and the
United Kingdoms. That means, many authors are
from developing countries. Also, many authors
are students. Hence, their resource availability was
limited, leading many of them to opting for smaller
models.

Correlation with humans Here, we present the
results that the participants achieve on the test sets.
A mapping between team names and authors can
be found in Table 5. Table 6 shows the final rank-
ing of the small MT subtask. Compared to the
other participants, Zhang et al. (2023) leads by a
large margin on all correlation measures. Even sig-
nificantly outperforming the recent COMET-kiwi-
XXL and only being matched by GEMBA with
GPT-4. This is surprising, as the scores they report
on the dev-set are not this strong. However, also on
the dev-set they beat the large model baselines that
use the 6 models we allow in the shared task. The
test-set approach that Zhang et al. (2023) report
in their paper builds on ensembling probability-
based scores from prompts to OpenOrca-Platypus.
These prompts contain 3 up to the maximum num-
ber of possible example demonstrations. Future
work should explore whether their approach can
uphold its strong performance across other datasets
and settings. The ranking is then followed by vari-
ous baseline models and team LTRC.

Table 7 shows the final ranking of the large MT
subtask. For this subtask, the baselines have not
been beaten. Table 8 shows the final ranking of
the small summarization subtask. Kim et al. (2023)
and Akkasi et al. (2023) lead this track. Both use
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Kendall Pearson Spearman
Team de zh es de zh es de zh es

baselineGEMBA 0.492 0.384 0.409 0.506 0.356 0.251 0.625 0.496 0.512
HIT-MI&T Lab 0.491 0.375 0.417 0.655 0.528 0.453 0.656 0.511 0.553
baselineCometKiwiXXL 0.421 0.345 0.288 0.562 0.443 0.331 0.583 0.484 0.403
baselineBertscore 0.239 0.174 0.221 0.344 0.236 0.179 0.344 0.252 0.312
baselineSBERT 0.209 0.167 0.226 0.246 0.210 0.081 0.304 0.242 0.320
LTRC 0.194 0.144 0.112 0.232 0.133 0.031 0.233 0.173 0.132
baselineNous 0.189 0.011 0.112 0.183 0.044 0.045 0.230 0.013 0.136
baselineOrcaPlaty 0.189 0.011 0.112 0.183 0.044 0.045 0.230 0.013 0.136
seanstilwell 0.120 NaN NaN 0.164 NaN NaN 0.152 NaN NaN
baselineWizard 0.101 0.065 0.079 0.047 0.057 0.026 0.121 0.077 0.093
baselineOrcaMini 0.073 0.188 0.065 0.030 0.102 0.009 0.088 0.225 0.077
TaiwanSenior 0.041 NaN NaN -0.037 NaN NaN 0.051 NaN NaN

Table 6: Results of the small model track for MT. For our main metric Kendall, we write results that are significantly
better than the following, with p ≤ 0.05, as measured by a permute-both significance test (Deutsch et al., 2021).
GEMBA was not included in the significance test. Teams with paper submissions are bolded.

Kendall Pearson Spearman
Team de zh es de zh es de zh es

baselinePlaty_large 0.362 0.293 0.264 0.312 0.270 0.129 0.445 0.364 0.320
baselineGuanaco_large 0.350 0.219 0.241 0.344 0.176 0.125 0.445 0.273 0.300
NLLG 0.245 0.139 0.179 0.257 0.196 0.155 0.335 0.190 0.238
kaiwalya_large 0.174 0.113 0.125 0.161 0.141 0.052 0.209 0.138 0.147

Table 7: Results of the large model track for MT. For our main metric Kendall, we write results that are significantly
better than the following, with p ≤ 0.05, as measured by a permute-both significance test (Deutsch et al., 2021).
Teams with paper submissions are bolded.
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Team kd ps sp

DSBA 0.633 0.783 0.782
iML 0.615 0.763 0.772
baselineBertscore 0.578 0.771 0.765
IUST_NLP_Lab 0.573 0.722 0.722
baselineOrcaMini 0.560 0.681 0.706
baselineSupertMpnet2 0.554 0.736 0.747
baselineOrcaPlaty 0.552 0.666 0.674
baselineNous 0.552 0.666 0.674
Kotonya et. al. 0.546 0.680 0.682
LTRC 0.531 0.691 0.679
baselineSupertFull 0.516 0.686 0.706
baselineSupert5 0.492 0.654 0.678
baselineSBERT 0.465 0.625 0.645
Pradhan/Todi 0.436 0.032 0.610
baselineWizard 0.411 0.534 0.536
Haaland 0.221 0.514 0.280

Table 8: Results of the small model track for summariza-
tion. kd stands for Kendall, ps stands for Pearson and
sp stands for Spearman. For our main metric Kendall,
we write results that are significantly better than the
following, with ≤ 0.05, as measured by a permute-both
significance test (Deutsch et al., 2021). Teams with
paper submissions are bolded.

Team kd ps sp

iML 0.612 0.738 0.768
DSBA 0.603 0.756 0.766
baselinePlaty_large 0.600 0.740 0.753
NLLG 0.471 0.643 0.638
baselineGuanaco_large 0.402 0.492 0.504

Table 9: Results of the large model track for summariza-
tion. kd stands for Kendall, ps stands for Pearson and
sp stands for Spearman. For our main metric Kendall,
we write results that are significantly better than the
following, with ≤ 0.05, as measured by a permute-both
significance test (Deutsch et al., 2021). Teams with
paper submissions are bolded.

carefully crafted prompts to achieve their results.
Table 9 shows the final ranking of the large sum-

marization subtask. Here, Akkasi et al. (2023) is
the winning team. Interestingly, for MT and sum-
marization, the small models have beaten the large
models. One potential reason might be that the
large models take much longer to run and therefore
they could not be examined with the same care.
Further, it is interesting that the OrcaMini baseline
and Mahmoudi (2023) beats many other models
despite its parameter count being the lowest of the
allowed models’. Generally, many teams opted for
the usage of small models. Some teams only use
the OrcaMini model, due to resource constraints.
This highlights the importance of the inclusiveness
of research in the metrics domain. We show a fur-
ther analysis of the impact of the summarization
subcategories in Appendix B.

Performance The best performing approaches
of the participants achieve a similar Kendall corre-
lation as our team members when we were testing
the inter-annotator agreement on a small subset
of samples (see §3). This suggests that these ap-
proaches are already close to the performance of
native speakers with little training with the annota-
tion process (as compared to our main annotators
with a strong language background and more anno-
tation experience on the task). This is an intriguing
finding and highlights the potential of current open
source models with and without fine-tuning. Es-
pecially, as many prompting approaches, like tree-
of-thoughts or self-refinement still remain to be
explored. Further, it shows that for closed source
models like ChatGPT or GPT4 similar opportu-
nities may exist and lead to new state-of-the-art
metrics. The results also show that comparably
small hardware can already be enough to create
strong new metrics.

Explainability Only 2 participants (Baswani
et al., 2023; Mahmoudi, 2023) have submitted en-
tries with complementary explanations to the Cod-
abench leaderboard. Both directly prompted the
model to give reasoning for the model’s decision.
Thus, we perform the human experiment on ex-
plainability only on a small scale of 50 annotations
for randomly selected samples of our summariza-
tion dataset. Two annotators of our team were pre-
sented with source, summary, MQM annotations
(to help to identify problems), the scores of the par-
ticipants and the explanations of the participants.
They annotated which of two explanations they pre-
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fer. One annotator preferred explanations of one
system, lets call it A, in 27 cases and explanations
of the other in 23 cases. The other annotator pre-
ferred system A in 24 cases and the other system in
26 cases. In these annotations the annotators agree
in 56% of cases. These findings show that the anno-
tators did not have a clear preference between the
systems. Also, we notice that many explanations
tend to be vague and return texts such as “The sum-
mary has a good coherence and fluency”. In some
cases, the explanations correctly describe problems.
We show one example explanation of Baswani et al.
(2023) in Table 10. Here, the explanation correctly
captures the word repetition.

8 Conclusion

We discuss future work and then summarize the
shared task in a conclusion.

Future Work We have considered high resource
languages for the MT task. Future work could
evaluate low-resource languages, especially once
more generative LLMs are released that are trained
across a wide range of languages. Also, if this
shared task topic is repeated in the future, we might
encourage and set rewards for pipeline-based solu-
tions. In other words, currently most approaches
of the shared task are based on single prompts or
probability outputs; instead many interesting ap-
proaches like tree of thoughts (Yao et al., 2023)
explore pipelines in which the output is generated
iteratively or in parallel. Future work might also
create larger or more diverse datasets for our evalua-
tion scheme. Another point is that our current work
only contains a small analysis of explainability that
remained indecisive on the explanation quality be-
tween two participants. This could be extended in
future work.

Conclusion This work describes the Eval4NLP
2023 shared task on prompting LLMs as explain-
able metrics. We have constructed a fine-grained
dataset for MT and summarization evaluation, with
a novel annotation scheme for the latter. Further,
we have organized a competition following the
novel restriction to specify allowed models and
disallow fine-tuning in a MT and summarization
evaluation setting. By running a small and a large
model track, we have enabled participation for par-
ticipants with fewer resources, leading to an inclu-
sive shared task setting.

The top scores of the participants highlight a

number of interesting findings that we summarize
here:

• Small Models: The results on the test set
show that the best solutions built on small
models outperform those that are built on
larger models. This is contradicting usual
patterns and an interesting finding for metric
efficiency.

• Probability-based vs. Output based: The
MT ranking is lead by a probability-based
method, while the summarization ranking is
lead by two prompt-based methods. For MT,
this could be caused by the models’ under-
standing of other languages being smaller than
its capability of translation, therefore favoring
paraphrasation based methods.

• Simplicity helps: Many baseline systems
achieved high ranks, despite using a simple
prompting approach. Participants often report
that demonstrating examples reduced their per-
formance. Hence, lean metrics are easier to
design and can still be very powerful. The
best ranked systems, however, explore more
intricate prompts.

The contributions of our participants highlight
once more how current LLMs can achieve state-of-
the-art performance, even without any task-specific
fine-tuning.
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Limitations

One potential limitation of our work lies in the us-
age of data from Wikipedia after 15.07. While the
selected articles were indeed selected after 15.07,
texts could still be copied from other places, some
texts were automatically translated from other lan-
guages were an entry existed and some texts might
even be generated. Another issue of our work lies
in the comparably small dataset with low agree-
ments for the small test conducted on the Spanish
annotations. Due to time restrictions, we could
not do further evaluations. Still we believe that
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Source Summary Explanation

In 1918, Wimble built a small ship at Hastings
with help from a friend and sailed to the West
Indies to seek his fortune after his family faced
financial hardship. In 1922, he acquired land in
the Bahamas which enabled him to begin trad-
ing with the English colonies in mainland North
America. He also acquired land in North Car-
olina, which was formally granted to him by
George Burrington’s council on August 4, 1723.
Wimble later moved to Boston, Massachusetts
where he married Rebecca Waters, the daughter
of a prominent local, on March 26, 1724. Their
first son, James, was born on December 20, 1724.
He owned land in the South End which he pre-
sumably operated as a distillery. While in Boston,
he continued his business of moving trade goods
between North Carolina and various British trade
posts in the West Indies. This business enabled
him to increase his land holdings in North Car-
olina and purchase a brigantine, which he named
"Rebecca" after his wife. In 1932, Wimble lost
his ship and all of its cargo to a hurricane after
being forced by Governor Woodes Rogers of the
Bahamas to use his ship to protect vessels and
salt ponds in Rum Cay. Wimble was forced to
sell a portion of his belongings, land, and slaves
to cover the loss and began the process of trying
to collect damages from Woodes Rogers’ com-
mandeering of his ship.29

Wimble is the subject of
this patent application.
Wimble is the son of
Wimble. Wimble is the
son of Wimble. Wim-
ble is the son of Wimble.
Wimble is the son of
Wimble. Wimble is the
son of Wimble. Wim-
ble is the son of Wim-
ble. Wimble is the son
of Wimble. Wimble is
the son of Wimble.

Explanation: The sum-
mary is not relevant
to the source text, as
it contains no informa-
tion about Wimble’s life,
family, or business ven-
tures. Instead, it repeats
the name "Wimble" mul-
tiple times, which is not
a summary of the source
text.

Table 10: Explanation generated with the approach by Baswani et al. (2023)
. It correctly identifies the issue of the word Wimble repeating often.
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our annotators were capable in their languages and
thorough with their analysis of the samples. As
another limitation, pre-filtering with language tool
and later on sorting out severe source errors, might
miss out on more subtle errors causing problems in
the test set.
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Cann, Caiming Xiong, Richard Socher, and Dragomir
Radev. 2021. SummEval: Re-evaluating summariza-
tion evaluation. Transactions of the Association for
Computational Linguistics, 9:391–409.

Angela Fan, Shruti Bhosale, Holger Schwenk, Zhiyi
Ma, Ahmed El-Kishky, Siddharth Goyal, Mandeep
Baines, Onur Celebi, Guillaume Wenzek, Vishrav
Chaudhary, Naman Goyal, Tom Birch, Vitaliy
Liptchinsky, Sergey Edunov, Michael Auli, and Ar-
mand Joulin. 2021. Beyond english-centric multilin-
gual machine translation. Journal of Machine Learn-
ing Research, 22(107):1–48.

Fangxiaoyu Feng, Yinfei Yang, Daniel Cer, Naveen Ari-
vazhagan, and Wei Wang. 2022. Language-agnostic
BERT sentence embedding. In Proceedings of the
60th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers), pages
878–891, Dublin, Ireland. Association for Computa-
tional Linguistics.

Patrick Fernandes, Daniel Deutsch, Mara Finkelstein,
Parker Riley, André F. T. Martins, Graham Neubig,
Ankush Garg, Jonathan H. Clark, Markus Freitag,
and Orhan Firat. 2023. The devil is in the errors:
Leveraging large language models for fine-grained
machine translation evaluation.

Patrick Fernandes, António Farinhas, Ricardo Rei,
José G. C. de Souza, Perez Ogayo, Graham Neubig,
and Andre Martins. 2022. Quality-aware decoding
for neural machine translation. In Proceedings of
the 2022 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 1396–1412,
Seattle, United States. Association for Computational
Linguistics.

Marina Fomicheva, Piyawat Lertvittayakumjorn, Wei
Zhao, Steffen Eger, and Yang Gao. 2021. The
Eval4NLP shared task on explainable quality esti-
mation: Overview and results. In Proceedings of
the 2nd Workshop on Evaluation and Comparison
of NLP Systems, pages 165–178, Punta Cana, Do-
minican Republic. Association for Computational
Linguistics.

Elias Frantar, Saleh Ashkboos, Torsten Hoefler, and
Dan Alistarh. 2023. Gptq: Accurate post-training
quantization for generative pre-trained transformers.

Markus Freitag, George Foster, David Grangier, Viresh
Ratnakar, Qijun Tan, and Wolfgang Macherey. 2021a.
Experts, errors, and context: A large-scale study of
human evaluation for machine translation. Transac-
tions of the Association for Computational Linguis-
tics, 9:1460–1474.

132

https://api.semanticscholar.org/CorpusID:263334353
https://api.semanticscholar.org/CorpusID:263334353
http://arxiv.org/abs/2006.14799
https://doi.org/10.1145/2939672.2939785
https://doi.org/10.18653/v1/2023.acl-long.870
https://doi.org/10.18653/v1/2023.acl-long.870
https://doi.org/10.18653/v1/2023.acl-long.870
https://duc.nist.gov/pubs/2005papers/OVERVIEW05.pdf
https://doi.org/10.3389/frai.2023.1169595
https://doi.org/10.3389/frai.2023.1169595
https://doi.org/10.3389/frai.2023.1169595
http://arxiv.org/abs/2305.14314
http://arxiv.org/abs/2305.14314
https://doi.org/10.1162/tacl_a_00417
https://doi.org/10.1162/tacl_a_00417
https://doi.org/10.1162/tacl_a_00417
http://arxiv.org/abs/2305.14324
http://arxiv.org/abs/2305.14324
https://api.semanticscholar.org/CorpusID:260736045
https://api.semanticscholar.org/CorpusID:260736045
https://api.semanticscholar.org/CorpusID:260736045
https://doi.org/10.1162/tacl_a_00373
https://doi.org/10.1162/tacl_a_00373
http://jmlr.org/papers/v22/20-1307.html
http://jmlr.org/papers/v22/20-1307.html
https://doi.org/10.18653/v1/2022.acl-long.62
https://doi.org/10.18653/v1/2022.acl-long.62
http://arxiv.org/abs/2308.07286
http://arxiv.org/abs/2308.07286
http://arxiv.org/abs/2308.07286
https://doi.org/10.18653/v1/2022.naacl-main.100
https://doi.org/10.18653/v1/2022.naacl-main.100
https://doi.org/10.18653/v1/2021.eval4nlp-1.17
https://doi.org/10.18653/v1/2021.eval4nlp-1.17
https://doi.org/10.18653/v1/2021.eval4nlp-1.17
http://arxiv.org/abs/2210.17323
http://arxiv.org/abs/2210.17323
https://doi.org/10.1162/tacl_a_00437
https://doi.org/10.1162/tacl_a_00437


Markus Freitag, Ricardo Rei, Nitika Mathur, Chi-kiu Lo,
Craig Stewart, Eleftherios Avramidis, Tom Kocmi,
George Foster, Alon Lavie, and André F. T. Martins.
2022. Results of WMT22 metrics shared task: Stop
using BLEU – neural metrics are better and more
robust. In Proceedings of the Seventh Conference
on Machine Translation (WMT), pages 46–68, Abu
Dhabi, United Arab Emirates (Hybrid). Association
for Computational Linguistics.

Markus Freitag, Ricardo Rei, Nitika Mathur, Chi-kiu Lo,
Craig Stewart, George Foster, Alon Lavie, and Ondřej
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team s_kd s_ps s_sp

DSBA 0.623 0.675 0.772
iML 0.602 0.642 0.757
IUST_NLP_Lab 0.566 0.678 0.712
bertscore 0.546 0.711 0.729
baselineOrcaMini 0.545 0.640 0.684
Kotonya et.al. 0.543 0.745 0.675
baselineOrcaPlaty 0.527 0.589 0.650
baselineNous 0.527 0.589 0.650
LTRC 0.522 0.655 0.666
baselineSBERT 0.438 0.524 0.611
Pradhan/Todi 0.424 0.030 0.594
baselineWizard 0.408 0.489 0.531
Haaland 0.265 0.732 0.332
cometXXL -0.009 0.091 -0.015
baselineSUPERT -0.028 -0.040 -0.040

Table 11: Results of the small model track for summa-
rization with Equation 6.
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A Impact of the summarization heuristic

Here, we consider the impact of using alternative
heuristics for summarization, by studying their ef-
fect on the ranking of summarization systems. The
results for Equation 6 are shown in Table 11. The
results for Equation 7 are shown in Table 12. We
can see that the top rankings remain the same.

team s_kd s_ps s_sp

DSBA 0.551 0.490 0.695
iML 0.533 0.454 0.687
ISUT_NLP_Lab 0.512 0.546 0.649
bertscore 0.497 0.569 0.663
baselineOrcaMini 0.485 0.517 0.612
Kotonya et.al. 0.480 0.690 0.604
LTRC 0.476 0.534 0.609
baselineOrcaPlaty 0.462 0.446 0.581
baselineNous 0.462 0.446 0.581
Pradhan/Todi 0.422 0.023 0.591
baselineSBERT 0.384 0.371 0.539
baselineWizard 0.361 0.381 0.478
Haaland 0.295 0.800 0.368
cometXXL 0.015 0.159 0.021
baselineSUPERT 0.003 -0.018 0.004

Table 12: Results of the small model track for summa-
rization with Equation 7.

B Impact of subcategories

We also study the impact of subcategories on the
final ranking of summarization. That means, we
calculate the ranking with each of α, β, γ set to
1, while the others are 0. The results are shown in
Tables 13, 14 and 15. Intriguingly, when only the
MQM score is evaluated, the model by Haaland
has the highest correlation. However, they did not
submit a system description or a system paper. Fur-
ther, all baselines in this setting perform relatively
weak. The best baseline is comet, potentially as it
has been trained on MQM scores. The results for
relevance and hallucinations are rather unsurpris-
ing with one time DSBA being the winning team
and the other time iML.

C Screenshot of the annotation interface

Figure 8 shows a screenshot of the Anthea annota-
tion interface.

D Model Details

For SBert, we use embeddings of XLM-R to in-
clude multilinguality30. For SUPERT we report
the standard metric using bert-large-nli-stsb-mean-
tokens31 with 5 and all source sentences as pseudo-
references. Further, we upgrade SUPERT to use all-

30https://huggingface.co/sentence-transformers/
stsb-xlm-r-multilingual

31https://huggingface.co/sentence-transformers/
bert-large-nli-stsb-mean-tokens
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∑

i∈Facts in Summary

α ∗ relevance(i) + β ∗ |Hallucinated Characters|
|Characters in the summary| + γ ∗MQM (2)

Figure 6: A heuristic for fine-grained reference-free evaluation of summaries. Alternatively, we set α = 1, β = 1
and γ = 1.

∑
i∈Facts in Summary α ∗ relevance(i)

|Facts in Source| + β ∗ |Hallucinated Characters|
|Characters in the summary| + γ ∗MQM (3)

Figure 7: An alternative heuristic for fine-grained reference-free evaluation of summaries. We set α = 1, β = 1 and
γ = 1. Further, we divide the relevance part by the number of facts in the source as normalization.

Figure 8: The modified anthea annotation interface for summarization.

team s_kd s_ps s_sp

Haaland 0.334 0.796 0.379
DSBA 0.172 0.401 0.210
Kotonya et. al. 0.166 0.642 0.200
IUST_NLP_LAB 0.164 0.472 0.200
cometXXL 0.163 0.184 0.215
Pradhan/Todi 0.158 0.022 0.205
LTRC 0.154 0.462 0.191
iML 0.146 0.362 0.174
baselineWizard 0.133 0.327 0.163
baselineOrcaMini 0.126 0.447 0.155
baselineOrcaPlaty 0.100 0.370 0.120
baselineNous 0.100 0.370 0.120
bertscore 0.097 0.481 0.130
baselineSBERT 0.071 0.293 0.094
baselineSUPERT 0.023 -0.013 0.030

Table 13: Results of the small model track for summa-
rization, when only predicting MQM.

team s_kd s_ps s_sp

DSBA 0.600 0.730 0.727
iML 0.596 0.720 0.722
bertscore 0.562 0.687 0.724
IUST_NLP_LAB 0.553 0.637 0.677
baselineOrcaMini 0.549 0.595 0.669
baselineOrcaPlaty 0.536 0.606 0.638
baselineNous 0.536 0.606 0.638
Kotonya et. al. 0.522 0.525 0.634
LTRC 0.511 0.608 0.635
baselineSBERT 0.464 0.594 0.616
Pradhan/Todi 0.397 0.023 0.543
baselineWizard 0.393 0.479 0.491
Haaland 0.164 0.280 0.197
baselineSUPERT -0.041 -0.059 -0.056
cometXXL -0.065 -0.083 -0.092

Table 14: Results of the small model track for summa-
rization, when only predicting relevance.
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team s_kd s_ps s_sp

iML 0.516 0.599 0.606
bertscore 0.471 0.480 0.595
DSBA 0.454 0.576 0.537
baselineOrcaPlaty 0.432 0.483 0.506
baselineNous 0.432 0.483 0.506
Pradhan/Todi 0.414 0.041 0.532
baselineOrcaMini 0.406 0.417 0.487
baselineSBERT 0.403 0.477 0.525
IUST_NLP_LAB 0.391 0.421 0.469
LTRC 0.353 0.382 0.429
Kotonya et.al. 0.348 0.220 0.417
baselineWizard 0.267 0.331 0.323
baselineSUPERT -0.031 -0.043 -0.041
Haaland -0.067 -0.127 -0.077
cometXXL -0.198 -0.212 -0.265

Table 15: Results of the small model track for summa-
rization, when only predicting hallucinations.

mpnet-base-v232, which improves its performance.
For COMET, we use comet-kiwi-xxlm33, which
achieved strong results on reference-free evalua-
tion. Fort GEMBA we use the GEMBA library34

and make small modifications to support GPT-4
requests. Finally, for BERTScore, we use xlm-
roberta-large35.

32https://huggingface.co/sentence-transformers/
all-mpnet-base-v2

33https://huggingface.co/Unbabel/
wmt23-cometkiwi-da-xxl

34https://github.com/MicrosoftTranslator/GEMBA
35https://huggingface.co/xlm-roberta-large

138

https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://huggingface.co/Unbabel/wmt23-cometkiwi-da-xxl
https://huggingface.co/Unbabel/wmt23-cometkiwi-da-xxl
https://github.com/MicrosoftTranslator/GEMBA
https://huggingface.co/xlm-roberta-large


Proceedings of the 4th Workshop on Evaluation and Comparison of NLP Systems, pages 139–148
November 1, 2023 ©2023 Association for Computational Linguistics

HIT-MI&T Lab’s Submission to Eval4NLP 2023 Shared Task

Rui Zhang∗, Fuhai Song∗, Hui Huang, Jinghao Yuan, Muyun Yang† and Tiejun Zhao
Research Center on Language Technology,

School of Computer Science and Engineering,
Harbin Institute of Technology,

Harbin, China
{23S003048, 23S103157, huanghui, 7203610706}@stu.hit.edu.cn,

{yangmuyun, tjzhao}@hit.edu.cn

Abstract

Recently, Large Language Models (LLMs)
have boosted the research in natural language
processing and shown impressive capabilities
across numerous domains, including machine
translation evaluation. This paper presents our
methods developed for the machine transla-
tion evaluation sub-task of the Eval4NLP 2023
Shared Task. Based on the provided LLMs, we
propose a generation-based method as well as
a probability-based method to perform evalu-
ation, explore different strategies when select-
ing the demonstrations for in-context learning,
and try different ensemble methods to further
improve the evaluation accuracy. The experi-
ment results on the development set and test set
demonstrate the effectiveness of our proposed
method.

1 Introduction

As the output quality of the machine translation
systems has been improved, the evaluation of trans-
lation outputs has become more challenging and
critical. On one hand, human evaluations of these
outputs are often time-consuming and laborious;
On the other hand, previous automatic metrics such
as BLEU (Papineni et al., 2002) are becoming less
reliable with little remaining correlation with hu-
man judgments (Freitag et al., 2022). As a result,
the demand for next generation of automatic evalu-
ation is stronger than ever.

Large language models (LLMs), especially Gen-
erative Pre-trained Transformer (GPT) models
(Radford et al., 2019; Brown et al., 2020), have
led to a revolution of research in natural language
processing, including machine translation evalu-
ation. Metrics like GEMBA (Kocmi and Feder-
mann, 2023) explore the prompting of GPT models
like ChatGPT (OpenAI, 2022) and GPT4 (OpenAI,
2023) directly leveraged as metrics. Error Analysis

∗These authors contributed equally to this work.
†Corresponding author

Prompting (Lu et al., 2023) proposes to generate
human-like MT evaluations with the help of LLMs
by combining Chain-of-Thoughts (Wei et al., 2022)
and Error Analysis (Lu et al., 2022). Besides, other
work also uses LLMs to calculate the conditional
probability of the generated text as the evaluation
results (Fu et al., 2023; Huang et al., 2023).

This paper describes our submission to the
machine translation evaluation sub-task of the
Eval4NLP 2023 Shared Task (Leiter et al., 2023).
Participants of this task are required to prompt the
LLMs specified by the organizers as metrics for
machine translation, without any fine-tuning on the
selected LLM. In our work, on the basis of four
LLMs provided by the organizers, we propose a
generation-based method that directs the LLM to
score the translated sentence directly by genera-
tion, and a probability-based method that calculate
the conditional probability of the translated sen-
tence. We also explore different demonstration
selection strategies for in-context learning (Brown
et al., 2020), including bucket-based selection and
similarity-based selection. What’s more, we try
different ensemble methods, including averaging-
based ensemble and multi-agent ensemble, to fur-
ther improve the performance. Experiments on the
development and test set shows that we obtain com-
petitive results in this year’s shared task, verifying
the effectiveness of our proposed methods.

Our contributions are summarized as follows:

• We propose two methods to apply large
language models on translation quality esti-
mation, i.e. generation-based method and
probability-based method.

• We investigate different demonstration se-
lection strategies for in-context learning, in-
cluding bucket-based selection and similarity-
based selection.

• We examine two ensemble methods, which
are averaging-based ensemble and multi-agent
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ensemble, to further improve the evaluation
performance.

2 Approach

2.1 LLMs in the Task

This year’s shared task provides a list of allowed
LLMs from Huggingface model hub1. We partic-
ipate in the small model track where four models
smaller than 25B parameters are available:

• WizardLM-13B-V1.1-GPTQ: A four-bit
quantized version of WizardLM-13B-V1.1 by
Xu et al. (2023). This model is chosen due to
its good performance on leaderboards.

• Nous-Hermes-13b2: A model by Nous Re-
search. This model is also chosen due to its
good performance on leaderboards.

• OpenOrca-Platypus2-13B: A model by Lee
et al. (2023). It shows strong performance on
leaderboards for a 13B model and is based on
LLaMA2.

• orca_mini_v3_7b: This model by Mathur
(2023) is smaller than the others but also
performs well on LLM leaderboards. It is
included to accommodate for less hardware
availability.

2.2 Generation-based Method

Similar to GEMBA (Kocmi and Federmann,
2023), we start by formulating the machine trans-
lation evaluation as a natural language generation
problem as shown in Figure 1. We define the ma-
chine translation evaluation task with a prompt,
which is a general description of the problem,
and give the model source sentence and machine
translated sentence (and demonstrations) as inputs.
Then we can use the LLM to generate the scores of
the machine translated sentences directly at infer-
ence time, without any parameter updates.

In the generation-based method, we use 4
different prompts as listed in Figure 3 in Appendix
A, to ask the model to generate a score directly.
One example of them is shown as follows:

Score the following translation from
{source_lang} to {target_lang} with

1https://huggingface.co/models
2https://huggingface.co/NousResearch/Nous-Hermes-

13b

respect to the source sentence on a
continuous scale from 0 to 100, where
a score of zero means "no meaning
preserved" and score of one hundred means
"perfect meaning and grammar".
{source_lang} source: "{source}"
{target_lang} translation: "{target}"
Score(0-100): (Score)

2.3 Probability-based Method

Inspired by GPTScore (Fu et al., 2023), we fur-
ther explore a probability-based method, as shown
in Figure 2. The core idea of this method is that
when instructed to perform generation, the genera-
tive pre-trained model will assign higher probabili-
ties to a high-quality text, and vice versa. Suppose
that the machine translated sentence is h = {h1,
h2, ... , hm}, then the probability-based score is
defined as the logarithm sum of the following con-
ditional probabilities:

score =
m∑

t=1

log p(ht|h<t, s, p) (1)

where the instruction is composed of the prompt p
and the source sentence s.

In the probability-based method, we use 10
different prompts as listed in Figure 4 in Appendix
A, which ask models to translate a source sentence
into target language. One example of them is
shown as follows:

Translate the following {source_lang}
sentence into {target_lang}.
{source_lang} source: "{source}"
{target_lang} translation: "{target}"

2.4 Demonstration Selection

A surprising emergent capability of LLMs is
their ability to improve on prompting-based tasks
by including a very small amount of demonstra-
tions as part of the prompt, known as in-context
learning (ICL) (Brown et al., 2020). We also in-
vestigate the impact of ICL on LLMs’ ability to
measure translation quality.

When selecting demonstrations, we try two
different strategies: bucket-based selection and
similarity-based selection. The details of these two
strategies are as follows:
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Score the following translation from {src_lang} to 
{tgt_lang} with respect to the source sentence on a 
continuous scale from 0 to 100, where a score of 
zero means "no meaning preserved" and score of 
one hundred means "perfect meaning and 
grammar".

Prompt

Machine Translation to be Evaluated

{src_lang}, {src_seq} 
{tgt_lang}, {tgt_seq} 

src_seq={src_seq1, src_seq2, ... , src_seqk}
tgt_seq={tgt_seq1, tgt_seq2, ... , tgt_seqk}

score={score1, score2, ... , scorek}

Demonstrations

+

Score the following translation from {src_lang} to {tgt_lang} with 
respect to the source sentence on a continuous scale from 0 to 
100, where a score of zero means "no meaning preserved" and 
score of one hundred means "perfect meaning and grammar".
{src_lang} source: {src_seq1} 
{tgt_lang} translation: {tgt_seq1}
Score(0-100): score1

{src_lang} source: {src_seq2} 
{tgt_lang} translation: {tgt_seq2}
Score(0-100): score2

...
{src_lang} source: {src_seqk} 
{tgt_lang} translation: {tgt_seqk}
Score(0-100): scorek

{src_lang} source: {src_seq} 
{tgt_lang} translation: {tgt_seq}
Score(0-100):

Large Language Model

Demo

score

Figure 1: An example of our generation-based method. We equip the sentence pair with prompt and demonstrations,
then feed them to the large language model, and ask the model to generate the evaluation score directly.

Translate {src_seq} into 
{tgt_lang}: {...}

Prompt

Machine Translation to be Evaluated

{src_lang}, {src_seq} 
{tgt_lang}, {tgt_seq} 

src_seq={src_seq1, src_seq2, 
... , src_seqk}

tgt_seq={tgt_seq1, tgt_seq2,
... , tgt_seqk}

Demonstrations

+

translate {src_seq1} into {tgt_lang}: {tgt_seq1}
translate {src_seq2} into {tgt_lang}: {tgt_seq2}
...
translate {src_seqk} into {tgt_lang}: {tgt_seqk}
translate {src_seq} into {tgt_lang}: {...}
translate {src_seq} into {tgt_lang}: {tgt_word1,...}
translate {src_seq} into {tgt_lang}: {tgt_word1,tgt_word2,...}
translate {src_seq} into {tgt_lang}: {tgt_word1,tgt_word2...tgt_wordn}

Large Language Model

tgt_wordn probabilityn

tgt word2 probability2

tgt word1 probability1

Demo

{probability1, probability2, ... , probabilityn}

score

Figure 2: An example of our probability-based method. We equip the sentence pair with prompt and demonstrations,
then feed them to the large language model, and calculate the conditional generation probability of every word in
machine translated sentence. Then the logarithm sum of all probabilities is used as the final score.

141



• bucket-based selection: In this strategy, we
first sort the candidate demonstrations accord-
ing to their corresponding scores, then sequen-
tially separate the dataset into several buckets
(the number of buckets is the same as the num-
ber of demonstrations to be chosen), then we
randomly choose one demonstration from ev-
ery bucket.

• similarity-based selection: In this strategy,
we select demonstrations according to their
similarities to the to-be-evaluated sentence-
pair. More specifically, we use two strate-
gies to calculate the similarity of the source
sentence from the dev set and the candidate
demonstrations, namely BM25 (Robertson
et al., 2009) and the cosine similarity of the
Sentence-BERT embeddings (Reimers and
Gurevych, 2019).

For generation-based method, we choose demon-
strations from the training set provided by or-
ganizers. For probability-based method, we re-
spectively choose demonstrations from De-En
and En-Zh datasets of WMT newstest20203 for
English-German (En-De) and Chinese-English (Zh-
En) machine translation evaluation, and respec-
tively choose demonstrations from De-En and
Zh-En datasets of WMT newstest20203 and Es-
En datasets of WMT newstest20123 for English-
German (En-De), English-Chinese (En-Zh) and
English-Spanish (En-Es) machine translation eval-
uation.

Besides, when adding demonstrations in our
prompt, we also try different numbers of demon-
strations, as more demonstrations might bring more
reference for evaluation. We explore towards a
maximum number of 10 due to length limit.

2.5 Ensemble Method

Different results from different models can be
ensembled to achieve further gain. We explore two
ensemble method, one is averaging-based ensem-
ble, the other is multi-agent ensemble.

In the averaging-based ensemble, we simply cal-
culate the average of the results of different models
as the final score for each machine translated sen-
tence.

In the multi-agent ensemble, we borrow the idea
of multi-agent debate from Chan et al. (2023),

3http://www2.statmt.org/wmt23/translation-
task.html#dev

where the results from different models are fed to
another LLM to derive the final result. In this way,
the LLM is deemed as an intelligent agent which
can refer to the judgements from different models
and make a final decision. The prompt we use is
shown as follows:

Please score the following translation
from {source_lang} to {target_lang}
with respect to the source sentence
on a continuous scale from 0 to 100,
where a score of zero means "no meaning
preserved" and score of one hundred
means "perfect meaning and grammar". As
reference, there are two other models’
scores provided.
{source_lang} source: "{source}"
{target_lang} translation: "{target}"
[Score 1]: {ans1}
[Score 2]: {ans2}
Score(0-100): (Score)

Note that {ans1} is the score of the {target} pro-
vided by the first model and {ans2} is the score of
the {target} provided by the second model.

3 Experiments

3.1 Set-up

Eval4NLP 2023’s machine translation evalua-
tion sub-task focuses on English-German (En-De)
and Chinese-English (Zh-En) language pairs in the
training and development phase. Participants are
provided with a training set with 11046 En-De in-
stances and 15750 Zh-En instances, and a develop-
ment set with 7364 En-De instances and 10500 Zh-
En instances. Each dataset consists of src (source
sentence) and mt (machine translated sentence),
and comes from MQM annotations of the WMT22
metrics shared task (Freitag et al., 2022).

In the test phase, the sub-task focuses on English-
German (En-De), English-Chinese (En-Zh) and
English-Spanish (En-Es) language pairs. Partici-
pants are provided with a test set with 1425 En-De
instances, 1297 En-Zh instances and 1834 En-Es
instances.

Kendall correlation (Kendall, 1938) is used as
the evaluation metric for both two language pairs
of the machine translation evaluation task.

Our experiments are all conducted on NVIDIA
A800 GPU with 80G memory. The versions of py-
torch and guidance are all the same as the versions

142



Model Demo En-De Zh-En
wz 0 0.0559 0.2444
wz 1 0.0963 0.2200
wz 3 0.1404 0.1760
wz 5 0.1103 0.1163
wz 10 0.1083 -
nh 0 0.0310 0.1995
nh 1 0.0991 0.2088
nh 3 0.1258 0.1886
nh 5 0.1355 0.1375
nh 10 0.1245 -

Model Demo En-De Zh-En
op 0 0.1052 0.2502
op 1 0.1027 0.2270
op 3 0.0659 0.1088
op 5 0.0051 0.0210
op 10 -0.0200 -0.0729
om 0 0.0453 0.1228
om 1 0.1004 0.1806
om 3 0.0636 0.1054
om 5 0.0692 0.0892
om 10 0.0608 0.1081

Table 1: Results of generation-based method on the development set with different LLMs and demonstrations. Note
that "wz", "nh", "op" and "om" stand for WizardLM-13B-V1.1-GPTQ, Nous-Hermes-13b, OpenOrca-Platypus2-
13B and orca_mini_v3_7b. "-" means no results due to the max length limitation of the prompt and demonstrations.

Model Prompt Demo En-De Zh-En
wz p1 1 0.0963 0.2200
wz p1 3 0.1404 0.1760
wz p2 1 0.1572 0.2283
wz p2 3 0.0855 0.1473
nh p1 1 0.0991 0.2088
nh p1 3 0.1258 0.1886
nh p2 1 0.1838 0.2196
nh p2 3 0.1419 0.1639
op p1 1 0.1027 0.2270
op p1 3 0.0659 0.1088
op p2 1 0.1227 0.1906
op p2 3 0.0170 0.0687

Model Prompt Demo En-De Zh-En
wz p3 1 0.0375 0.1759
wz p3 3 0.1043 0.1216
wz p4 1 0.1454 0.2036
wz p4 3 0.1142 0.1418
nh p3 1 0.1166 0.1599
nh p3 3 0.0612 0.0272
nh p4 1 0.1541 0.1996
nh p4 3 0.1200 0.1451
op p3 1 0.0811 0.1469
op p3 3 -0.0027 -0.0029
op p4 1 0.1182 0.1537
op p4 3 0.0688 0.1230

Table 2: Results of generation-based method on the development set with different LLMs, prompts and demon-
strations. Note that "wz", "nh" and "op" stand for WizardLM-13B-V1.1-GPTQ, Nous-Hermes-13b and OpenOrca-
Platypus2-13B. "p1", "p2", "p3" and "p4" stand for prompt 1, prompt 2, prompt 3 and prompt 4 shown in Figure 3.

Model Strategy Demo En-De Zh-En
wz bucket 1 0.2223 0.2947
wz bucket 3 0.2310 0.2930
wz BM25 1 0.2165 0.2950
wz BM25 3 0.2286 0.3001
wz SBERT 1 0.2228 0.2959
wz SBERT 3 0.2283 0.2987

Model Strategy Demo En-De Zh-En
nh bucket 1 0.2157 0.2877
nh bucket 3 0.2196 0.2847
nh BM25 1 0.2107 0.2892
nh BM25 3 0.2244 0.2930
nh SBERT 1 0.2104 0.2910
nh SBERT 3 0.2165 0.2937

Model Strategy Demo En-De Zh-En
op bucket 1 0.2049 0.3047
op bucket 3 0.2176 0.3023
op BM25 1 0.2172 0.3074
op BM25 3 0.2352 0.2921
op SBERT 1 0.2060 0.3053
op SBERT 3 0.2129 0.2967

Table 3: Results of probability-based method on the development set with different LLMs and demonstrations. Note
that "wz", "nh" and "op" stand for WizardLM-13B-V1.1-GPTQ, Nous-Hermes-13b and OpenOrca-Platypus2-13B.
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Method Score 1 Score 2 En-De Zh-En
probability-based wz_p2 - 0.2347 0.2942
probability-based op_p8 - 0.2405 0.3170

averaging-based ensemble wz_p2 op_p8 0.2444 0.3092
multi-agent ensemble wz_p2 op_p8 0.2499 0.3192

Table 4: Results of different models’ ensemble on the development set. Note that "wz_p2" and "op_p8" stand for
the score generated by WizardLM-13B-V1.1-GPTQ using the prompt 2 in Figure 4 and the score generated by
OpenOrca-Platypus2-13B using the prompt 8 in Figure 4. The first and second lines are the results of probability-
based method, which are generated by "wz_p2" and "op_p8".

provided by the organizers4.

3.2 Results of Development Set
We first explore four LLMs’ ability on the

generation-based method, using the same prompt
(Prompt 1 in Figure 3) and same demonstrations
that are selected with bucket-based method. The
results are shown in Table 1. We can see that
orca_mini_v3_7b underperforms compared to the
other three models, the reason may be its relatively
fewer parameters. Besides, we find that the num-
ber of demonstrations is not the more the better, as
more demonstrations may distract the model for
instruction understanding.

We also explore four different prompts to further
improve the generation-based method, which are
shown in Figure 3. The results in Table 2 show
that the change of prompt can sometimes improve
the performance, but the same prompt may have
quite different performance on different models.
We think this is because different models may have
different tendencies and comprehension abilities
for prompts. Due to the vast amount of possible
prompts, we believe too much prompt engineering
is a cumbersome and ineffective choice.

We then measure three LLMs’ performance
on the probability-based method using the same
prompt (Prompt 1 in Figure 4). The results in Ta-
ble 3 show that our probability-based method can
achieve significantly better performance than the
generation-based method. We think this is because
the three LLMs still lack ability of instruction fol-
lowing and number generation, but they are better
at predicting the next token of the sentence based
on their pre-training. As a result, they may under-
perform when scoring directly, but perform quite
well when scoring with the conditional probabil-
ities. Besides, as we can see, different selection
strategies of demonstrations will cause different

4https://github.com/eval4nlp/SharedTask2023/blob/main/
requirements.txt

performance, but in general, the differences are not
significant.

At last, we use the output scores from different
models for ensemble and achieve further improve-
ment. The results in Table 4 demonstrate that multi-
agent ensemble perform better than the averaging-
based ensemble. The reason is that multi-agent
ensemble is an organic combination of the capa-
bilities of different models by exploiting the LLM
as an intelligent agent, while averaging-based en-
semble simply take the average of different results
without any integration.

3.3 Results of Test Set
In the test phase, we first use OpenOrca-

Platypus2-13B with 10 different prompts shown in
Figure 4 to generate 10 different scores, and each
prompt is combined with 3 demonstrations chosen
based on the Sentence-BERT-based selection strat-
egy. Then we realize the demonstration number has
a positive impact to the results, therefore we use
OpenOrca-Platypus2-13B with three best prompts
to generate another 3 different scores, where each
prompt is combined with demonstrations as many
as possible. After that, for each machine translated
sentence in the test set, we feed 3 highest scores
and 3 lowest scores mentioned above to OpenOrca-
Platypus2-13B for ensemble, and achieve the final
scores. The results are shown in Table 5 and on
Codabench leaderboard5 with the team name as
HIT-MI&T Lab.

We also present the results of our probability-
based method on the test set in Table 5. All the
results are generated by OpenOrca-Platypus2-13B,
but the number of demonstrations are different. We
explore 1 demonstration, 3 demonstrations and
demonstrations as many as possible, the results
show that more demonstrations will lead to better
performance.

5https://www.codabench.org/competitions/1359/#/results-
tab
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Model Method En-De En-Zh En-Es
OpenOrca probability-based (1 demo) 0.4702 0.3132 0.3999
OpenOrca probability-based (3 demo) 0.4792 0.3173 0.4054
OpenOrca probability-based (max demo) 0.4879 0.3192 0.4093
OpenOrca multi-agent ensemble 0.4927 0.3230 0.4165

Table 5: Results on the test set. Notice we present the best results among different prompts for each method.

4 Conclusion

In this paper, we describe our submission to
Eval4NLP 2023 Shared Task. We propose to apply
LLM on translation evaluation by generation-based
method and probability-based method, and explore
different demonstration selection strategies for in-
context learning. Different emsemble methods are
also used to obtain the final score.

A surprising result of our work is the remarkable
performance of probability-based method, which
performs better while requiring less token as input.
In the future, we would explore more information
from the inside of LLMs as the evidence to evaluate
text quality.
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A Different Prompts

Prompt 1:
Score the following translation from {source_lang} to {target_lang} with respect to the source
sentence on a continuous scale from 0 to 100, where a score of zero means "no meaning
preserved" and score of one hundred means "perfect meaning and grammar".
{source_lang} source: "{source}"
{target_lang} translation: "{target}"
Score (0-100): {score}

Prompt 2:
Score the following translation from {source_lang} to {target_lang} with respect to the source
sentence on a continuous scale from -100 to 0, where a score of negative one hundred means "no
meaning preserved" and score of zero means "perfect meaning and grammar".
{source_lang} source: "{source}"
{target_lang} translation: "{target}"
Score (0-100): {score}

Prompt 3:
Based on the given source, identify the major and minor errors in this translation. Note that Major
errors refer to actual translation or grammatical errors, and Minor errors refer to smaller
imperfections, and purely subjective opinions about the translation. Then count the number of
major and minor errors and compute the final score for this translation. Deduct 5 points for each
major error. Deduct 1 point for each minor error. If the translation has no errors, its score will be 0.
{source_lang} source: "{source}"
{target_lang} translation: "{target}"
Score (0-100): {score}

Prompt 4:
Score the following {target_lang} sentence on a continuous scale from 0 to 100, where a score of
zero means "grammatically incorrect and bad-written" and score of one hundred means
"grammatically correct and well-written".
{target_lang} sentence: "{target}"
Score (0-100): {score}

Figure 3: Different prompts used in our generation-based method.
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Translate the following {source_lang} sentence into {target_lang}.
{source_lang} source: {source}
{target_lang} translation: {target}
Translate {source} into {target_lang}: {target}
Please translate {source} into {target_lang}: {target}
Help me to translate {source} into {target_lang}: {target}
Translate {source} from {source_lang} into {target_lang}: {target}
Please translate {source} from {source_lang} into {target_lang}: {target}
Help me to translate {source} from {source_lang} into {target_lang}: {target}
{source_lang}: {source}; {target_lang}: {target}
{source_lang} source: {source}; {target_lang} translation: {target}
The {target_lang} translation of {source_lang} is: {source} {target}

Figure 4: Different prompts used in our probability-based method.
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Abstract

This paper compares the two most widely used
techniques for evaluating generative tasks with
large language models (LLMs): prompt-based
evaluation and log-likelihood evaluation as part
of the Eval4NLP shared task. We focus on the
summarization task and evaluate both small and
large LLM models. We also study the impact
of LLAMA and LLAMA 2 on summarization,
using the same set of prompts and techniques.
We used the Eval4NLP dataset for our com-
parison. This study provides evidence of the
advantages of prompt-based evaluation tech-
niques over log-likelihood based techniques,
especially for large models and models with
better reasoning power.

1 Introduction

Transformer-based language models have revolu-
tionized the field of natural language processing
(NLP), particularly in the area of language genera-
tion. However, the improved language generation
capabilities of these models have also exposed the
limitations of traditional lexical evaluation metrics,
such as perplexity, BLEU (Papineni et al., 2002),
and ROUGE (Lin, 2004). These metrics are often
unable to accurately assess the quality of generated
text, especially when it is creative or informative.

In response, researchers have developed a wide
range of new automatic evaluation models, such as
BLEURT (Sellam et al., 2020), BERTScore (Zhang
et al., 2020), and BARTScore (Yuan et al., 2021).
These models typically rely on a combination of
lexical and semantic features to assess the quality
of generated text, and some of them also take into
account the golden reference annotation.

Recent large language models (LLMs) like
PaLM (pal, 2022), GPT-3.5, and GPT-4 (OpenAI,
2023) have taken language generation capabilities
to a new level, making it difficult to distinguish be-
tween machine-generated and human-written text.
This has led to the use of LLMs for a variety of

more complex tasks, such as summarizing entire
research papers, even when the ground truth is not
known. The increased complexity of these tasks
has spurred interest in using LLMs themselves for
model evaluation.

Prompt-based and log-likelihood-based evalua-
tion are two widely used approaches for automatic
evaluation of large language models (LLMs). How-
ever, it is unclear which approach works better
with different model sizes, as previous studies have
used these approaches on mutually exclusive sets
of models.

In this paper, we evaluate multiple LLM mod-
els of different sizes using both prompt-based and
log-likelihood-based evaluation on the Eval4NLP
dataset (Leiter et al., 2023) as part of the Eval4NLP
shared task (Leiter et al., 2023). We experiment
with three models from the LLaMA (Touvron
et al., 2023a) and LLaMA2 (Touvron et al., 2023b)
family, which are allowed in the Eval4NLP 2023
shared task.

Our results show that prompt-based evaluation
generally outperforms log-likelihood-based eval-
uation for all model sizes. This is likely because
prompt-based evaluation is more directly aligned
with the tasks that LLMs are typically used for,
such as generating text, translating languages, and
answering questions.

Our findings suggest that prompt-based evalua-
tion is a more reliable and informative approach
for evaluating LLMs of all sizes.

2 Dataset and Task Description

The summarization track of the Eval4NLP task
involved predicting an overall score for a model-
generated summary of a source text. The compe-
tition required participants to use only a limited
set of models without fine-tuning, meaning that the

*These authors contributed equally to this work.
+Work done while author was at Google.
#Work done while author was at Incivus.
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Figure 1: Prompt Design for Prompt Based Evaluation

#of examples
Train 320
Dev 1280
Test 825

Table 1: Dataset Statistics

proposed approaches needed to determine differ-
ent prompting strategies to improve model perfor-
mance.

The dataset statistics are shown in Table 1

3 Related Work

Early work on NLG evaluation includes BLEURT,
BERTScore and BARTScore to name a few.
BLEURT and BERTScore both rely upon golden
reference text to score the model generated text.
Both these models propose finetuning the BERT
model to predict a similarity score between the
reference output and the model generated output.
BARTScore leverages the natural language gen-
eration capability of BART model and proposes
various different approaches of automated scoring
some of which can be used even without knowing
the reference output.

Similar to BARTScore, GPTScore (Fu et al.,
2023) use the log-likelihood of the model generated
output given the source text as a way of scoring the
quality of the generated text. It carried out exten-
sive experiments using different model sizes and
different model types on a variety of different NLG
evaluation tasks.

G-Eval (Liu et al., 2023) takes it a step further.
It proposes to leverage the language generation ca-
pabilities of LLM to directly predict an evaluation

score. As part of the prompt G-Eval provides the
model with the metric definition and the model
defined evaluation steps for each metric.

4 Experiments

The competition allowed only variants of the 13B
LLaMA and LLaMA2 models, as well as quan-
tized versions of LLaMA or LLaMA2 models with
60B+ parameters. Our main aim was to com-
pare prompt-based evaluation and log-likelihood-
based evaluation techniques across different model
sizes. Therefore, we decided to work with the
NousHermes-13B (Teknium, 2023) and Platypus-
70B (Lee et al., 2023a) models. However, since
these two models belong to different LLaMA fam-
ilies, we also included the results obtained using
the Ocra-13B model (Lee et al., 2023b), which is
based on LLaMA2, for a fair comparison.

We experimented with two different approaches
as follows:

4.1 Prompt-based evaluation

Prompt-based evaluation involved providing the
model with a prompt that contains an instruction
to evaluate the summary and provide a score along
with the original text, and the summary of the text
(Liu et al., 2023).

Two types of prompt-based evaluation tech-
niques were used to assess the quality of the sum-
mary of the provided text: 1) a single prompt for a
final score and 2) four different prompts to evalu-
ate coherence, consistency, fluency, and relevance.
The scores from the four prompts were averaged
to produce the final score for the technique. The
intuition behind this approach was to reduce the
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Figure 2: Prompt Design for Log-Likelihood Based Evaluation

complexity of the task and make the model focus
on individual aspects, before we average it out.

The prompts used for the two settings are shown
in Appendix B and Appendix C respectively. For
the second setting of calculating four scores on four
different aspects we modified the task description
and evaluations steps in the same way as G-Eval
(Liu et al., 2023). The prompt design for Prompt
Based Evaluation is shown in Figure 1.

For both the prompt settings mentioned in the
above paragraph we used sampling to sample 10
output scores for each input example, and then
averaged it out to generate a single prediction score.

4.2 Log-Likelihood-based evaluation

Log-Likelihood-based evaluation involved provid-
ing the model with a prompt that contains an in-
struction to generate the summary along with the
original text, and the summary of the text. The final
score is calculated by multiplying log-likelihood
of the tokens of the summary. This method helps
to evaluate the likelihood of LLM generating the
given summary. If summary is good according
to the evaluating LLM, the summary gets a high
log-likelihood. This method was used in both
GPTScore (Fu et al., 2023) and BARTScore (Yuan
et al., 2021).

We adopted a similar strategy as above for like-
lihood based approaches as well, i.e. a prompt
to generate a single likelihood score and four dif-
ferent prompts to obtain four different likelihood
values, which are then averaged out. The prompt
design for log-likelihood based evaluation is shown
in Figure 2. In addition we experimented with two
different sets of prompt

• the first set of the prompts is similar to the one
we used for prompt-based evaluation. The
associated prompt has been shown in Ap-
pendix D.

Nous-
Hermes

Ocra Platypus

Single
Likelihood 0.314 0.292 0.292
Prompt-based 0.192 0.310 0.398

Average
Likelihood (Our
Prompts)

0.317 0.297 0.298

Likelihood (Origi-
nal Prompts)

0.320 0.295 0.296

Prompt-based 0.296 0.376 0.463

Table 2: Performance on Dev Set

• the second set of the prompts are the ones
proposed in GPTScore.

5 Results

Comparing the likelihood based scores for the
Platypus-13B model across the single scoring and
the 2 different prompts sets for average scoring
from Table 2 we can see that the co-relation val-
ues remains the same. Same is the case for the
other two models as well. This shows that the
prompts are not too relevant for likelihood based
approaches.

The likelihood performance of LLaMA2 based
models is consistently worse than those of LLaMA
based models across all settings. The performance
of Ocra-13B model is similar to the NousHermes-
13B model in case of likelihood based approach.
But considering that prompt based scores are re-
versed for the two, it seems LLaMA2 based mod-
els are generally worse than LLaMA based models
in the case of likelihood. We believe that one of
the reasons for this could be that LLaMA2 based
model’s generation distribution might be different.
i.e. it might consider most of the summaries to be
average in nature resulting in low likelihood. Fur-
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ther analysis and experiments with other instruc-
tion tuned model might be required to understand
if other LLaMA2 based models also have similar
results.

For the prompt based evaluations we can see
that using a single prompt to get a score led to per-
formance degradation across all the three models.
This shows that the use of a complex prompt makes
the reasoning process difficult for the model.

The performance of LLaMA2 based Ocra-13B
model is much better than the LLaMA based
NousHermes model. The performance different
between the two models is vastly different. The
two reasons for this could be (a) Ocra is a LLaMA2
based model or (b) different instrucion tuning data
used for the two models. We believe the first to
be true as it is eviden from the huggingface leader-
boards, where LLaMA2 based models are consis-
tentl ranked higher than LLaMA based models.

Lastly the quantized Platypus-70B model sur-
passes the performance of Ocra-13b model in the
scoring based approach showing that bigger mod-
els tend to improve performance, even if it has been
quantized down to 4-bits.

We tested the best models across both the set-
tings i.e. the likelihood and the prompt based
approach on test dataset. All the submission
were made under the team name of Beginners.
NousHermes-13b model achieved the best results
using the likelihood based approach with a score
0.38 on test data. A single prompt was used as
shown in Appendix D with the submission ID
20138. The Platypus-70B model achieved the best
score score in the prompt based approach. It got a
score of 0.44 on test data by averaging the scores
obtained using four different prompts for four dif-
ferent aspects (consistency, fluency, relevance, co-
herence) with submission ID 20254.

6 Conclusion

Prompt-based evaluation technique outperforms
log-likelihood-based evaluation technique in text
summarization evaluation. However, evaluating
single summaries is challenging, as there are many
different aspects to consider, and some aspects may
be more important than others. Averaging scores
from different aspects improves performance, sug-
gesting that there are other evaluation aspects that
we did not consider. LLaMA2 based models seem
better at reasoning and making decisions, even
with low likelihood scores. Therefore, combin-

ing Prompt-based evaluation with LLaMA2 based
models may further improve text summarization
evaluation results.

Limitations

This experiment used smaller open-source models
(13B or quantized 70B), but the inference hardware
requirements for most of the models used in this
paper are still high. For example, both the 13B
and quantized 70B models took 24 hours to run on
two 48GB A6000 GPU machines for the prompt
scoring based approach, making it expensive and
time-consuming to iterate through different ideas.
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B Single Scoring Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:

You will be given a news article.
Your task is to rate the generated summary with a score of 1-5.
To rate the summary evaluate it on 4 different aspects Coherent, Consistent, Fluent and relevant.
Please make sure you read and understand the definitions carefully. Please keep this document open while
reviewing, and refer to it as needed.

Coherence - the collective quality of all sentences. The summary should be well-structured and
well-organized. The summary should not just be a heap of related information, but should build from
sentence to a coherent body of information about a topic.
Consistency - the factual alignment between the summary and the news article. A factually consistent
summary contains only statements that are entailed by the news article. Annotators were also asked to
penalize summaries that contained hallucinated facts.
Fluency - the quality of the summary in terms of grammar, spelling, punctuation, word choice, and
sentence structure.
Relevance - selection of important content from the news article. The summary should include only
important information from the news article. Annotators were instructed to penalize summaries which
contained redundancies and excess information.

### Input:

News Article: source_text

Summary: summary

Evaluation Form (scores ONLY):

### Response: Score

C Scoring Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:

You will be given one summary written for a news article.
Your task is to rate the summary on one metric.
Please make sure you read and understand these instructions carefully. Please keep this document open
while reviewing, and refer to it as needed.

Evaluation Criteria:
Coherence (1-5) - the collective quality of all sentences. We align this dimension with the DUC quality
question of structure and coherence whereby "the summary should be well-structured and well-organized.
The summary should not just be a heap of related information, but should build from sentence to a
coherent body of information about a topic."

154



Evaluation Steps:
1. Read the news article Text carefully and identify the main topic and key points.
2. Read the Summary and compare it to the news article Text. Check if the Summary covers the main topic
and key points of the news article Text, and if it presents them in a clear and logical order.
3. Assign a score for coherence on a scale of 1 to 5 (score can be decimal or integer), where 1 is the
lowest and 5 is the highest based on the Evaluation Criteria.

### Input:

news article Text: source_text

Summary: summary

Evaluation Form (scores ONLY):

### Response: Coherence:

D Likelihood Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
You will be given a news article.
Your task is to write a summary for the article which is Coherent, Consistent, Fluent and relevant.
Please make sure you read and understand the definitions carefully. Please keep this document open while
reviewing, and refer to it as needed.

Coherence - the collective quality of all sentences. The summary should be well-structured and
well-organized. The summary should not just be a heap of related information, but should build from
sentence to a coherent body of information about a topic.
Consistency - the factual alignment between the summary and the news article. A factually consistent
summary contains only statements that are entailed by the news article. Annotators were also asked to
penalize summaries that contained hallucinated facts.
Fluency - the quality of the summary in terms of grammar, spelling, punctuation, word choice, and
sentence structure.
Relevance - selection of important content from the news article. The summary should include only
important information from the news article. Annotators were instructed to penalize summaries which
contained redundancies and excess information.

### Input:

News Article: source_text

### Response: summary
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Abstract

In this report, we share our contribution to
the Eval4NLP Shared Task titled "Prompt-
ing Large Language Models as Explainable
Metrics." We build our prompts with a pri-
mary focus on effective prompting strategies,
score-aggregation, and explainability for LLM-
based metrics. We participated in the track
for smaller models by submitting the scores
along with their explanations. According to
the Kendall correlation scores on the leader-
board, our MT evaluation submission ranks
second-best, while our summarization eval-
uation submission ranks fourth, with only a
0.06 difference from the leading submission.
Our code is available at https://github.com/
pavanbaswani/Eval4NLP_SharedTask

1 Introduction

With groundbreaking advancements in unsuper-
vised learning and scalable architectures, the possi-
bilities and associated risks, of automatically gener-
ating audio, images, videos, and text have become
incredibly daunting. Conducting human evalua-
tions of such content is not only costly but often
logistically challenging. Consequently, there is a
pressing need for automatic metrics that can reli-
ably assess the quality of generation systems and
their outputs. Presently, the state-of-the-art metrics
for evaluating natural language generation (NLG)
systems still fall short of replicating the proficiency
of human experts. These metrics primarily rely
on neural language models and typically yield a
single quality score at the sentence level. This sin-
gular score makes it arduous to explain their inter-
nal decision-making processes and their resulting
assessments (Leiter et al., 2023a).

The introduction of APIs for large language mod-
els (LLMs), such as ChatGPT, and the recent open-
source availability of LLMs like LLaMA have ig-

∗* Authors contributed equally

nited a surge in NLP research, including the devel-
opment of LLM-based metrics (Chiang and Lee,
2023). Noteworthy examples include GEMBA
(Kocmi and Federmann, 2023a), which delves into
using prompts with ChatGPT (OpenAI, 2023a) and
GPT4 (OpenAI, 2023b) directly as metrics, and
Instructscore (Xu et al., 2023), which takes a dif-
ferent approach by fine-tuning a LLaMA model
to provide a detailed error diagnosis of machine-
translated content.

It is important to note that current research lacks
systematic evaluation of potential prompts and
prompting techniques for metric usage. This in-
cludes approaches that involve instructing a model
or having the model explain a task on its own. Ad-
ditionally, there is a scarcity of assessments regard-
ing the performance of recent open-source LLMs,
despite their critical role in enhancing the repro-
ducibility of metric research compared to closed-
source alternatives.
This year’s Eval4NLP shared task (Leiter et al.,

2023b) addresses these gaps, providing open-
source, pre-trained LLMs (Table 1) for assessing
machine translations and summaries. The focus is
on prompting techniques without LLM fine-tuning,
aiming to improve alignment with human evalu-
ations and enhance metric interpretability while
identifying promising models for future fine-tuning.
The shared task aims to achieve the following

objectives:

• Development of prompting strategies for LLM-
based metrics.

• Establishment of a score aggregation method
for LLM-based metrics.

• Enhancement of explainability in the context
of LLM-based metrics.

Our submission aligns with these objectives. We
attain these goals by utilizing the orca_mini_v3_7b
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Model Language Params Seq Length Size (GB)
Guanaco-65B-GPTQ multilingual 65B 2048 33.5
Platypus2-70B-Instruct-GPTQ english 70B 4096 35.3
WizardLM-13B-V1.1-GPTQ english 13B 2048 7.45
Nous-Hermes-13b english 13B 2048 26
OpenOrca-Platypus2-13B english 13B 4096 26.03
orca_mini_v3_7b english 7B 4096 13.48

Table 1: List of LLMs provided in the Shared Task

(Mathur, 2023) model and crafting prompts through
a combination of fine-grained and chain-of-thought
prompting strategies. Additionally, we have adapted
4-bit quantization to optimize model loading. We
submit reference-free a) segment-level quality
scores for all the language pairs (en-de, en-zh, en-
es) listed under the MT evaluation task and b)
summary-level quality scores for all the documents
provided.

2 Background

2.1 LLM-Based Evaluation
Large Language Model (LLM)-based evaluation
involves employing sophisticated language models
(such as GPT-3 or similar) to evaluate the accuracy
and quality of machine-generated text. An example
of this is the work by Liu et al., 2023, who intro-
duced G-Eval, a summarization evaluation model
built on GPT-4. Notably, G-Eval surpassed all pre-
vious baseline models in summarization evaluation
performance according to their research. In the re-
cent WMT22 metrics shared task (Freitag et al.,
2022), the best-performing MT evaluation metric
is METRICX XXL, a massive multi-task metric
fine-tuned on LLM model checkpoints. However,
Kocmi and Federmann, 2023b shows that GEMBA,
a GPT-based metric that works both with a refer-
ence translation and without has outperformed all
the metrics that participated in the WMT22 shared
task.
It’s important to note that LLM-based evalua-

tions usually generate a single score but lack the
capacity to provide detailed reasoning or explana-
tions behind that score.

2.2 Explainability
Explainability has gained significant importance in
AI research in recent years, offering potential bene-
fits for AI system users, designers, and developers
(Leiter et al., 2023a). Explainability is particularly
desirable for evaluation metrics. Sai et al., 2022
explainable Natural Language Generation (NLG)
metrics should prioritize offering comprehensive
information beyond a single score. Eval4NLP 2021

(Fomicheva et al., 2021) was the first shared task to
emphasize explainability in MT evaluation.

Explainable evaluations are assessment methods
that not only provide a numerical score for the qual-
ity of machine-generated text but also offer detailed
insights or explanations regarding why a particular
score was assigned. These metrics aim to make
the evaluation process more transparent and in-
terpretable by highlighting specific strengths and
weaknesses in the generated text, such as fluency,
accuracy, coherence, relevance, or semantic fidelity.
They are valuable for both improving NLG systems
and enabling users to better understand the quality
of text.

2.3 Prompt Engineering
Prompt engineering is a dual-purpose AI engineer-
ing technique: it fine-tunes large language models
with specific prompts and guides the process of re-
fining inputs for generative AI services to create
text or images. In the following, we’ll discuss some
prompt-engineering techniques.

1. Zero-Shot Prompting: Zero-shot prompting is
an AI technique where models respond effec-
tively to prompts they’ve never seen before dur-
ing training. It leverages general knowledge
to generate context-aware responses, often by
providing auxiliary information or examples.
This approach enhances the adaptability of AI
models in tasks like language understanding
and generation. It’s particularly valuable in
diverse, real-world applications.

2. Few-Shot Prompting: Few-shot prompting is
an AI approach where models are trained to
perform tasks or generate responses with very
limited examples or data, typically fewer than
five instances. It relies on techniques like
meta-learning and transfer learning to enable
models to generalize effectively from minimal
training data. This method is essential for ap-
plications requiring rapid adaptation to new
tasks or domains.

3. Chain of Thought (CoT): Chain of thought
prompting is a cognitive technique involving
structured, sequential prompts or questions
designed to guide systematic thinking and ex-
ploration of a topic. Large Language Models
(LLMs) have shown enhanced capabilities of
solving novel tasks by reasoning step-by-step
(Kim et al., 2023).
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4. Fine-Grained Analysis: Fine-grained prompt-
ing is a method that involves detailed exam-
ination and analysis of data or information
at a granular level. It is employed to gain a
deeper and more comprehensive understand-
ing by breaking them down into smaller, dis-
tinct components for in-depth exploration and
assessment. Fine-grained prompting is often
used in research, data analysis, and various in-
dustries to extract valuable insights and make
informed decisions.

5. Translational Probability: Translational proba-
bility prompting involves assessing the likeli-
hood that a given translation accurately repre-
sents the intended meaning of the source text.
It’s a key factor in evaluating the quality and fi-
delity of machine-generated translations. This
technique helps measure how well an MT sys-
tem produces translations that align with the
expected or reference translations, contribut-
ing to the assessment of translation accuracy
and effectiveness.

6. Majority Vote: Majority vote prompting is a
decision-making approach that relies on ag-
gregating the opinions or votes of multiple
individuals or systems to make a final de-
cision. This technique is used to enhance
decision-making by leveraging collective wis-
dom and improving the accuracy or robustness
of choices.

7. Self-Refinement: Self-refinement is a pro-
cess of continuous improvement or self-
development. Self-refinement prompting in-
volves providing prompts or questions that
prompt reflection and self-assessment. These
prompts encourage models to identify areas
for improvement and take action to enhance
their performance.

Each of these concepts plays a crucial role in vari-
ous domains, from machine learning and artificial
intelligence to cognitive psychology and decision-
making processes. Understanding and effectively
applying these concepts can lead to more robust and
informed solutions in a wide range of applications.

3 System Description
We opted for orca_mini_v3_7b among the provided
LLMs due to its smaller size, which accommo-
dated our resource constraints. We encountered

challenges when attempting to load other LLMs.
We curated prompts using a blend of fine-grained
and chain-of-thought prompting strategies. Further-
more, using bitsandbytes1 we employed 4-bit quan-
tization to enhance model loading efficiency and
consideredMAXTOKENS as 512 during inference
(refer Appendix 7 for computation details).

Our submission includes: a) Summary-level qual-
ity scores for all the documents provided in the task.
b) Segment-level quality scores for language pairs
(en-de, en-zh, en-es) in the MT evaluation task,
without relying on references.

The summary-level scores and segment-level
scores lies in the range of 0-100, where 0 is the
least score that can be awarded to a bad transla-
tion/summary and 100 is the highest score that can
be assigned to a perfect translation/summary.

3.1 Dataset
Table 2 illustrates the provided test sample statistics.
The reported token counts were computed using
bert tokenizer2.

# Entries min tokens max tokens average tokens

summarization source (en) 825 144 818 279.413
target (en) 9 402 51.697

en_de source (en) 1425 18 137 37.935
target (de) 17 156 41.297

en_es source (en) 1834 15 137 37.472
target (es) 19 149 41.683

en_zh source (en) 1297 18 137 37.856
target (zh) 21 212 51.436

Table 2: Test Data Statistics

3.2 Our Prompting Strategies
We outline our prompting strategies for this shared
task as follows.

3.2.1 Approach-1 (Zero-shot W/o explanation)
"Zero-shot prompting without explanation" means
prompting the LLM to generate a response without
providing any additional information or context to
clarify or support the prompt. It relies solely on the
initial instruction without further elaboration.

3.2.2 Approach-2 (Zero-shot w/ explanation)
"Zero-shot prompting with explanation" involves
providing a prompt or instruction to a system and
supplementing it with additional information or
context to clarify or support the prompt (refer Ta-
ble 3 & 4). This approach aims to enhance the

1https://huggingface.co/blog/
4bit-transformers-bitsandbytes#advanced-usage

2https://huggingface.co/
bert-base-multilingual-cased
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system’s understanding of the task or request by
offering more details or background information
alongside the initial instruction.

3.2.3 Approach-3 (CoT + Fine-grained w/
explanation)

We aim to incorporate a strategic approach to facil-
itate a deeper understanding, ultimately enhancing
the LLM’s ability to provide improved responses.
Our approach involves a combination of chain of
thought (CoT) prompting and fine-grained analysis,
specifically focusing on the aspects of Relevance,
Consistency, Coherence, and Fluency for Summa-
rization; and emphasizing on Adequacy, Faithful-
ness, and Fluency for MT

• Fine-grained Analysis for Summarization:
Firstly, the LLM is instructed to provide indi-
vidual scores for Relevance, Consistency, Co-
herence, and Fluency. These individual scores
are then used to prompt the model to provide a
final overall summary score, ensuring a com-
prehensive assessment of the summarization
quality (refer Table 5). This approach enables
a more detailed and nuanced evaluation of the
summary’s performance in each aspect.

• Fine-grained Analysis for MT: Initially, the
LLM generates separate scores for Adequacy,
Faithfulness, and Fluency. Subsequently, us-
ing these scores, the model is prompted to pro-
duce a final translation quality score, ensuring
a comprehensive evaluation of the translation’s
performance in each dimension (refer Table 6).
This approach enhances our ability to assess
translation quality thoroughly.

4 Results & Analysis
Table 7 depicts the summary-level Kendall correla-
tion scores for the summarization evaluation task.
We can infer that our submission (LTRC) ranks
4th with a very minute difference of 0.06 when
compared to the top submission. We initially used
zero-shot prompting which resulted in a correlation
of 0.41 in the leaderboard. After employing CoT
+ Fine-grained prompting, the Kendall correlation
improved to 0.44. Hence, it is evident that strategic
prompting has shown a positive improvement in the
system’s performance.
Table 8, 9, and 10 depict segment-level Kendall

correlations for MT on en-de, en-zh, and en-es lan-
guage pairs respectively. We can notice that our

submissions have consistently ranked 2nd (in small
models track) across the language pairs.
For the en-de language pair, zero-shot prompt-

ing resulted in a correlation of 0.11 which drasti-
cally improved to 0.19 with CoT + Fine-grained
prompting. Conversely, for en-zh, when CoT +
Fine-grained prompting was applied, the correla-
tion score dropped to 0.09. Hence for en-zh and
en-es, we have made our submission with zero-shot
prompting.
An interesting point to observe is that our sub-

missions have surpassed most of the submissions
made in the large model track except NLLG for
en-de and en-es, and MysteryTest for en-es.

4.1 Error Analysis

We conducted manual analysis on a few English-
GermanMT samples. During this analysis, we iden-
tified a minor scoring issue emanating from lan-
guage compatibility 3. To illustrate this, we’ve pro-
vided a few examples in Table 11. It’s notable that
the zero-shot prompting strategy yielded a notably
high score, even though it overlooked translation
accuracy (in the first case) and generated inaccurate
explanations (in both examples). On the other hand,
CoT + fine-grained prompting has penalized the
first example by awarding a score of 70 but in the
explanation, it failed to identify the missing info
and rather provided an incorrect assessment of text
fluency. This observation underscores the need for
a more nuanced evaluation approach that consid-
ers not only the final scores but also the accuracy
and reliability of the explanations provided by the
model.

5 Challenges

• Resource Constraints: The process of load-
ing and utilizing large language models de-
mands substantial computational resources.
Unfortunately, due to limited available mem-
ory, we encountered difficulties loading alter-
native models. Despite successfully loading
the large models, we encountered issues when
attempting to perform inference.

• Language Compatibility: Using an English-
trained (orca_mini_v3_7b) model to evaluate
German, Spanish, and Chinese translations
may have performance implications.

3orca_mini_v3_7b was originally trained on English text
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### Instruction
The task is to provide the overall score for the given summary with reference to the given article on a continuous scale from 0 to 10
along with explanation in JSON format with "score" and "explanation" keys as follows: {"score": <float-value>, "explanation": <explanation-text>}.
Where a score of 0 means the summary is "irrelevant, factually incorrect and not readable" and score of 10 means "relevant, factually correct, good readability".
You must justify the score that you provided with clear and concise reason within 2 sentences interms of justifying the relevance, readability, factuality metrics.
The article text and summary text is given in triple backticks “‘ with ### Article: and ### Summary: as prefix respectively.
Note: The generated response must be in json format without any missed braces or incomplete text. Also, it should not provide any additional information other than JSON output.

### Article: “‘{}“‘
### Summary: “‘{}“‘
### Response:

Table 3: Zero-shot prompting for evaluating Summary

### Instruction:
The task is to score a translated text from {English} to {German} with respect to the source sentence on a continous scale from 0 to 100,
along with explaination in JSON format with "score" and "explanation" keys as follows: {"score": <float-value>, "explanation": <explanation-text>}.
Where a score of zero means "no meaning preserved and poor translation quality" and score of one hundred means "excellant translation quality with perfect meaning and grammar".
You must justify the score that you provided with clear and concise reason within 2 sentences interms of justifying the adequacy, fluency, faithfulness metrics.
The source sentence and target sentence is given in triple backticks with ### source sentence: and ### target sentence: as prefix respectively.
Note: The generated response must be in json format without any missed braces or incomplete text. Also, it should not provide any additional information other than JSON output.

### source sentence: “‘{}“‘
### target sentence: “‘{}“‘
### Response:

Table 4: Zero-shot prompting for evaluating MT

### Instruction
You will be given one summary written for a news article.

Your task is to assign the single score for the summary on continuous scale from 0 to 10 along with explanation.

Please make sure you read and understand these instructions carefully. Please keep this document open while reviewing,
and refer to it as needed. You must justify the score that you provided with clear and concise reason within 2 sentences in
terms of justifying the relevance, fluency, coherence and consistency metrics.

The article text and summary text is given in triple backticks “‘ with "Source Text:" and "Summary:" as prefix respectively.

Evaluation Criteria:
1) Relevance (1-5) - selection of important content from the source. The summary should include only important information
from the source document. Annotators were instructed to penalize summaries which contained redundancies and excess information.
Here, 1 is the lowest and 5 is the highest.
2) Consistency (1-5) - the factual alignment between the summary and the summarized source. A factually consistent summary
contains only statements that are entailed by the source document. Annotators were also asked to penalize summaries that contained
hallucinated facts. Here, 1 is the lowest and 5 is the highest
3) Coherence (1-5) - the collective quality of all sentences. We align this dimension with the DUC quality question of structure and
coherence whereby "the summary should be well-structured and well-organized. The summary should not just be a heap of related
information, but should build from sentence to a coherent body of information about a topic.". Here, 1 is the lowest and 5 is the highest.
4) Fluency (1-3): the quality of the summary in terms of grammar, spelling, punctuation, word choice, and sentence structure.
- 1: Poor. The summary has many errors that make it hard to understand or sound unnatural.
- 2: Fair. The summary has some errors that affect the clarity or smoothness of the text, but the main points are still comprehensible.
- 3: Good. The summary has few or no errors and is easy to read and follow.

Evaluation Steps:
1. Read the summary and the source document carefully.
2. Compare the summary to the source document and identify the main points of the article.
3. Assign scores for Relevance, Consistency, Coherence and Fluency based on the Evaluation Criteria.
4. By utilizing the generated scores of Relevance, Readability, Coherence and Fluency, aggregate these scores to assign the single score
for the summary on continuous scale from 0 to 10 along with explanation in JSON format with "score" and "explanation" keys as follows:
{"score": <float-value>, "explanation": <explanation-text>}.

### Source Text: “‘{}“‘
### Summary: “‘{}“‘
### Response:

Table 5: CoT + fine-grained prompting for evaluating summaries
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### Instruction
You will be given one translated sentence in {Spanish} for a source sentence in {English}.

Your task is to assign the single score for the translation on continuous scale from 0 to 100 along with explanation.

Please make sure you read and understand these instructions carefully. Please keep this document open while reviewing,
and refer to it as needed. For explanation, you must justify the score that you provided with clear and concise reason within
2 sentences interms of justifying the adequacy, fluency and faithfulness metrics.

The source text and translation text is given in triple backticks “‘ with "Source Text:" and "Translation:" as prefix respectively.

Evaluation Criteria:
1) Adequacy (1-5) - the correspondence of the target text to the source text, including the expressive means in translation.
Annotators were instructed to penalize translation which contained misinformation, redundancies and excess information.
Here, 1 is the lowest and 5 is the highest.
2) Faithfulness (1-5) - translation faithfulness to the meaning depends on how the translator interprets the speaker’s intention
and does not imply that one should never or always translate literally. Here, 1 is the lowest and 5 is the highest.
3) Fluency (1-3): the quality of the translation in terms of grammar, spelling, punctuation, word choice, and sentence structure.
- 1: Poor. The translation has many errors that make it hard to understand or sound unnatural.
- 2: Fair. The translation has some errors that affect the clarity or smoothness of the text, but the main points are still comprehensible.
- 3: Good. The translation has few or no errors and is easy to read and follow.

Evaluation Steps:
1. Read the translation and the source document carefully.
2. Compare the translation to the source text.
3. Assign scores for Adequacy, Faithfulness and Fluency based on the Evaluation Criteria.
4. By utilizing the generated scores of Adequacy, Faithfulness and Fluency, aggregate these scores to assign the single score for the
translation on continuous scale from 0 to 100 along with explanation in JSON format with "score" and "explanation" keys as follows:
{"score": <float-value>, "explanation": <explanation-text>}.

### Source Text: “‘{}“‘
### Translation: “‘{}“‘
### Response:

Table 6: CoT + fine-grained prompting for evaluating MT
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Track Team Name Summ

Small

DSBA 0.5
iML 0.49
IUST_NLP_Lab 0.48
LTRC 0.44
CompetitionEntrants 0.44
Beginners 0.38
ManCity 0.25

Large NLLG 0.35

Table 7: Summary-level Kendall Correlation for Sum-
marization Task

Track Team Name en-de

Small

HIT-MI&T Lab 0.49
LTRC 0.19
uOttawa 0.12
TaiwanSenior 0.04

Large
NLLG 0.24
MysteryTest 0.17
Eval4NLP 0

Table 8: Segment-level Kendall Correlation for MT on
English-German pairs.

Track Team Name en-zh

Small HIT-MI&T Lab 0.32
LTRC 0.13

Large
NLLG 0.13
MysteryTest 0.1
Eval4NLP 0.01

Table 9: Segment-level Kendall Correlation for MT on
English-Chinese pairs.

Track Team Name en-es

Small HIT-MI&T Lab 0.42
LTRC 0.11

Large
NLLG 0.18
MysteryTest 0.12
Eval4NLP -0.02

Table 10: Segment-level Kendall Correlation for MT on
English-Spanish pairs.

6 Conclusions

In this paper, we present our contribution to
the Eval4NLP shared task, which focuses on the
"Prompting Large Language Models as Explain-
able Metrics Task." Our submission is specifically
tailored to the small model track. Our evaluation
involved the use of the "orca_mini_v3_7b" model

to assess machine translation (MT) and summariza-
tion test data. To generate scores accompanied by
explanations, we employed both zero-shot and fine-
grained + CoT prompting strategies. In our findings,
we provide Kendall correlation scores in compari-
son to other submissions. We also conducted error
analysis by discussing the model’s performance on
a few samples. Overall, our submission ranked 2nd
in the machine translation task and 4th in the sum-
marization task. We believe that further exploration
of strategic prompting methods holds the potential
to enhance model performance in terms of both
scoring and explainability.
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Zero-Shot Prompting CoT + Fine-grained Prompting Human Evaluation
English (en) German (de) Score Explanation Score Explanation Score Explanation

Samson Lawal (born 25 April
2004) is a Nigerian professional

footballer who plays as a
midfielder for Livingston.

Samson Lawal (* 25. April
2004 in Livingston) ist ein

nigerianischer Fußballspieler.
90

The translation is adequate, with the main
information about the player and his birthdate
preserved. However, the sentence structure
is not as fluent as it could be, and the use of
the German word "ist" instead of "ist in"

could be improved.

70

The translation is adequate as it
conveys the main information from

the source text, including the
birthdate, nationality, and position

of the footballer. However, the sentence
structure is not as fluent as it could be,

and there are some minor grammatical errors.

60

The translation misses some information
like \textit{Samson Lawal plays as

a midfielder for Livingston} and instead
mentions Livingston as his birthplace.

Andrii Ivanovych Dubchak
(born 19 October 1976,

Kalynivka, Vinnytsia Oblast)
is a Ukrainian photographer,
videographer, photojournalist,

and war correspondent.

Andrii Ivanovych Dubchak (*
19. Oktober 1976 in Kalynivka,

Vinnytsia Oblast) ist ein
ukrainischer Fotograf,

Videograf, Fotojournalist
und Kriegskorrespondent.

90

The translation is very fluent and
maintains the meaning of the original

sentence. However, there are some minor
grammatical errors, such as the use of

’ist’ instead of ’ist ein’ for the first occurrence
of ’Andrii Ivanovych Dubchak’ and the missing
comma after ’Kalynivka, Vinnytsia Oblast).

80

The translation is adequate, as it conveys
the main information about Andrii

Ivanovych Dubchak’s profession and birthplace.
The fluency is good, with no major grammatical
or spelling errors. However, the faithfulness could

be improved, as the sentence structure is
not entirely faithful to the original source text.

95

hethetheThe translation is accurate and preserves
source meaning. The only minor issue is
that letter ’U’ should be capitalized in

\textit{ukrainischer}.

Table 11: Analysis on en-de MT pairs.
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7 Appendices
We used the following computation for all infer-
ences.

1. CPU:

• Name: Intel(R) Xeon(R) CPU E5-2640
v4 @ 2.40GHz

• Total: 40
• # Cores: 10
• cache size: 25600 KB

2. GPU:

• Name: NVIDIA GeForce RTX 2080 Ti
• Total: 4
• Memory/GPU: 11GB
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Abstract

This paper describes the DSBA submissions
to the Prompting Large Language Models as
Explainable Metrics shared task, where sys-
tems were submitted to two tracks: small and
large summarization tracks. With advanced
Large Language Models (LLMs) such as GPT-
4, evaluating the quality of Natural Language
Generation (NLG) has become increasingly
paramount. Traditional similarity-based met-
rics such as BLEU and ROUGE have shown
to misalign with human evaluation and are ill-
suited for open-ended generation tasks. To ad-
dress this issue, we explore the potential capa-
bility of LLM-based metrics, especially lever-
aging open-source LLMs. In this study, wide
range of prompts and prompting techniques are
systematically analyzed with three approaches:
prompting strategy, score aggregation, and ex-
plainability. Our research focuses on formu-
lating effective prompt templates, determin-
ing the granularity of NLG quality scores and
assessing the impact of in-context examples
on LLM-based evaluation. Furthermore, three
aggregation strategies are compared to iden-
tify the most reliable method for aggregating
NLG quality scores. To examine explainabil-
ity, we devise a strategy that generates ratio-
nales for the scores and analyzes the charac-
teristics of the explanation produced by the
open-source LLMs. Extensive experiments pro-
vide insights regarding evaluation capabilities
of open-source LLMs and suggest effective
prompting strategies.1

1 Introduction

As Large Language Models (LLMs) like GPT-4
continue to advance rapidly, the Natural Language
Generation (NLG) capability is approaching a level
of expertise comparable to that of a human. As
a result, the precise evaluation of NLG has be-
come increasingly paramount. However, traditional

1Code for this paper is available at https://github.com/
kjhoon7686/Prompt4LLM-Eval.

similarity-based metrics like BLEU (Papineni et al.,
2002) and ROUGE (Lin, 2004), which are widely
used in NLG evaluations, tend to show a discrep-
ancy from human assessments (Liu et al., 2023).
Additionally, the reliance on reference texts for
these metrics can hinder an accurate assessment of
NLG quality, particularly for open-ended genera-
tion tasks.

Recent research has introduced methodologies
that leverage LLMs as NLG evaluators, showcas-
ing the potential of LLM-based metrics. These ap-
proaches are motivated from findings in recent re-
search which revealed that LLM can directly evalu-
ate NLG capabiltiy harnessing knowledge retained
during the pre-train (Xu et al., 2023). These metrics
have demonstrated notable correlation (Fu et al.,
2023; Liu et al., 2023; Kocmi and Federmann,
2023; Fernandes et al., 2023) with human eval-
uations to learned evaluators (Chiang and yi Lee,
2023; Svikhnushina and Pu, 2023).

Concurrently, recent advancement of LLMs such
as LLaMA (Touvron et al., 2023), Vicuna (Zheng
et al., 2023), and Orca (Mukherjee et al., 2023), has
paved a way for research on NLG evaluations utiliz-
ing open-source LLMs (Xu et al., 2023). However,
there are few comprehensive studies that systemati-
cally evaluate the vast amount of possible prompts
and prompting techniques for LLM-based metrics.
Especially, research assessing the capabilities of
open-source LLMs in the context of LLM-based
metrics is even more scarce. Given the importance
of enhancing the reproducibility of LLM-based
metrics in metric research, there is a clear need for
studies that explore effective prompts and prompt-
ing techniques specifically for open-source LLMs
(Chiang and yi Lee, 2023).

In this work, we conduct a thorough exploration
of various prompts and prompting techniques for
effective deployment of open-source LLMs as met-
rics: analyze them in terms of prompting strategy,
score aggregation, and explainability.
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Within the scope of prompting strategies, we
compare the effectiveness of human and model in-
struction templates for NLG evaluation. In addition,
we explore granularity in score assignment to ac-
curately evaluate NLG quality. Additionally, we
gauge the influence of the open-source LLM’s In-
Context Learning (ICL) capability (Brown et al.,
2020) in NLG evaluation by employing various
types of demonstrated examples. For score aggre-
gation, we compare three methodologies to dis-
cern the optimal strategy for aggregating NLG
quality scores. To infer the explainability of open-
source LLMs, we generate rationale when com-
puting scores. These comprehensive experiments
on prompting techniques for LLM-based metrics
provide insights into the evaluation capabilities
of open-source LLMs and guidelines for effective
prompting strategies.

Furthermore, we provide insights derived from
analysis of the features embedded in prompts and
behaviors of open-source LLMs as LLM-based
metrics. Additionally, we report our strategies and
outcomes applied to the test set of summarization
track in Eval4NLP 2023 shared task.

2 Related Work

Similarity-based Metrics Similarity-based
metrics evaluate the quality of NLG outputs
by comparing reference and candidate text.
They can be categorized into lexical-based and
semantic-based metrics. Lexical-based metrics,
such as BLEU (Papineni et al., 2002) and ROUGE
(Lin, 2004), utilize N-grams to measure lexical
overlap between a reference and a candidate
text. However, research has highlighted their
inadequacy in accurately assessing the quality of
generated outputs and identifying both syntactical
and semantic discrepancies (Liu et al., 2023;
Polišenská et al., 2021; Wu et al., 2021). On the
other hand, semantic-based metrics, including
BERTScore (Zhang et al., 2019) and MoverScore
(Zhao et al., 2019), measure semantic similarity by
comparing the embeddings of both reference and
candidate texts. However, similar to lexical-based
metrics, they face challenges when evaluating
open-ended generation tasks due to their inherent
dependence on reference text (Chiang and yi Lee,
2023; Guan et al., 2021; Gu et al., 2021).

LLM-based Metrics The recent substantial ad-
vancement in the NLG capabilities of LLMs has

motivated research interests related to LLM-based
metrics. Consequently, the latest studies, primarily
exploring various prompting approaches that do not
require additional training of an LLM, has shown a
correlation with human evaluation comparable to
that of learned evaluators (Chiang and yi Lee, 2023;
Svikhnushina and Pu, 2023). Also, building upon
the foundational work of LLaMA (Touvron et al.,
2023), research on the fine-tuning approach which
constructs an evaluator by fine-tuning an LLM with
suitable supervised data for the evaluation task, is
being actively pursued (Bosselut et al., 2019; Xu
et al., 2023).

3 Summarization Track

The summarization track of Eval4NLP 2023 shared
task (Leiter et al., 2023) aims to propose a
reference-free metric for summarization. Specif-
ically, reference-free metric evaluates a given sum-
mary using only the provided source sentence or
paragraph without additional human-written refer-
ences. The objective of shared task is to develop
LLM-based metrics by exploring effective prompt-
ing strategies for open-source LLMs.

3.1 Dataset

3.1.1 Train and Development Set

In this study, we utilize the SummEval bench-
mark dataset provided by Fabbri et al. (2020) as
both train and development sets. While the origi-
nal benchmark provides human annotation scores
for each of four aspects, including relevance,
consistency, coherence, and fluency, the sum-
marization track adopts the average of these aspect
scores as golden human annotation scores. The
performance of the evaluation task is measured
through sentence-level correlation with the golden
human annotation scores.

3.1.2 Test Set

Dataset provided in the shared task (Leiter et al.,
2023), consisting of sentences and fragments of
paragraphs from English Wikipedia documents
written after July 15, 2023, is used as the test set.
Summaries in the test dataset were generated by
a summary generation model that are annotated
with reference to Multidimensional Quality Metrics
(MQM) annotation for aspects like factuality,
relevance, and readability.
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Figure 1: Examples of Human Guideline (HG) prompt and Model Guideline (MG) prompt. HG prompt and MG
prompt consists of task description, evaluation criteria, and evaluation steps. The HG prompt is used as the annotation
guideline for summarization evaluation, serving as the basis for human annotators assessments. In contrast, the MG
prompt was used as the instruction for the model.

3.2 Models

We use four out of six open-source LLMs provided
in the Eval4NLP 2023 shared task.

• Hermes-13B - LLaMA-13B model trained on
over 300,000 instructions.

• Orca-7B - LLaMA2-7B model trained on
Orca Style dataset.

• Orca-13B - LLaMA2-13B model trained on
Open-Platypus dataset and OpenOrca dataset.

• Platypus-70B - LLaMA2-70B model trained
by Lee et al. (2023).

4 Method

In this section, we address the prompting strate-
gies and score aggregation methods, as well as ap-
proaches to assess the explainability of open-source
LLMs.

4.1 Prompting Strategy

Prompting strategies consist of prompt template,
granularity of score, and demonstration.

4.1.1 Prompt Template
We propose Human Guideline (HG) prompt and
Model Guideline (MG) prompt for summary eval-
uation as illustrated in Figure 1. The HG prompt,
adapted from the human evaluation guideline of
SummEval (Fabbri et al., 2020), provides clear
evaluation instructions and criteria for human an-
notators.

Conversely, the MG prompt, implemented from
a guideline given to LLM such as GPT-4 for sum-
mary evaluation in G-EVAL (Liu et al., 2023), in-
structs LLM to assess summaries, offering detailed,
directive instructions and criteria.

Both HG prompt and MG prompt consist of
elements such as task description, evaluation
criteria, and evaluation steps. To assess the impact
of each element, we create variants by modifying
each one.

Task Description The task description provides
instructions for the specified task. To explore
the influence of its length, we craft short and
long descriptions by varying sentence lengths,
maintaining the original context. Additionally, we
create an expert-role task description to study the
effect of providing an expert role in the evaluation
(e.g. “you’re an expert at summarizing news
articles."). Each variant is developed for both HG
and MG prompts, with details in Appendix D.

Evaluation Criteria The evaluation criteria out-
lines the scoring standards for the given summary
per aspect. It is categorized into three components,
1) Aspect Definition (AD) 2) Human-Targeted cri-
teria (HT) 3) Model-Targeted criteria (MT).

AD, adopted from GPTScore (Fu et al., 2023),
concisely describes the evaluation aspect defini-
tions. HT and MT, used in HG and MG Prompts
respectively, include scoring considerations and as-
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pect descriptions.
To investigate the effects of each components,

we generate modified version of AD, HT, and MT
for each aspect using GPT-4. We instruct GPT-4 to
maintain a consistent format with the existing ones.
Examples are provided in Appendix D.

Evaluation Steps The evaluation steps, which
could be considered as a Chain-of-Thought (CoT)
(Zhang et al., 2023), provide step-by-step instruc-
tions for the evaluation task, enhancing the reason-
ing capabilities of LLM. To explore the impact of
varied evaluation steps descriptions, we construct
detailed complex evaluation steps for both HG and
MG prompts. Examples are provided in Appendix
D.

4.1.2 Granularity of Score
For assigning a score, we consider the following
two scoring approaches: coarse-grained scoring
and fine-grained scoring. Coarse-grained scoring
yields a singular and holistic score that considers
all evaluation aspects collectively, but does not pro-
vide scores for individual aspects. Conversely, fine-
grained scoring assigns the score for each aspect,
deriving individual scores and then averaging them
to yield the final singular score. This approach en-
ables the LLMs to furnish both the overall score
and specific aspect scores, granting a more nuanced
understanding of for score derivation compared to
the coarse-grained method. Given that NLG evalu-
ations commonly score by jointly taking multiple
aspects into account, adpoting fined-grained scor-
ing when constructing variants of the prompt is
naturally apt approach.

4.1.3 Demonstration
To examine the ICL capability of open-source
LLMs in evaluation tasks, we craft two distinct
types of demonstrated examples.

One set of examples includes raw source text, a
summary, and a human annotation score. On the
other hand, another set of examples incorporates a
rationale derived from the assigned human annota-
tion score, which has been distilled from GPT-42, in
addition to the components found in the former set
of examples. Examples are provided in Appendix
D.

Furthermore, we construct examples for each in-
dividual aspect and subsequently group them into

2https://openai.com/research/gpt-4

’worst’ and ’best’ categories based on human an-
notation scores. In our study, ’worst’ examples are
assigned a score of 1, while ’best’ examples receiv-
ing a score of 5. Categorization is undertaken to
investigate potential biases in the quality and the
score of the provided examples. Due to the maxi-
mum input length constraint of the LLMs, we use
only one example as demonstration per summary.

4.2 Score Aggregation

To derive scores for individual aspects, we propose
the following three score aggregation methods:
Direct, Logprob, and Approximation (see Figure
2).

Direct This method is the most general scoring
method. It leverages the score generated by the
LLM directly.

Logprob This method calculates the score by
summing the product of a pre-defined discrete score
range (e.g. 1 to 5) and the generation probability
of the corresponding tokens. This method is con-
sidered as a weighted summation approach, using
each score’s token probability as its weight. By
incorporating the model’s token generation proba-
bilities, this method distinctively produces a more
continuous score.

For a given set of pre-defined discrete scores
S = {s1, ..., sK}, Logprob multiplies each discrete
score si by its token probability p(si). K in (1) is
the number of pre-defined discrete scores.

score =

K∑

i=1

p(si) · si (1)

Approximation This method calculates the
score by averaging N sampled scores generated by
LLM. Intending to approximate the token probabil-
ity distribution, we design Approximation method
to distinguish it from the Logprob method, which
directly uses the actual token probabilities. This
aggregation is inspired by techniques explored in
(Liu et al., 2023; Fu et al., 2023).

For a given set of pre-defined discrete scores
S = {s1, ..., sK}, Approximation multiplies each
discrete score si by its approximated token proba-
bility g(si). In (2), count(si) denotes the number
of count discrete score si appears in N samples.
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Figure 2: (a) Left - Score Aggregation An example of how the Score Aggregation is calculated. ‘Direct’ uses
scores directly generated by the model, ‘Logprob’ uses a weighted summation based on generation probabilities of
pre-defined scores (e.g. 1 to 5), and ‘Approximation’ uses an average from N sampled scores. (b) Right - Rational
Generation prompt An example of Rationale Generation (RG) prompt and the corresponding outputs. Using the
RG prompt as input, the model provides a score for the quality of the summary and the corresponding rationale.

g(si) =
count(si)

N
(2)

score =
K∑

i=1

g(si) · si (3)

4.3 Explainability
Evaluations that employ the previously described
methods yield only a sole scalar score with no ad-
ditional explanation for the assigned score at all.
Thus, we manually craft the Rationale Generation
(RG) prompt to derive rationales for the scores.
Using this prompt, we aim to explore the explain-
ability of open-source LLMs (see Figure 2).

Furthermore, similar to the approach used in the
demonstration section 4.1.3, we use examples to
analyze the influence of demonstrated examples on
rationale generation. Each example is divided into
‘worst’ and ‘best’ example to examine potential
biases in the outputs.

4.4 Test phase
For the test set, we incorporate two supplementary
approaches alongside the previously described
prompting strategy, tailored to the attributes of the
test set.

Filtering Although many summaries in the test
set exhibit appropriate sentence structures, certain
samples retain repetitive words or phrases (e.g. “A
family of four members, including a first member,

a second member, a third member, and a fourth
member."). We deem such instance as a failure to
generate an appropriate summary and uniformly
assigned them lowest score. To account such
instances, we design a Filtering prompt that filters
failed samples. For given summaries, when model
generates a ‘Yes’ response, they are assigned the
minimum score. Example of the Filtering prompt
is provided in Appendix D.

Binning After analyzing the scores assigned by
the model for the test data, we observe that open-
source LLMs are generally adept at evaluating sum-
maries. Nevertheless, we note the model’s tendency
of assigning excessively fine-grained scores among
samples of equivalent quality (e.g. scores of 1 and
1.01). In light of these observations, we implement
Binning to simplify the score distribution and mit-
igate noise, thereby integrating proximate scores
into same categories. Detailed explanations can be
found in the Appendix B.

5 Experiments

5.1 Experimental Setup

Experiments are conducted using the development
set of the summarization track provided in the
shared task. We use the provided prompt template
for the summarization track as the baseline prompt.
The baseline prompt contains a brief task descrip-
tion and score guide. Additionally, the HG and MG
prompt in 5.2 are adapted from SummEval (Fabbri
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Template Fine-grained Demonstration Aggregation Orca-7B Orca-13B
Prompting

Base x x Direct 0.2500 0.3040
Human x x Direct 0.3094 0.4343
Model x x Direct 0.2651 0.3583
Base o x Direct 0.2746 0.3891

Human o x Direct 0.3472 0.4468
Model o x Direct 0.2864 0.3844

Demonstration
Human o Base-worst Direct 0.1758 0.3690
Human o Base-best Direct 0.2854 0.4092
Human o Reason-worst Direct 0.2309 0.3899
Human o Reason-best Direct 0.2733 0.4133

Aggregation
Human o x Approximation 0.3239 0.4002
Human o x Logprob 0.3296 0.4210
Human o x Direct 0.3472 0.4468
Model o x Approximation 0.2687 0.3530
Model o x Logprob 0.2926 0.3851
Model o x Direct 0.2864 0.3844

Explainability
Rationale o x Direct 0.3506 0.4220
Rationale o Reason-worst Direct 0.2915 0.3876
Rationale o Reason-best Direct 0.3262 0.4330

Table 1: Main result. Experimental results of combination sets for each Prompting Strategy, Score Aggregation, and
Explainability. ‘Human’ and ‘Model’ mean Human Guideline prompt and Model Guideline prompt respectively.
Also, ‘Base-worst/best’ and ‘Reason-worst/best’ are abbreviations of two types of demonstration that are distin-
guished, including rationale. Best results for each set of variants are in bold.

et al., 2020) and G-EVAL (Liu et al., 2023) with
minimal modification. Examples of prompts are
provided in Appendix D. For scoring, we averaged
the scores derived from the aspects of relevance,
consistency, coherence, and fluency for fine-
grained scoring. For the demonstration experi-
ments, we sample examples from the train set based
on human annotation scores for each aspect. Ratio-
nales for the scores in the examples are generated
using GPT-4. Throughout the entire score genera-
tion process, we set top_p to 0.1. For Direct and
Logprob aggregation, the temperature is set to 0.
Lastly, we set the temperature to 1 and n_samples
to 20, respectively, for Approximation aggregation.

Moreover, we report the leaderboard results for
the test set using Orca-13B and Platypus-70B for
the small and large track, respectively. Test set ex-
periments share the almost the same setting with de-
velopment set experiments: same HG prompt, fine-
grained scoring, hyperparameters for Direct aggre-
gation are implemented. For factuality evalua-
tion criteria, not originally provided in SummEval
(Fabbri et al., 2020), we use GPT-4 to generate it.
Specifically, scores for relevance, factuality,
and fluency, obtained from Direct aggregation,
are averaged to compute the final score. Through-
out our all experiments, segment-level Kendall’s
Tau correlation is used as the performance metric.
For optimized inference with open-source LLMs,

we employ Guidance3 and vLLM4 libraries. Details
of experimental setup are provided in Appendix A.

5.2 Main Results

5.2.1 Prompting Strategy
We compare the performance with different types
of the prompt templates. As shown in Prompting
section of Table 1, regardless of the granularity of
the score, we observe that HG and MG prompts,
especially HG prompt, consistently outperform the
baseline prompt. We hypothesize that a more de-
tailed description of task provided in the HG and
MG prompt allows LLM to understand and follow
the instructions more clearly. Moreover, among
all the prompts, the HG prompt achieves the best
performance, indicating that succinct and clear in-
structions are better than complex ones.

As for granularity of the scoring, fine-grained
scoring consistently outperforms coarse-grained
scoring across various model sizes and prompt tem-
plates. The coarse-grained scoring may introduce
ambiguity in the evaluation criteria by requiring the
LLM to consider aspect-specific considerations in
an integrated manner. Conversely, the fine-grained
scoring removes such ambiguity by providing eval-
uation criteria of each aspect independently.

3https://github.com/guidance-ai/guidance
4https://github.com/vllm-project/vllm
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As shown in Demonstration section of Table 1,
we observe that the use of demonstration leads to
decrease in performance, likely due to the inher-
ent bias introduced by the demonstrated example.
Notably, the smaller model exhibits a significant
decline in performance, which could be attributed
to their limited ICL capabilities (Dong et al., 2022;
Han et al., 2023; Wei et al., 2023), resulting in
inaccurate understanding of in-context examples,
and vice versa. The performance differs among
models based on whether they are provided with
examples containing only the score or examples
with additional rationales. This discrepancy can
be attributed to the superior ability of larger mod-
els in comprehending in-context examples, which
leads to better understanding when explanations
for scores are added. In contrast, the smaller model
exhibits the opposite behavior. Furthermore, pro-
viding the ‘best’ examples consistently yields su-
perior performance across all model sizes when
compared to the ‘worst’ examples. After conduct-
ing an analysis of the model’s score distribution, we
observe a bias wherein the model tends to assign
higher scores when provided with the ‘best’ ex-
ample. We hypothesize that observed bias may be
driven by the skewed distribution of human anno-
tation scores in the development set, where human
annotation scores are predominantly distributed to-
wards higher values, mainly falling between 3 and
5.

5.2.2 Score Aggregation
We assess the performance based on the different
score aggregation methods. Aggregation section
of Table 1 illustrates that, across various model
sizes and prompt templates, Direct and Logprob
aggregation consistently demonstrates superior per-
formance when compared to the Approximation
aggregation. In both Direct and Logprob aggre-
gation, the decoding temperature is set to 0. This
likely leads the model to assign scores in a more
deterministic manner compared to the Approxima-
tion, potentially resulting in superior performance.
Specifically, since Approximation estimates the dis-
tribution of score token probability through sam-
pling, sampling noise could account for its lower
performance. Unlike other aggregation methods,
Direct aggregation generates integer values rang-
ing from 1 to 5, thereby offering a much fewer
score range. On the other hand, Xu et al. (2023)
suggest that Kendall Tau might favor tie pairs. Such
tendency could explain the notably high correlation

observed with Direct aggregation.

5.2.3 Explainability

We assess the LLM’s ability to provide appropriate
explanations for the scores. Examining Explain-
ability section of Table 1, we observe that the RG
prompt results in performance similar to or slightly
lower than the HG prompt and better than the MG
prompt. This suggests that generating rationales
for scores can also aid the evaluation process it-
self. Furthermore, it is noteworthy that Orca-7B
exhibits a slight performance decline when pro-
vided with a demonstrated example, in contrast to
the performance of Orca-13B. The RG prompt is
meticulously designed to facilitate the generation
of rationales, possibly benefiting from the exam-
ples. Therefore, Orca-13B, with superior ICL ca-
pabilities as mentioned in 4.1, has outperformed
the other smaller model. Analysis of the rationales
generated by Orca-13B is discussed in 5.3.3.

5.2.4 Test Phase

Orca-13B Platypus-70B
Human 0.4699 0.4764

Filtering 0.4815 -
Binning 0.5016 0.4916

Table 2: Kendall’s Tau correlation on test set where
Human denotes test result obtained with HG prompt.

In Table 2, we report the performance of the
HG prompt on the test set. Details of HG prompt
applied for the test set are provided in Appendix D.
As evident from the results of our development set
experiments, the performance of the HG prompt
on the test set is consistently satisfactory across
all models. Furthermore, we observe a discernible
improvement in performance when the Filtering is
applied. This observation suggests that uniformly
assigning lowest scores to inadequately generated
summaries can enhance performance. Similarly,
Binning enhances performance by reducing noise
in the scores on the test set. This improvement
is achieved by integrating closely related scores
into same categories. While the Orca-13B model
exhibits a slightly lower performance compared
to the Platypus-70B with the base HG prompt, it
shows superior performance after the application
of Filtering and Binning. Details of test phase are
provided in Appendix B.
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5.3 Analysis

5.3.1 The Effect of Different Model Sizes

We compare the performance depending on dif-
ferent model sizes: Orca-7B, Hermes-13B, Orca-
13B, and Platypus-70B. As shown in Appendix
Table 4 and Table 5, despite the same size with
Orca-13B, the performance of Hermes-13B is sig-
nificantly lower, even lower than Orca-7B. Except
for Hermes-13B, generally positive correlation be-
tween model size and performance is observed. We
speculate such outcome may be due to the differ-
ences in the backbone model’s performance (e.g.
LLaMA, LLaMA 2) and the type of datasets and ap-
proaches used for fine-tuning (Freitag et al., 2022).
Insignificant performance gap between Platypus-
70B and Orca-13B proves that Orca-13B is as ef-
fective as Platypus-70B for the evaluation task.

5.3.2 Comparisons of each Component

Task Description Types We investigate the
impact of varying the length of task descrip-
tions within the HG prompt and MG prompt
on performance. Additionally, we compare
performance when an expert role is assigned
in the task description versus when it is not.
As shown in Appendix Table 6, for Orca-7B,
there is no significant performance difference
based on length of task descriptions. However,
for Orca-13B, we observe higher performance
when a longer task description is employed. Such
tendency suggests that, Orca-13B benefits from
longer length of task descriptions in facilitating
the execution of instructions, even when the
content remains the same. Furthermore, when
the expert role is assigned, there is a discernible
performance improvement with Orca-7B. However,
for Orca-13B, the performance difference between
cases with and without the expert role is not
substantial, indicating that this approach can be
more effective for smaller models.

Evaluation Criteria Variants We analyze
the influence of various evaluation criteria, AD,
HT, and MT. As shown in Appendix Table 7,
utilizing aspect definitions consistently improves
performance, regardless of the prompt template
or model size. Furthermore, similar results are
obtained even when evaluation criteria gen-
erated by GPT-4 are used. This suggests that
providing a simple definition of each aspect is an ef-
fective approach when evaluating summary quality.

Complexity of Evaluation Steps As shown in
Table 8, there is no significant trend in performance
between standard and complex evaluation steps
both for the HG prompt and the MG prompt. This
observation implies that while the evaluation steps
are effective in offering step-by-step instructions
to the model, the precise description or complexity
level of the evaluation steps does not exert a signif-
icant influence on the evaluation of summaries.

5.3.3 Error Analysis
To investigate whether the model generates well-
founded rationales for the assigned scores, we
perform an error analysis on the rationales gener-
ated using the RG prompt described in section 4.3.
Specifically, we conduct such comparative analysis
on 36 sampled instances for two different rationale
generation method: one generated with Orca-13B
and RG prompt, and another with RG prompt in-
cluding demonstrated examples.

Our analysis reveals that, in general, the model
exhibits the capability to provide rationales cor-
rectly. However, we identify several types of errors:
(Error type 1) provided rationale is inconsistent
with the assigned evaluation scores, (Error type
2) provided rationale shows hallucination where
the rationale includes information not present in
the source text or summary, (Error type 3) pro-
vided rationale describes explanation about aspect
different from the designated one. Detailed descrip-
tions and examples for each error type can be found
in Appendix C. Addressing and mitigating these
errors through further research efforts could signif-
icantly enhance the explainability and reliability of
LLM-based metrics.

6 Conclusion

In this work, we conduct a systematic analysis of
effective prompting techniques and strategies for
LLM-based metrics in NLG evaluation. Our com-
prehensive experiments reveal that providing clear
and straightforward instructions, akin to those ex-
plained to humans, proves to be more effective.
Furthermore, we examine various score aggrega-
tion methods to achieve effective score assignments
and show the potential for enhancing explainability
within open-source LLMs. Additionally, we ex-
plore performance change relative to model size
and scrutinize the influence of various elements
within the prompt template. We hope that our re-
search findings will furnish valuable insights for
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future studies focused on LLM-based metrics, es-
pecially those leveraging open-source LLMs.
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A Experimental Setup

Library Version
guidance 0.0.64

vllm 0.1.7
torch 2.0.1

Table 3: Version of libraries used for the experiments.

For optimized inference with open-source LLMs, we employ Guidance and vLLM libraries. The
libraries and their respective versions used for the experiments can be found in Table 3.

B Test Phase

We submit the final results for the test set after equally applying Filtering and Binning to the HG prompt
on both Orca-13B and Platypus-70B (for the small and large track, respectively). We use HT as the
evaluation criteria of the factuality, generated using GPT-4. Scores for relevance, factuality, and
fluency, obtained from Direct aggregation, are averaged to compute the final score. The hyperparameters
for Direct aggregation is set identical to the development set, with top_p to 0.1 and temperature to 0,
respectively. The prompts used for the test set can be found in Table 22, 23, and 24.

Filtering is applied using the Filtering prompt on both Orca-13B and Platypus-70B models. Example of
the Filtering prompt is provided in Table 18. After applying Binning, the number of unique scores has
been diminished from 36 to 10 and 46 to 13 for Orca-13B and Platypus-70B, respectively.

C Analysis

C.1 The Effect of Different Model Sizes
We conduct experiments to analyze the performance differences depending on model sizes using Orca-7B,
Hermes-13B, Orca-13B, and Platypus-70B. The experiments for Orca-7B, Hermes-13B, and Orca-13B are
conducted using vLLM, while the Platypus-70B experiments are conducted using Guidance. In Table 4,
we conduct experiments comparing performance across model sizes for different prompt templates and
granularity of score. In Table 5, we carry out experiments to compare performance across model sizes for
different prompt templates and score aggregations.

Template Fine-grained Demonstration Aggregation Orca-7B Orca-13B Hermes-13B Platypus-70B
Base x x Direct 0.2500 0.3040 0.1554 0.3956

Human x x Direct 0.3094 0.4343 0.2041 0.4260
Model x x Direct 0.2651 0.3583 0.1915 0.4383
Base o x Direct 0.2746 0.3891 0.1402 0.4082

Human o x Direct 0.3472 0.4468 0.2063 0.4354
Model o x Direct 0.2864 0.3744 0.2170 0.4039

Table 4: Comparison of Kendall’s Tau correlation across various Prompt Templates and Models. Fine-grained
denotes whether the fine-grained scoring is used or not. Aggregation denotes the type of Score Aggregation method
used.

C.2 Comparisons of each Component
Task description, evaluation criteria and evaluation steps of the prompt templates are slightly modified to
ensure the suitability for each experiment. Examples are provided in Appendix D.

C.2.1 Task Description type
We investigate the impact of varying the length of task descriptions within the HG prompt and MG
prompt on performance. Additionally, we compare performance when an expert role is assigned in the
task description versus when it is not. Various task descriptions are manually crafted for each prompt
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Template Fine-grained Demonstration Aggregation Orca-7B Orca-13B Hermes-13B Platypus-70B
Human o x Approximation 0.3239 0.4002 0.2127 0.4041
Human o x Logprob 0.3296 0.4210 0.2060 0.4305
Human o x Direct 0.3472 0.4468 0.2063 0.4354
Model o x Approximation 0.2687 0.3530 0.2152 0.4058
Model o x Logprob 0.2926 0.3851 0.2250 0.4316
Model o x Direct 0.2864 0.3844 0.2170 0.4039

Table 5: Comparison of Kendall’s Tau correlation across various Score Aggregation and Models. Fine-grained
denotes whether the fine-grained scoring is used or not. Aggregation denotes the type of Score Aggregation method
used.

template, and examples can be found in Appendix D. The experimental results for the task description
types can be found in Table 6.

Template Task Description Orca-7B Orca-13B

Human

Base 0.3472 0.4468
Expert 0.3544 0.4383
Short 0.3339 0.4239
Long 0.3383 0.4501

Model

Base 0.2864 0.3744
Expert 0.3302 0.3881
Short 0.2721 0.3508
Long 0.2767 0.3891

Table 6: Comparison of Kendall’s Tau correlation of cases using various types of task description on development
set. Direct aggregation and fine-grained scoring are used for the experiment. Any demonstration is not provided.

C.2.2 Evaluation Criteria variants
AD-GPT, HT-GPT, and MT-GPT are generated using GPT-4, tailored respectively to the AD, HT, and MT
styles. The experimental results based on the types of the evaluation criteria can be found in Table 7.

Template Evaluation Criteria Orca-7B Orca-13B
AD 0.3343 0.4279

AD-GPT 0.3345 0.4336
HT 0.3256 0.4192

HT-GPT 0.3293 0.4192
MT 0.3303 0.4314

Human

MT-GPT 0.3344 0.4297
AD 0.3116 0.4001

AD-GPT 0.3115 0.4066
HT 0.3013 0.3904

HT-GPT 0.2987 0.3894
MT 0.3141 0.4102

Model

MT-GPT 0.3037 0.3949

Table 7: Comparison of Kendall’s Tau correlation of cases using various types of evaluation criteria on development
set. AD-GPT, HT-GPT, and MT-GPT denote AD, HT, and MT generated by GPT-4. Direct aggregation and fine-
grained scoring are used for the experiment. Any demonstrated example is not provided.

C.2.3 Complexity of evaluation steps
Complex evaluation steps are crafted using GPT-4 for both HG and MG prompt. Examples are provided
in Appendix D. The experimental results for the evaluation steps can be found in Table 8.

C.3 Error Analysis
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Template Evaluation Steps Orca-7B Orca-13B

Human
Base 0.3317 0.4135

Complex 0.2969 0.4027

Model
Base 0.2866 0.3767

Complex 0.2840 0.3751

Table 8: Comparison of Kendall’s Tau correlation of base and complex evaluation steps on development set. Direct
aggregation and fine-grained scoring are used for the experiment. No demonstrated example is provided to either
method.

Error Type Base Reason-best
0 Good 50% 69%
1 Inconsistent 11% 17%
2 Hallucination 36% 6%
3 Different Aspect 6% 8%

Table 9: Error Occurrence Ratio when RG prompt with and without ‘Reason-best’ demonstration are used. In this
analysis, we use Orca-13B to generate a score and rationale for each aspect. Error Type 1 means that the rationale is
inconsistent with the score. Error Type 2 means that the rationale includes hallucinated information not mentioned
in the source text and/or summary. Error Type 3 means that the rationale is about different aspect rather than the
designated aspect.

Example

Source

Esteban Cambiasso has won all the major European competitions a player can during his illustrious career
but revealed that keeping Leicester City in the Premier League would be up there with the best.
The Foxes are currently seven points adrift at the bottom of the table, with only eight games remaining,
knowing that time is running out to save themselves. Cambiasso refuses to give up and admits that keeping
Leicester up will feel like winning a trophy. Esteban Cambiasso says that helping keep Leicester in the
Premier League will feel like winning a trophy ‘For me, it’s like another cup,’ he told BBC East Midlands Today.
‘When you start another season you have an objective, and this is the objective for us. ‘For me, winning a cup
or winning the league with another team is the same now as having the possibility to save Leicester in the
Premier League.’ The Argentinian midfielder poses with the trophy after his team won the 2010 FIFA Club
World Cup Cambiasso had an illustrious career at Inter Milan, winning an impressive 15 trophies during his
stint River Plate (2001-2002) Argentine Primera Division Real Madrid (2002-2004) La Liga Super Cup
Supercopa de Espana Inter Milan (2004-2014) Champions League Serie A (5) Coppa Italia (4) Supercoppa
(4) FIFA Club World Cup Having not won a game since January, Nigel Pearson’s men face West Ham United
on Saturday and Cambiasso is still convinced they can avoid the drop. ‘I understood when I signed for Leicester
it’s not an easy job to stay in the Premier League,’ he said. ‘It’s a difficult situation but I think we have our
chances to win matches. There’s a quarter of the Premier League left to finish. ‘I think some people think for
Leicester all is finished. But I’m sure, because I watch my team-mates every day, we can save Leicester and stay
in the Premier League.’ The former Inter Milan star signed for the Foxes in the summer, leaving Italy after ten
years and embarking on a new challenge in England. After agreeing to a one-year-deal, Cambiasso has quickly
established himself as a key player but it remains to be seen if he’ll still be in the East Midlands at the start
of next season. The former Real Madrid man was also successful during his short spell in Spain for Real Madrid
Cambiasso played during Real’s ‘Galatico’ era, with Luis Figo, Zinedine Zidane, Ronaldo and David Beckham
‘Leicester always wanted me,’ he added. ‘After these nine months or eight months, I’m very happy because
my family is OK, and I’m good. ‘I want a few more points, but all the rest is perfect.’ Cambiasso is happy in
the East Midlands and could stay beyond his current one-year-deal

Summary Esteban Cambiasso is confident Leicester can win the Premier League and keep themselves in the top flight.
Score 1

Rationale
The summary is coherent with the source text, as it captures the main points about Esteban Cambiasso’s confidence
in Leicester’s chances of staying in the Premier League. However, it could be improved by including more details
and quotes from the source text, making it more comprehensive and engaging.

Table 10: Example of Error Type 1. The rationale is inconsistent with the score for the coherence.
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Example

Source

"(CNN)Two passengers found dead on a cruise ship in Puerto Rico appear to have died in a murder-suicide, the cruise line said.
Holland America Line said two guests were found dead inside their stateroom on the ms Ryndam at 11:30 a.m. Thursday. "
"The cabin was immediately secured, and the authorities were notified, including the FBI,"" Holland America said.
""We are cooperating fully with the investigation, and the authorities will make the official determination on what occurred.""
FBI spokesman Moises Quiñones said authorities were on scene investigating. The ship left Tampa, Florida, on March 29
on a 14-day Southern Caribbean cruise. It’s currently in San Juan, Puerto Rico. Puerto Rico Port Authority spokesman
Efraín Santiago told El Nuevo Dia newspaper that the cleaning staff on the ship had discovered the deceased passengers
after knocking on the cabin’s door.

Summary holland america line said two guests were found dead inside their stateroom on the ship .
the ship left tampa , florida , on march 29 on a 14-day southern caribbean cruise . it’s currently in san juan , puerto rico

Score 2

Rationale

The summary is not coherent with the source text. It omits crucial information, such as the cause of death,
the identities of the passengers, and the cruise ship’s itinerary. The summary also does not convey the urgency and
seriousness of the situation, as indicated by the FBI’s involvement and the ship’s immediate return to port. The coherence
of the summary is poor, as it does not represent the main events and context of the source text

Table 11: Example of Error Type 2. Rationale includes hallucination for coherence.

Example

Source

First blood to United after their Under 18s saw off City 1-0 in the ‘mini-derby’. Kits aside, this was probably as far removed
from Sunday’s big match as you could imagine. For a start, no less than 13 out of the 22 players on show at kick-off were English.
Of those, 10 were Mancunian. Callum Gribbin was the matchwinner for Manchester United with a delightful free-kick Ticket prices?
Entry was free and close to 1,000 gathered on the seats and terraces of Moss Lane for a match that kicked off at 3pm on Saturday
with half-and-half scarves nowhere to be seen. Altrincham’s compact 6,000-capacity home may not be Old Trafford, but it does
have a proud history of its own. It was certainly a grander stage than a windswept Saturday morning on an outfield at United’s
Carrington complex, where Paul McGuinness’s Under 18s usually ply their trade. The young Reds coach wanted to make the
experience closer to what his tyros could expect should they make the step up to the seniors. And his side lined up with three
at the back and supporting wingbacks in a formation seen more than once this season in the first team. In an even first-half
the impressive Marcus Wood, from just down the road in Sale, came closest for City with an audacious chip. United manager
Paul McGuinness saw his side claim victory in the ‘mini derby’ For the home side towering centre-forward Marcus Rashford,
another local lad from whom big things are expected, wasted two decent opportunities when put through. Just before the
hour mark England Under 17 star Callum Gribbin made and scored the first. In March, the nifty-footed attacking midfielder
went viral when United tweeted a clip of him showing outrageous skills to trick four Aston Villa players. He was at it again
here, showing nifty footwork on the edge of the box and drawing a foul. After dusting himself down Gribbin stepped up to curl
a delightful free-kick around the wall and beyond blonde Joe Hart-a-like Charlie Albinson in the City goal. Moments later it was
almost two when full-back Cameron Borthwick-Jackson’s rasping 25-yard drive struck the angle of the crossbar and post. The same
man looked to have gotten away with one when he appeared to clip Buckley in the box before sub Aaron Nemane hit the side-netting
as the visitors looked for an equaliser. Dutch winger Javairo Dilrosun curled a free kick onto the roof of the net in stoppage time for
City but that was all she wrote. The result leaves United, who have won two of this year’s cross-town clashes, two points behind l
eaders Middlesbrough with a game in hand. Injury-ravaged City however, have now lost both matches in the Barclays Under 18s
Premier League end-of-season play-off series. FA chief Greg Dyke recently bemoaned the lack of first-team opportunities for homegrown
talent between the ages of 18 and 21. On the evidence of this entertaining 90 minutes high on skill and commitment, there are talents
on both sides that may well deserve their chance in the On the evidence of this entertaining 90 minutes high on skill and commitment,
there are talents on both sides that may well deserve their chance in the coming years.

Summary callum gribbin was the matchwinner for manchester united with a free-kick . paul mcguinness’s side claim victory in the
‘mini derby’ for a match. paul mcguinness and marcus wood were in the first team .

Score 3

Rationale
The summary is not entirely consistent with the source document. It does mention Callum Gribbin as the matchwinner and the victory
in the ‘mini derby’, but it omits important details such as the final score, the formation used by Manchester United, and the
performance of Marcus Wood.

Table 12: Example of Error Type 3. The rationale does not discuss for consistency.

D Example Prompts
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Task Description Template Prompt

Expert Human
You read and summarize a lot of news articles, and you’re an expert at summarizing news articles.
In this task you will evaluate the quality of a summary written for a news article.
To correctly solve this task, follow these steps:

Expert Model

You read and summarize a lot of news articles, and you’re an expert at summarizing news articles.
You will be given one summary written for a news article. Your task is to evaluate the summary
based on a specific metric, rating it on a scale from 1 (worst) to 5 (best).
Please make sure you read and understand these instructions carefully.
Please keep this document open while reviewing, and refer to it as needed.

Long Human

In this task, you will evaluate the quality of a summary written for a news article.
Please take your time to carefully evaluate the provided summary, and don’t hesitate to refer back
to this instruction document if you need clarification or guidance at any point during your evaluation.
To correctly solve this task, follow these steps:

Long Model

You will be given one summary written for a news article.
Your task is to evaluate the summary based on a specific metric, rating it on a scale from 1 (worst)
to 5 (best). Please make sure you read and understand these instructions carefully.
Please keep this document open while reviewing, and refer to it as needed.Please take your time
to carefully evaluate the provided summary, and don’t hesitate to refer back to this instruction document
if you need clarification or guidance at any point during your evaluation.

Short Human Evaluate the news article summary quality.

Short Model
Evaluate a news article summary using a specific metric, rating it from 1 (worst) to 5 (best).
Please read and understand these instructions carefully. Keep this document open for reference
while reviewing.

Table 13: Examples of different variants of Task Description

Evaluation Criteria Template Prompt

HT-GPT Human
Relevance:This rating assesses the extent to which the summary highlights the central themes
of the original article. Evaluate if the summary encompasses the crucial elements while omitting
any non-essential details.

MT-GPT Model
Relevance - gauges the summary’s alignment with the article’s primary ideas. Check if the
summary includes essential points and omits unrelated details. It may help to list the article’s
main points and verify their presence in the summary.

AD Human,Model Relevance - How well is the generated text relevant to its source text?
AD-GPT Human,Model Relevance - To what extent does the generated summary capture and reflect the core details of its source text?

Table 14: Examples of different variants of Evaluation Criteria

Evaluation Steps Template Prompt

Human

In this task, your primary aim is to conduct a thorough assessment of the summary provided for a news article.
To effectively accomplish this task, please adhere to the following comprehensive steps:

1. Initiate the evaluation process by engaging in an in-depth examination of the news article.
Your aim here is to establish a profound understanding of the article’s entire spectrum of content,
ensuring you grasp its core message, nuances, and key elements.

2. Proceed to scrutinize the proposed summary provided alongside the article.
In this phase, your task is to meticulously evaluate the summary for its aspect.

3. Assign a rating to each summary based on its aspect,
utilizing a scale ranging from 1 (indicating the lowest quality) to 5 (signifying the highest quality).

Complex

Model

1. Thoroughly examine the provided summary and the source document with meticulous attention to detail.

2. Conduct a comprehensive comparative analysis, scrutinizing the summary in relation to the source document
to discern and delineate the primary focal points and pivotal elements elucidated within the article.

3. Engage in a judicious evaluation to gauge the summary’s efficacy
in addressing and encompassing the central facets of the source document,
concurrently assessing the presence of any extraneous or duplicative information that might detract from its relevance.

4. Utilize a relevance rating scale, ranging from 1 (indicating minimal relevance) to 5 (indicating maximal relevance),
for the purpose of assigning a numerical score.
This score serves as a quantitative reflection of the extent to which the summary aligns with
and encapsulates the core substance of the source document.

Table 15: Examples of Complex Evaluation Steps
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Template Prompt

Human, Model, Rationale

Please refer to following example below.
Source text: Twice French Open champion Serena Williams said her struggle to beat Sara Errani i
n the Fed Cup on Sunday had been a real ‘eye-opener ’ as the claycourt season gets into full swing .
World No 1 Williams eventually prevailed 4-6 7-6 ( 3 ) 6-3 against the dogged Italian to take her career
record over her to 8-0 but the American was not impressed . The US were beaten 3-2 as Williams
and Alison Riske were thrashed 6-0 6-3 in the doubles rubber by Errani and Flavia Pennetta ,
meaning they were relegated to World Group II . American tennis star Serena Williams fought back
to beat Italian Sara Errani in the Fed Cup play-off on Sunday Tough weather conditions made it
difficult for both players who had to keep on re-tossing their serves Errani gave Williams a real scare
but in the end the world No 1 ’s power proved to be too much ‘Today has been a big eye opener ,
’ Williams said afterwards . ‘ I ’m totally not as ready for the claycourt season as I thought I was .
Now I ’m in the mindset of , “ You know what , I ’m not on hard court . “ I ’m playing like I ’m on hard
court and I ’m not . ‘So I have to play and be ready to hit a thousand shots if necessary . ’ Williams , 33 ,
won her 19th singles grand slam at the Australian Open and her dominance has raised talk of her
claiming all the majors this year . The French Open has been her least successful of the four though
despite claiming the title in Paris in 2002 and 2013 . Her doubles defeat on Sunday blotted an otherwise
flawless Fed Cup record and left the US facing a battle to get back amongst the elite nations next year .
‘We have to work harder , ’ US captain Mary Joe Fernandez said . ‘We came close today and need to
just keep plugging away . ’The good news is that we have a lot of players in the top 100 and , hopefully ,
we can get two wins next year and get back into the World Group . ‘ Williams congratulates Italy captain
Corrado Barazzutti after competing in America ’s doubles defeat.
Summary: Serena Williams beat Sara Errani 4-6 7-6 ( 3 ) 6-3 in the Fed Cup play-off .
The US were beaten 3-2 as Williams and Alison Riske were thrashed in the doubles rubber .
The doubles defeat saw the US relegated to World Group II .\u2019

—-
Example Score: 5
Explanation: The summary effectively captures the key points from the article. It mentions Serena
Williams’ challenging match against Sara Errani and her eventual victory. The summary also highlights
the US team’s overall defeat and its consequence \u2013 relegation to World Group II. These details
are central to the main storyline of the source text, making the summary highly relevant. Thus, a score
of 5 (best) is appropriate for the summary’s relevance.

Table 16: Example of Demonstration with rationale

Template Prompt

Rationale

Your task is to evaluate the relevance of a provided summary based on its source document.
Follow these steps:

1. Read the source document
2. Review the summary
3. Analyze for relevance
4. Assign a Score: Rate the summary on a scale of 1 to 5, where:
- 1 means the summary is not relevant with the source.
- 5 means the summary is entirely relevant with the source.
5. Provide a Rationale: After assigning a score, explain your reasons based on your analysis.

# Definition:
Relevance:
The rating measures how well the summary captures the key points of the article.
Consider whether all and only the important aspects are contained in the summary."
—–
Source text:
Summary:

Table 17: Example of Rationale Generation(RG) prompt
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Template Prompt

Filtering

In this task you will evaluate the quality of a summary written for a document.

Provided summary may include direct or rephrased repetitions of the same word or phrase.

With that in mind do the following:

1. Answer whether the summary is redundant or not.
- Your answer must be in "Yes" or "No" format, where "Yes" means that the summary is redundant and
"No" means that the summary is not redundant.

2. Please provide brief explanation for your answer.
- Your explanation should only discuss the redundancy of the summary, not the quality of the summary
in general.
—-
summary:

Table 18: Example of Filtering prompt

Template Prompt

Baseline

Score the summarization with respect to the summarized document on a continuous scale from 0 to 100,
where a score of zero means irrelevant, factually incorrect and not readable and score of one hundred means,
relevant, factually correct, good readability

—-
Source text:

Summary:

Table 19: Example of Baseline prompt
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Template Prompt

Model

You will be given one summary written for a news article.
Your task is to rate the summary on one metric.
Please make sure you read and understand these instructions carefully.
Please keep this document open while reviewing, and refer to it as needed.

Evaluation Criteria:
Relevance - selection of important content from the source. The summary should
include only important information from the source document. Annotators were
instructed to penalize summaries which contained redundancies and excess information.

Evaluation Steps:
1. Read the summary and the source document carefully.
2. Compare the summary to the source document and identify the main points of the article.
3. Assess how well the summary covers the main points of the article, and how much irrelevant
or redundant information it contains.
4. Assign a relevance score from 1 to 5.

Example:
Source Text:

Summary:

Evaluation Form (scores ONLY):
- Relevance:

Table 20: Example of Model Guideline(MG) prompt

Template Prompt

Human

In this task you will evaluate the quality of a summary written for a document.

To correctly solve this task, follow these steps:

1. Carefully read the document, be aware of the information it contains.
2. Read the proposed summary.
3. Rate each summary on a scale from 1 (worst) to 5 (best) by its relevance.

# Definition:
Relevance: The rating measures how well the summary captures the key points of the article.
Consider whether all and only the important aspects are contained in the summary.
Source text:

Summary:

Score:

Table 21: Example of Human Guideline(HG) prompt

18
181



Template Prompt

Human

Instruction:
In this task you will evaluate the quality of a summary written for a document.

To correctly solve this task, follow these steps:

1. Carefully read the document, be aware of the information it contains.
2. Read the proposed summary.
3. Rate each summary on a scale from 0 (worst) to 100 (best) by its Relevance.

# Definition:
Relevance: The rating measures how well the summary captures the key points of the article.
Consider whether all and only the important aspects are contained in the summary.
Source text:

Summary:

Score:

Table 22: Example of Human Guideline(HG) prompt of relevance used in test phase

Template Prompt

Human

Instruction:
In this task you will evaluate the quality of a summary written for a document.

To correctly solve this task, follow these steps:

1. Carefully read the document, be aware of the information it contains.
2. Read the proposed summary.
3. Rate each summary on a scale from 0 (worst) to 100 (best) by its Factuality.

# Definition:
Factuality: This rating gauges the accuracy and truthfulness of the information presented
in the summary compared to the original article.
Scrutinize the summary to ensure it presents facts without distortion or misrepresentation,
staying true to the source content’s details and intent.
Source text:

Summary:

Score:

Table 23: Example of Human Guideline(HG) prompt of factuality used in test phase
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Template Prompt

Human

Instruction:
In this task you will evaluate the quality of a summary written for a document.

To correctly solve this task, follow these steps:

1. Carefully read the document, be aware of the information it contains.
2. Read the proposed summary.
3. Rate each summary on a scale from 0 (worst) to 100 (best) by its Fluency.

# Definition:
Fluency: This rating evaluates the clarity and grammatical integrity of each sentence in the summary.
Examine each sentence for its structural soundness and linguistic clarity.
Source text:

Summary:

Score:

Table 24: Example of Human Guideline (HG) prompt of fluency used in test phase

20
183



Proceedings of the 4th Workshop on Evaluation and Comparison of NLP Systems, pages 184–192
November 1, 2023 ©2023 Association for Computational Linguistics

Characterised LLMs Affect its Evaluation of Summary and Translation

Yu-An Lu
National Chupei Senior High School

luyuam0@gmail.com

Yu-Ting Lin
Taipei Municipal Chenggong High School

dong1214.mailbox@gmail.com

Abstract
In today’s widespread use of Large Language
Models (LLMs), there have been significant
achievements in various text domains such as
generating summaries and translations. How-
ever, there is still room for development and im-
provement in evaluating the outputs of LLMs.
In this paper, we propose an innovative scoring
system that assesses the quality of summaries
and translations using multiple metrics, we also
enhance LLM’s performance in scoring tasks
by assigning it different roles, effectively mak-
ing it act as an expert. We test four roles in the
study: a teacher, a proofreader, a travel writer,
and an internet troll, comparing the advantages
and disadvantages of each role in the scoring
task. Our research results demonstrate that em-
phasizing LLM’s multilingual capabilities and
strict standards as its identity can effectively
boost its performance. Additionally, imbuing
LLM with a more critical thinking ability en-
hances its performance in translation tasks com-
pared to a milder LLM identity. In summary,
we show that assigning different identities to
LLM can influence its performance in scoring
tasks. We believe that this research will con-
tribute to the use of LLMs for scoring purposes.

1 Introduction

Since GhatGPT’s emergence, Large Language
Models (LLM) have been flourishing in the Natu-
ral Language Processing (NLP) field. Thanks to
the growth of LLMs, tasks such as automatic sum-
maries and translations are becoming more com-
monly generated by LLMs. However, we realized
that most existing evaluation methods for LLMs
output lack thorough explanation, making the re-
search process in this domain considerably chal-
lenging. We believe that by inventing a metric for
evaluating summarization and translation, research
on article generation would be much more practi-
cal.

Inspired by previous work on using LLMs to
generate scores and evaluate text(Tom Kocmi,

2023)(Jinlan Fu, 2023)(Fu et al., 2023), as well
as research exploring having LLMs play the role
of experts(Chan et al., 2023), we present an evalua-
tion system employing multiple metrics (Jinlan Fu,
2023) by carefully designed prompt (Tom Kocmi,
2023) and make LLM act as an expert. For gener-
ating scores, we employed the model OpenOrca-
Platypus2-13B (Lee et al., 2023b) to generate
scores, which is a merge of Platypus2-13B (Lee
et al., 2023a) and OpenOrcaxOpenChat-Preview2-
13B (Wang et al., 2023). We selected this model
because of its strong performers on the leaderboard
and its small size for local inference. In order to
bolster the Large Language Model’s (LLM) evalua-
tion capabilities, we implemented a strategy where
the LLM simulates an expert.

This study is also a system description for the
Eval4NLP 2023 shared task(Leiter et al., 2023)
which in the Small track.

2 Method

To use the large language model to better evaluate
summarization and translation, we divided the task
into a few parts. First, we separated an evaluation
task into several metrics. Then we made LLM role
different characters such as a proofreader, writer,
or internet troll. LLM would evaluate summation
and translation in the expert role. In the end, we
added scores from different metrics by XGBoost
and post-processing.

2.1 Design Character

We hypothesized that making LLM play in differ-
ent characters can improve its capability of evalu-
ating. So we designed four characters which were
a teacher, a proofreader, a travel writer, and an in-
ternet troll. We expected those characters could fix
some problems in LLM’s evaluation.

• Teacher: The teacher played a most profes-
sional role in all characters, it is an expert
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on viewing student’s summary and transla-
tion.(keywords: grading, score, standardized)

• Proofreader: For the role of a proofreader,
LLM would pretend itself as a professional
proofreader at Fox Television. We wrote a
self-statement about the rules of raring and its
expertise field.(keywords: accuracy, quality,
strict standards)

• Travel Writer: In the travel writer part, we ex-
pected the characters like travel writers could
have a better ability to evaluate the perfor-
mance in localization and adherence to local
customs.(keywords: multilingual, cultural im-
mersion, descriptive narratives)

• Internet Troll: We noticed LLM preferred to
give a higher score to translation and summa-
tion, so we designed a mean and nasty char-
acter to fix this problem. In this role, LLM
would mimic an internet troll on Reddit who
likes to criticize others.(keywords: harsh crit-
icism, linguistic expertise, unreasonable rat-
ings)

2.2 Score Generation

We create ten metrics for evaluating summation
and ten for translation. There are four different
prompts for rate—a proofreader, a travel writer, an
internet troll, and the baseline without character
setting. With these prompts, we made LLM eval-
uate summation and translation based on the ten
metrics and rate them with a 1-10 score. In order
to make LLM’s outputs controllable, we use py-
torch(Paszke et al., 2019) and outlines(Willard and
Louf, 2023) in our code.

2.3 Ensemble Features

XGBoost, a widely utilized tree-based algorithm,
holds significant popularity within the domain of
data science. Once the scores of the metrics created
by LLM have been calculated, they are utilized as
features in order to train an XGB model for regres-
sion. This regression model is designed to predict
a score that may be utilized for measurement pur-
poses.

3 Experiments

3.1 Datasets

We conducted experiments on both summarizing
and English-German translation tasks. The train-

ing datasets were obtained from the MQM anno-
tations of the WMT22 dataset for translation, and
the average aspect-based ratings of SummEval for
summarization. All the data included source and
target texts, as well as scores collected from multi-
ple methods. The test dataset was collected by the
Eval4NLP organizer, and it shares a similar format
to the training dataset.

dataset Trans(En-De) Summ

Train 11046 320
Test 1425 825

Table 1: Size of translation and summarization dataset.

3.2 Exploratory Data Analysis of Model
Evaluation

Table 2 shows each feature’s Correlation Coeffi-
cient with Official Scores. We observed that the
correlation coefficients between feature and official
score varied across roles, with each role exhibiting
the strongest correlations with different features.
No consistent pattern was discernible across all
roles regarding which features were most impor-
tant.However, we found that higher average cor-
relation coefficients were associated with higher
subsequent model accuracy when using XGB for
modeling. There was a positive correlation be-
tween average correlation coefficients and subse-
quent model accuracy.

In Figure 1, there are some graphs show the fea-
ture scores’ distribution. The distributions of most
features are concentrated around 6 and 8 points.
The distribution of Travel Writer is the most dense,
while that of Teacher is more dispersed. The feature
distribution of Teacher exhibits a bimodal shape, in-
dicating it has clearer and more established criteria.
After xgb modeling, the performance of Teacher is
also the best. It is particularly notable that there is
almost no overlap between the distributions of the
features and official scores.

3.3 Performance

To assess the evaluating performance of the LLM,
we employed several standard metrics for evaluat-
ing the correlation between two ranking systems.
These included:

• Kendall: Kendall’s tau provides a measure of
the concordance between two rankings, with
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Figure 1: Feature scores’ distribution of summarization task.

values closer to 1 indicating stronger agree-
ment.

• Pearson: The Pearson coefficient quantifies
the linear relationship between two contin-
uous variables. Higher positive coefficients
denote greater linear correlation.

• Spearman: Spearman’s rank correlation co-
efficient assesses how well the relationship
between two rankings can be described using
a monotonic function. Values approaching 1
signify a greater tendency for the rankings to
match.

The performance is calculated with test datasets
on Eval4NLP shared task’s codabench, and our
team name is TaiwanSenior. (Due to the limitations
of the codabench platform rules, you can only see
on the public page that we achieved 0.04 on En-De,
which is just one of our submission scores. You
can find the full scores of our different methods in
Table 3)

The Travel Writer demonstrates superior perfor-
mance in the translation task for English-German
language pairs, while the Teacher exhibits the high-
est level of performance in the summarization task.
The Travel Writer is noted by several sources for
its multilingual capabilities, which result in supe-
rior performance in translation tasks but less satis-

factory performance in summarization tasks. The
inclusion of an Internet Troll character in the Trans-
lation task resulted in more effective criticism com-
pared to other general characters. However, the
performance of the Internet Troll character was
comparatively weaker in the Summarization job.
Based on this observation, we may deduce that
incorporating greater criticism can assist in improv-
ing the performance of Large Language Models
(LLMs) to closely resemble human evaluation in
the Translation task. The performance of the Proof-
reader in the Translation task is notably poor, indi-
cating a lack of strong correlation in its evaluation
capabilities.

4 Conclusion

We investigate the performance of LLMs with dif-
ferent character in generating scores to evaluate
translation and summary tasks by incorporating
characterised-prompts into the prompts. We find
that emphasizing multilingual capabilities and strin-
gent criteria in the LLM’s identity can effectively
improve the LLM’s performance. By endowing the
LLM with stronger critical thinking compared to a
more benign LLM, we improve its performance on
translation tasks. In summary, we demonstrate that
assigning different identities to LLMs influences
their performance on scoring tasks.
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Figure 2: The framework of our evaluation system.

Features Internet Troll Teacher Travel Writer Proofreader
Completeness 0.072219 0.372297 -0.048266 -0.049932
Clarity 0.072155 0.366486 -0.018286 -0.060655
Relevance 0.033194 0.396311 0.019369 -0.027132
Coherence 0.019086 0.332309 -0.033452 -0.063694
Objectivity 0.000568 0.480219 -0.087915 -0.052679
Accuracy -0.001213 0.461272 -0.000964 -0.012227
Length -0.014532 0.423803 0.043023 -0.049222
Conciseness -0.069729 0.419300 -0.027331 -0.131271
Overall Quality -0.085636 0.273289 -0.094137 -0.086841
Consistence -0.099225 0.478668 -0.065858 -0.005071

Table 2: Correlation Coefficient of Features versus Offi-
cial Scores of summarization task.

Translation(En-De) Summarization

Character ⋆ △ ⋄ ⋆ △ ⋄
Teacher 0.058 0.074 0.084 0.363 0.453 0.520
Proofreader 0.041 -0.03 0.051 N/A N/A N/A
Travel Writer 0.159 0.168 0.194 -0.037 -0.061 -0.047
Internet Troll 0.111 0.112 0.133 -0.043 -0.09 -0.057

⋆ - Kendall △ - Pearson ⋄ - Spearman

Table 3: Different charters’ performance on Translation and Summarization
task
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Metric Tasks Prompt
Accuracy Summ, Trans How accurately the summary/translation represents the key ideas,

details and overall meaning of the original text. An accurate
summary/translation does not add, misrepresent or leave out infor-
mation.

Conciseness Summ How concise and succinct the summary is, without unnecessary
detail. An ideal summary is as condensed as possible while still
maintaining accuracy.

Clarity Summ, Trans How clear and easy to understand the summary/translation is.
A summary/translation should be written clearly using proper
grammar and vocabulary suited for the audience.

Completeness Summ How complete the summary is in capturing the key points and ideas
of the original text. A complete summary covers all important
information.

Objectivity Summ How objective and unbiased the summary is, without injecting
opinions or interpretations. A summary should represent the origi-
nal text, not the writer’s views.

Coherence Summ How coherent, unified and logical the summary is. A coherent
summary flows smoothly with clear connections between ideas.

Consistence Summ How consistent the summary is in tone, style and vocabulary with
the original text. The summary should match the original.

Relevance Summ How relevant the summary is in selecting the most important ideas
from the original text. A relevant summary focuses on key points
only.

Length Summ Appropriate length for a summary, condensed while still complete.
Exact length depends on purpose and original text.

Overall Quality Summ The overall comprehensiveness, readability and effectiveness of
the summary.

Fluency Trans How fluent and natural the translation reads in the target language.
High fluency sounds like it was originally written in the target
language.

Consistency Trans How consistent the translation is across recurring terms, phrases,
and styles. High consistency maintains the same translations for
repetitions.

Tone Trans How well the translation conveys the tone and voice of the original
text. High tone matches the original style and emotional impact.

Register Trans How appropriate the register (formal/informal language) is for the
context. High register matches the original level of formality.

Style Trans How well the translation maintains the stylistic properties of the
original. High style replicates creative language use, imagery, etc.

Idiomatic Expression Trans How well the translation conveys meaning through natural, id-
iomatic expressions in the target language. High idiomatic expres-
sion sounds local.

Cultural Adaptation Trans How well the translation adapts cultural references and concepts
appropriately for the target audience. High adaptation naturalizes
foreign elements.

Domain Knowledge Trans How well the translation handles specialized terms and domain-
specific concepts. High knowledge accurately conveys techni-
cal/domain meaning.

Table 4: Metrics that LLMs evaluate with.
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Character Prompt
Teacher I am a professional teacher. My daily work is to grade students’ work according to grading

criteria. I am only allowed to give students a score between 1-10 as a whole number. I cannot
include any personal opinions.

Proofreader As a professional proofreader at Fox Television, I take pride in my solid expertise and over
five years of experience in English, Chinese, Spanish, and German. I have a profound
understanding of the grammar, sentence structure, vocabulary, and cultural nuances of these
languages, enabling me to excel in translation and summarization tasks.
In my role, I maintain a strict standard for quality, and I’m unwavering in assigning low
scores to translations or summaries that fall short. Working in television demands a zero-
tolerance attitude toward accuracy and quality. Below is a translation and summary provided
by a client, and I will rate it on a scale of 1 to 10, accompanied by an explanation of my
professional assessment. To ensure I adhere to the policies of the television network, I will
steadfastly give poor translations and summaries a rating of 1.

Travel Writer As a travel writer, I take great pride in my multilingual and cross-cultural abilities, which
allow me to deeply understand and share the uniqueness of various countries and regions.
My language proficiency spans English, Chinese, Spanish, and German. Through extensive
travels, I’ve immersed myself in the cultures of Germany, Spain, the United States, the
United Kingdom, and Taiwan, delving into their customs, values, and everyday idioms.
My translation and summarization skills enable me to transform these rich experiences
into written narratives. I often provide rating services for fellow writers and researchers,
rigorously assessing the quality of their work. I not only assign them scores ranging from
1 to 10 but also offer detailed feedback to help them improve. Below is a summary and
translation provided by a university student, and I will assess it based on my professional
capabilities, accompanied by an objective commentary explaining my evaluation.

Internet Troll As an internet troll, I excel at critiquing others’ work on Reddit, especially translations and
summaries. I possess a profound understanding of languages such as English, German,
Chinese, Spanish, including their grammar, sentence structure, and vocabulary. I often
provide reasonable criticisms of others’ translations and summaries based on my extensive
linguistic knowledge, and because I always include well-founded explanations, no one can
refute my harsh ratings. Here’s a translation and summary from the internet, and I will assign
it a score from 1 to 10, along with my reasoned explanation to make it irrefutable.

Table 5: Prompts which be used in characterizing LLMs.
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Character Task Prompt
Proofreader Trans As a professional proofreader at Fox Television, I take pride in my solid expertise

and over five years of experience in English, Chinese, Spanish, and German. I have a
profound understanding of the grammar, sentence structure, vocabulary, and cultural
nuances of these languages, enabling me to excel in translation and summarization
tasks.
In my role, I maintain a strict standard for quality, and I’m unwavering in assigning
low scores to translations or summaries that fall short. Working in television demands
a zero-tolerance attitude toward accuracy and quality. Below is a translation and
summary provided by a client, and I will rate it on a scale of 1 to 10, accompanied by
an explanation of my professional assessment. To ensure I adhere to the policies of
the television network, I will steadfastly give poor translations and summaries a rating
of 1.
{"name": "Accuracy", "description": "How accurately the summary represents the key
ideas, details and overall meaning of the original text. An accurate summary does not
add, misrepresent or leave out information." }
{"Source": "The Chlotrudis Award for Best Actress is an annual award presented
by the Chlotrudis Society for Independent Films, a non-profit organization, founded
in 1994, that recognizes achievements in independent and world cinema.", "Target":
"Der Chlotrudis Award für die beste Schauspielerin ist eine jährliche Auszeichnung
der Chlotrudis Society for Independent Films, eine 1994 gegründete Non-Profit-
Organisation, die Erfolge im unabhängigen und weltweiten Kino anerkennt." }
For the student’s translation provided, on a scale of 1-10, I give

Proofreader Summ As an experienced linguistics professor well-versed in diverse languages and cultures,
having lived abroad since childhood and participated in translations for prestigious
publications such as The New York Times, The Economist, and Eval4NLP, I have
profound and unique insights into translating and summarizing news articles and
everyday language. Today, Stanford University has invited me to serve as a reviewer
to evaluate summaries and translations completed by their students. I will be provided
with a rubric and expected to interpret it based on my expertise to assign scores from
1-10. The rubric I have been given is as follows:
{"name": "Fluency", "description": "How fluent and natural the translation reads in
the target language. High fluency sounds like it was originally written in the target
language." }
{"Article": " In 1878, the Oviedo City Council received an application for permission
to build the mining railway on Monte Naranco, which raised concerns as it was
feared that the construction of the railway would affect the water supply of Fitoria,
as it ran parallel to that of the future railway line. On 1 February 1880, the original
7,101-metre (7,766 yd) long mining railway between the Villapérez area and the
northern station of Oviedo operated by the Compañía de los Ferrocarriles de Asturias,
Galicia y León was inaugurated with an original length of 7.1 km (4.4 mi). The
total cost of building the railway was 129,906 pesetas, including 19,798 pesetas for
expropriations.", "Summary": "summary" }
For the student’s summary provided, on a scale of 1-10, I give

Table 6: Examples of prompt ussed on LLM.
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Abstract

With the continuous advancement in unsuper-
vised learning methodologies, text generation
has become increasingly pervasive. However,
the evaluation of the quality of the generated
text remains challenging. Human annotations
are expensive and often show high levels of dis-
agreement, in particular for certain tasks charac-
terized by inherent subjectivity, such as transla-
tion and summarization. Consequently, the de-
mand for automated metrics that can reliably as-
sess the quality of such generative systems and
their outputs has grown more pronounced than
ever. In 2023, Eval4NLP organized a shared
task dedicated to the automatic evaluation of
outputs from two specific categories of genera-
tive systems: machine translation and summa-
rization. This evaluation was achieved through
the utilization of prompts with Large Language
Models. Participating in the summarization
evaluation track, we propose an approach that
involves prompting LLMs to evaluate six differ-
ent latent dimensions of summarization qual-
ity. In contrast to many previous approaches
to summarization assessments, which empha-
size lexical overlap with reference text, this
method surfaces the importance of correct syn-
tax in summarization evaluation. Our method
resulted in the second-highest performance in
this shared task, demonstrating its effectiveness
as a reference-free evaluation.

1 Introduction

Text summarization is a natural language process-
ing (NLP) task that aims to condense a given text
into a shorter version while retaining its most es-
sential information. It plays a crucial role in infor-
mation retrieval, content extraction, and document
management. Automatic summarization systems,
whether extractive (selecting and rearranging ex-
isting sentences) or abstractive (generating novel
sentences), offer significant advantages in various
domains such as news articles, legal documents,
academic papers, and online content. The ability

to generate concise and coherent summaries en-
hances information accessibility, facilitates quicker
decision-making, and improves user experience
in an era of information overload (Cajueiro et al.,
2023).

A good summary plays a pivotal role in informa-
tion processing and communication across various
domains. It serves as a concise yet comprehensive
representation of a larger body of text, distilling the
core ideas, key information, and essential insights.
The importance of a good summary lies in its abil-
ity to save time and effort for readers, enabling
them to grasp the main points quickly and make
informed decisions without delving into extensive
documents or articles. A well-crafted summary is
not merely a condensation of content; it is a bridge
between complex information and its audience, en-
suring that knowledge is accessible and actionable.

Evaluating the output of summarization systems
is of paramount importance to ensure their effec-
tiveness and utility. It involves assessing key fac-
tors like coherence, informativeness, and fluency.
Adequate evaluation frameworks help researchers
and practitioners to fine-tune algorithms, identify
areas for improvement, and compare different sum-
marization methods (Indu and Kavitha, 2016). A
comprehensive evaluation not only facilitates the
development of robust summarization algorithms
but also guides their practical applications in real-
world scenarios, addressing the increasing need for
efficient content summarization in the digital age.

Numerous well-established evaluation metrics,
as detailed in Section 2, are typically employed
to assess the quality of generated summaries
compared to reference summaries. These met-
rics include, but are not limited to, ROUGE
(Recall-Oriented Understudy for Gisting Evalua-
tion), BLEU (Bilingual Evaluation Understudy),
METEOR, BertScore, and MoverScore, among oth-
ers. The majority of the metrics employed for the
evaluation of generated summaries share a com-
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mon requisite; namely, the availability of reference
summaries. Although reference-based evaluation
methods can offer valuable insights into the perfor-
mance of summarization systems, they come with
inherent limitations. One significant challenge is
the subjectivity of reference summaries. Summa-
rization tasks often involve multiple valid ways to
condense and express content, leading to diverse
reference summaries for the same source text. Con-
sequently, reliance on a limited set of references
can introduce bias and fail to capture the full spec-
trum of acceptable summarization outputs (Stein-
berger and Ježek, 2009).

Another problem with reference-based evalua-
tion is the issue of task-specific references. Cre-
ating reference summaries requires significant hu-
man effort, making it impractical to amass a large
and diverse reference set for every possible source
text. As a result, reference summaries may not
adequately cover the variety of linguistic styles,
domain-specific terminologies, or nuances in sum-
marization needs, leading to biased evaluations that
favor systems generating summaries similar to the
available references.

Furthermore, most reference-based metrics pri-
marily hinge on the presence or absence of specific
words within generated summaries as the core el-
ement of their evaluation criteria. Nevertheless,
other critical factors, such as coherence, readabil-
ity, fluency, and consistency, among others, have
been recognized as pivotal elements in the usabil-
ity of text summaries (Fabbri et al., 2020). These
essential aspects of summary assessment can be
regarded as latent dimensions in the overall quality
assessment.

To overcome the previously discussed challenges
and in light of the recent advancements in Large
Language Models (LLMs) and their widespread
applicability, the Eval4NLP workshop organized a
shared task. This task was specifically designed to
investigate whether LLMs can be used to evaluate
text summarizes, solely on the basis of the original
text. With this aim in mind, the organizers provided
a list of six LLMs sourced from Hugging Face, as
outlined in Section 5. These models are diverse in
their parameter counts and training data.

We participate in this challenge by designing
different types of prompts focusing on the latent di-
mensions of the evaluation process. We conducted
various experiments combining different prompts
with the six available LLMs – including both large

and small models – and evaluated the results on
the training and validation sets to develop the final
methodology. The final evaluation on the test set
revealed that our best proposed prompt, coupled
with a smaller LLM, achieved a notable Kendall
τ correlation value of 0.49. This outcome posi-
tioned our system as the second-best performer in
the competition.

The remainder of this paper is structured as
follows: we commence with a review of related
work in Section 2. Section 3 is dedicated to the
dataset employed in our experiments, providing an
overview of its characteristics. Subsequently, in
Section 4, we delve into the solutions implemented.
In Section 5, we elaborate on the experimental
framework and present the results obtained. Lastly,
we conclude the paper in Section 6 with a discus-
sion of our findings and areas for future work.

2 Related Work

The quality evaluation of textual data generated
in the era of natural language processing has al-
ways been seen as a difficult task because of the
inherent complexity and diversity of textual data
(Chen et al., 2023). The fact that a single idea can
be expressed in multiple ways poses a challenge
for reference-based methods, as they cannot cover
all possible scenarios comprehensively, besides the
costs of preparing the references for the evaluation.
On the other hand, creating dependable reference-
free metrics is not a straightforward endeavor and
can be problematic as they must be able to correctly
evaluate the different summaries generated from a
same source text.. Traditional metrics of summa-
rization quality have also failed to take into account
important aspects such as coherence, fluency, and
consistency (Zhang et al., 2019; Shen et al., 2022).

Various reference-based evaluation metrics are
frequently used in text generation tasks. Some of
the important ones are as follows: ROUGE stands
as a widely adopted metric in the assessment of
summarization quality. It quantifies the degree of
overlap in n-grams between the generated summary
and the reference summary. ROUGE is computed
for various word n-gram sizes, such as 1-gram,
2-gram, and 3-gram, and the resulting scores are
aggregated to produce a comprehensive evaluation
score(Lin, 2004).

BLEU is another reference-based metric used
to assess the quality of machine-generated text
summaries by measuring how closely they match
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human-written reference summaries. It quantifies
the precision of n-grams in the machine summary
that also appear in the reference summary, pro-
viding a score that indicates the summary’s accu-
racy and fluency (Papineni et al., 2002). Though
BLEU and ROUGE both evaluate language qual-
ity, they diverge in their emphasis and methodol-
ogy. BLEU places a primary focus on precision,
whereas ROUGE prioritizes recall as its key metric.

METEOR (Metric for Evaluation of Transla-
tion with Explicit ORdering) is a text summariza-
tion metric that evaluates the quality of machine-
generated summaries by considering a variety of
linguistic aspects, including unigram matching,
stemming, synonyms, and word order. It pro-
vides a comprehensive measure of overall sum-
mary quality and can account for different ways
of expressing the same information, making it a
robust evaluation metric for text summarization
(Banerjee and Lavie, 2005). MoverScore (Zhao
et al., 2019) and CHRF (Popović, 2015a) assess
the quality of generated summaries by comparing
character n-grams between the generated summary
and human reference summaries. CHRF accounts
for both precision and recall and is particularly use-
ful for languages with complex morphology and
word forms(Popović, 2015b).

Moving away from the reference-based ap-
proach, Scialom et al. (2019) have introduced new
metrics that rely on question-answering and demon-
strated their positive outcomes when employed as
rewards in a reinforcement learning setting. Im-
portantly, these metrics do not depend on human
references and can be computed directly from the
text to be summarized. In another study by Chen
et al. (2023), the authors explored the viability of
LLMs, focusing on ChatGPT and the text-davinci
series models, for reference-free text quality assess-
ment. They conducted a comparative analysis of
various techniques for evaluating text quality and
identified the utilization of an explicit score gener-
ated by the GPT model as the most efficacious and
consistent approach. They also discussed prompt
design as an important factor influencing quality of
scores generated by GPT model.

BertScore is another reference-free text summa-
rization metric that leverages BERT (Bidirectional
Encoder Representations from Transformers) em-
beddings to measure the similarity between the
machine-generated summary and human reference
summaries. It considers contextual information

and semantic similarity, providing a more nuanced
and accurate evaluation of summary quality(Zhang
et al., 2019).

Chen and Eger (2023), introduces a novel ap-
proach by advocating the direct utilization of pre-
trained Natural Language Inference (NLI) models
as evaluation metrics. Furthermore, they devel-
oped a novel preference-based adversarial test suite
for machine translation and summarization met-
rics. With this approach, there is no need for hu-
man annotators and it is particularly well-suited
for reference-free evaluation. Additionally, their
research findings indicate that NLI metrics exhibit
strong performance in the context of summariza-
tion but yield results below the established standard
metrics in the domain of machine translation. In
the study conducted by (Kocmi and Federmann,
2023), GEMBA, an assessment method based on
GPT technology, was introduced. The researchers
conducted an evaluation of their metrics by com-
paring them to the metrics included in the WMT22
Metrics shared task. Remarkably, their approach
demonstrated state-of-the-art performance on the
MQM 2022 test set across three distinct language
pairs: English to German, English to Russian, and
Chinese to English.

Fernandes et al. (2023), did a comprehensive
analysis of the potential of large language mod-
els in the context of machine translation evalua-
tion through score prediction. They introduced a
novel prompting technique known as AUTOMQM,
which effectively harnesses the Multidimensional
Quality Metrics (MQM) framework for the pur-
pose of achieving interpretable machine translation
(MT) evaluation using Large Language Models
(LLMs).

A study by Goyal et al. (2022) aimed to assess
the alignment of current reference-free evaluation
metrics with human preferences when ranking sum-
marization systems. They focused on two principal
categories of metrics: quality and factuality metrics.
Within the quality metrics, they examined SUPERT
(Gao et al., 2020), which assesses the quality of
generated summaries by contrasting them with au-
tomatically identified pivotal sentences from the
input, along with BLANC (Vasilyev et al., 2020),
which scrutinizes summaries via language under-
standing tasks. The second category of metrics is
specifically designed to gauge the presence of in-
accuracies in generated summaries concerning the
source article.
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Ermakova et al. (2019) provided a comprehen-
sive overview of existing metrics for summary eval-
uation. They pointed out various limitations in
these existing evaluation frameworks and intro-
duced an automatic evaluation framework that elim-
inates the need for human annotations. They cate-
gorized the evaluation metrics into informative met-
rics like ROUGE and readability metrics including
coherence, conciseness, content, grammar, recall,
pithiness etc. Sai et al. (2022) conducted another
extensive survey of the currently available auto-
matic evaluation metrics in the domain of Natural
Language Generation (NLG). They subsequently
introduced a systematic taxonomy to categorize
these evaluation metrics, with the categorization
structured around the methodologies they employ.

Jain et al. (2023), showed that in-context learn-
ing can serve as a viable alternative to fine-tuned
evaluation metrics for assessing NLG tasks. By
employing a limited set of examples, in-context
learning evaluators can achieve, and in some cases
surpass, the current state-of-the-art performance
in multi-dimensional evaluation. This approach’s
robustness is evident across various in-context ex-
amples. Furthermore, the research reveals a strong
alignment between in-context learning evaluators
and human judgments when evaluating summaries
generated by GPT-3.

The present study shares similarities with the
previously discussed reference-free evaluation met-
rics in that it operates without the need for refer-
ence summaries. However, unlike other approaches
that entail intricate configurations, the model intro-
duced here solely relies on straightforward prompts
used with pre-trained LLMs.

3 Data and Evaluation

In the Eval4NLP 2023 shared task, the dataset
provided for the summarization track comprises
training and validation subsets, each containing
source texts along with their corresponding sum-
maries. These summaries have been generated by
a summarization model that was trained on the
CNN/DailyMail dataset, as documented by (Fabbri
et al., 2020). Notably, the training dataset includes
associated scores for each generated summary rela-
tive to its source text, which are intended for use in
the system development process.

Furthermore, the organizers have also introduced
a test set, which encompasses sentences and para-
graphs extracted from English Wikipedia pages

created subsequent to the date of July 15, 2023
(i.e., beyond the LlAMA2 training cutoff) (Leiter
et al., 2023). For a comprehensive overview of
the dataset, including key statistics, please refer to
Table 1.

The validation and test data sets do not include
explicit score annotations, necessitating partici-
pants to submit their results on the shared task page
hosted on CodaBench 1

The evaluation process in this study adheres to
the metrics established in the WMT22 competi-
tion, as described by (Freitag et al., 2022), and
employs segment-level Kendall correlation as the
primary evaluation metric. In the realm of statistics,
the Kendall rank correlation coefficient, commonly
known as Kendall τ coefficient, is a statistical mea-
sure employed to assess the ordinal association
between two measured variables. A τ test, which
is a non-parametric hypothesis test used to deter-
mine statistical dependence based on the τ coeffi-
cient, is employed for this purpose. The ranking of
systems in the shared task will be determined by
their Kendall correlation scores on the test set, with
the highest correlation indicating superior perfor-
mance.

4 Solution

Irrespective of the type of summarization, whether
it pertains to single or multi-document summariza-
tion or falls within the categories of abstractive or
extractive summarization, certain fundamental cri-
teria must be met by any generated summary. As
highlighted by ter Hoeve et al. (2020), five of these
criteria include: (1) coherence (does information
flow logically from one sentence to the next?), (2)
completeness (does the summary capture the most
important information from the text?), (3) concise-
ness (is the summary brief and to the point?), (4)
consistency (does the information in the summary
align with that in the original text), and (5) read-
ability (is the summary written in a clear and un-
derstandable manner?). Additionally, adhering to
the conventions of correct language syntax stands
as an imperative prerequisite, representing a sixth
criterion complementing the other aforementioned
factors for any text generated for various purposes.

In our approach to the Eval4NLP shared task,
we devised straightforward prompts encompassing
the six latent dimensions mentioned above. These

1https://www.codabench.org/competitions/1359/#/pages-
tab
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Number of samples Average length of the source text Average length of the summary
train 320 361.56 62.08

validation 1280 358.77 63.21
test 825 199.57 38.55

Table 1: Statistics of data used for the experiments.

Model Name
M1 Guanaco-65B-GPTQ
M2 Platypus2-70B-Instruct-GPTQ
M3 Nous-Hermes-13b
M4 OpenOrca-Platypus2-13B
M5 WizardLM-13B-V1.1-GPTQ
M6 orca_mini_v3_7b

Table 2: List of LLMs provided by task organizers

prompts were then input into the LLMs provided
by the organizers, as detailed in Table 2. In Table 3,
we present an overview of the prompts tailored to
each of the evaluation factors. Our aim was to keep
the prompts as simple as possible, instructing the
LLMs to produce a score ranging from 0 to 100 for
each pair of (source text, generated summary). Fur-
thermore, we combined the prompt definitions for
all these factors to create a single comprehensive
prompt, denoted as "All."

Subsequently, we proceeded to assess the perfor-
mance of the six varying-sized LLMs by employing
all the prompts on both the training and validation
datasets (see Section 5 for results). Following this
evaluation, and guided by the outcomes obtained
from the training and validation data, we selected
the most promising prompt for application to the
test dataset. Subsequently, we submitted the results
for evaluation to CodaBench (Xu et al., 2022) to
obtain the final scoring.

5 Experiments

In line with the prompt design outlined in Section 4,
we leveraged the computational resources offered
by the Canada Digital Alliance to apply the desig-
nated models with diverse prompts across both the
training and validation datasets.

Table 4 presents the performance results in terms
of Kendall τ on training and validation data. It
is important to emphasize that the performance
metrics for the training data were calculated using
the available reference scores. However, for the
validation data (which did not include reference
scores), the performance metrics were computed

by submitting the scores through the CodaLab page
of the SharedTask.2.

The organizers categorized models with param-
eters fewer than 25b as "small" and the rest as
"large" models. We conducted experiments across
all these models, and the performance variations,
as indicated in Table 4, underscore how the model’s
effectiveness depends on the nature of the prompts
they receive. Notably, it becomes evident that, in
general, models M3 and M4 (both small models)
consistently outperform the others across various
prompt types. It is pertinent to observe that leverag-
ing a prompt in conjunction with a specific model
might yields superior results compared to other
prompt-model combinations.

When evaluated on the training data, the best per-
formance was achieved by the following prompts
(in ranked order): P7, P2, P1, P5, P6, P4, and
P3. In contrast, for the validation data, a slightly
different order emerged, with P5, P2, P6, P7, P4,
P1, and P3 being more effective. This variation is
reasonable given that the source texts and gener-
ated summaries for the two datasets originate from
different sources.

Subsequently, we proceeded to apply certain
model-prompt combinations that had demonstrated
promising results during the training and validation
phases to the released test data. The performance
of these selected model-prompt pairs, as evaluated
by the organizers on the test data, is presented in
Table 5.

Upon comparing the similarity between the re-
sults from the validation and test sets, it becomes
evident that the test set exhibits greater similar-
ity to the validation data rather than the training
data. These results confirm that the utilization of
large-scale language models (i.e. the LLMs with
an extensive parameter count) without fine-tuning
does not consistently yield high performance in the
context of evaluation score generation tasks. In
addition, the best results were achieved using the
prompt for syntax, emphasizing the significance

2https://codalab.lisn.upsaclay.fr/competitions/15072#participate-
submit_results
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Name Prompt Definition

P1 ALL The summary of a source text should be coherent and easy to understand’,
with a clear beginning, middle, and end.\n Summary completeness is a mea-
sure of how well a summary captures the most important information from
the source text. \n A summary with high completeness will include all the
key points and main ideas from the source text, while a summary with low
completeness may omit or overlook important information.\nA summary is
concise if it is brief and to the point, avoiding unnecessary details and using
clear language to convey the main idea of the source text.\n A summary is
readable if it is written in a clear and understandable manner. It should use
simple language, concise sentences, and organized structure to effectively
convey the main points of the source text.\n A summary is syntactically
correct if it has proper sentence structure and arrangement of words. This
includes using correct word order, subject-verb agreement, and appropriate
use of phrases and clauses to convey the intended meaning accurately. \n
Summary and the source text are consistent if summary accurately reflects
the main ideas and key information of the source text without introducing
new or conflicting information.\n The summary should align with the overall
message, tone, and context of the original document to maintain coherence
and reliability.\nGive a consistency score between 0 and 100 to the summary
created from the source text.\n Zero means that ’summary and source text
are not consistent, summary is not complete, coherent, readable, concise,
and syntactically correct’ at all and 100 means summary is ’fully consistent,
coherent, readable, concise, complete and syntactic.’

P2 Coherence The summary of a source text should be coherent and easy to understand’,
with a clear beginning, middle, and end.\n Give a coherence score for the
given summary of the source text below on a continuous scale from 0 to 100,
\n where a score of zero means ’no coherent’ and score of one hundred means
’fully coherent’.

P3 Completeness Summary completeness is a measure of how well a summary captures the
most important information from the source text. \nA summary with high
completeness will include all the key points and main ideas from the source
text, while a summary with low completeness may omit or overlook important
information.\nGive a completeness score between 0 and 100 to the summary
created from the source text. \nZero means a ’very incomplete’ and 100
means ’a complete summary.’

P4 Conciseness A summary is concise if it is brief and to the point, avoiding unnecessary de-
tails and using clear language to convey the main idea of the source text.\nGive
a conciseness score between 0 and 100 to the summary created from the source
text. Zero means a ’inoncise’ and 100 means a ’fully concise summary.’

P5 Consistency Summary and the source text are consistent if summary accurately reflects
the main ideas and key information of the source text without introducing
new or conflicting information.\nThe summary should align with the overall
message, tone, and context of the original document to maintain coherence
and reliability.\n Give a consistency score between 0 and 100 to the summary
created from the source text.\n Zero means that ’summary and source text are
not consistent’ at all and 100 means they are ’fully consistent.’

P6 Readability A summary is readable if it is written in a clear and understandable manner. It
should use simple language, concise sentences, and organized structure to
effectively convey the main points of the source text."\n Give a readability
score between 0 and 100 to the summary created from the source text.\n Zero
means the ’summary is not readable’ and 100 means summary is ’fully
readable.’

P7 Syntax A summary is syntactically correct if it has proper sentence structure and
arrangement of words. This includes using correct word order, subject-verb
agreement, and appropriate use of phrases and clauses to convey the intended
meaning accurately. \n Give a syntax score between 0 and 100 to the sum-
mary created from the source text.\n Zero means a ’the syntax is completely
unacceptable’ and 100 means the syntax of summary is ’fully correct.’

Table 3: Prompts’ Definition
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Train Validation

P1 P2 P3 P4 P5 P6 P7 P1 P2 P3 P4 P5 P6 P7

Large Models M1 0.36 0.44 0.25 0.41 0.45 0.42 0.40 0.35 0.45 0.26 0.42 0.42 0.44 0.42

M2 0.24 0.25 0.21 0.22 0.24 0.11 0.22 0.27 0.22 0.21 0.24 0.26 0.12 0.22

Small Models

M3 0.45 0.47 0.4 0.42 0.41 0.41 0.49 0.41 0.22 0.41 0.41 0.45 0.4 0.43
M4 0.45 0.47 0.4 0.42 0.41 0.41 0.49 0.41 0.44 0.41 0.41 0.45 0.4 0.43
M5 0.17 0.18 0.12 0.27 0.33 0.26 0.26 0.23 0.18 0.17 0.28 0.31 0.28 0.28

M6 0.36 0.32 0.32 0.35 0.39 0.31 0.38 0.36 0.36 0.35 0.33 0.37 0.33 0.37

Table 4: Performance of different models with different prompts in terms of Kendall τ . M1:Platypus2-70B-
Instruct-GPTQ, M2:Guanaco-65B-GPTQ,M3:Nous-Hermes-13b, M4:OpenOrca-Platypus2-13B, M5:WizardLM-
13B-V1.1-GPTQ, M6:orca_mini_v3_7b and P1:All Explained, P2: Coherence, P3: Completeness, P4:Conciseness,
P5:Consistency, P6:Readability, P7:Syntax

P1 P2 P3 P4 P5 P6 P7

Large Models M1 - 0.46 - - - 0.41 -
M2 - - - - - - -

Small Models

M3 - - - - - - -
M4 0.46 - 0.47 0.45 - - 0.49
M5 - - - - - - -
M6 - - - - 0.44 - -

Table 5: Performance results on test data. M1:Platypus2-70B-Instruct-GPTQ, M2:Guanaco-65B-GPTQ,M3:Nous-
Hermes-13b, M4:OpenOrca-Platypus2-13B, M5:WizardLM-13B-V1.1-GPTQ, M6:orca_mini_v3_7b and P1:All
Explained, P2: Coherence, P3: Completeness, P4:Conciseness, P5:Consistency, P6:Readability, P7:Syntax

of this latent dimension in the quality of the gen-
erated summaries. Syntax is largely overlooked
by reference-based metrics that focus on lexical
overlap between the generated summary and a ref-
erence summary; however, our results suggest that
it plays an important role in evaluation. The second-
highest score was achieved using the prompt for
completeness, consistent with the idea that a sum-
mary should include the most salient points from
the original text.

It is worth highlighting that regulatory con-
straints imposed on participants prevented us from
exploring the possibility of combining the scores
from various prompts and models during our exper-
imental phase. However, by employing a solitary
model, we achieved a notable second-place ranking
in the competition.

6 Conclusion

The assessment of summarization system outputs
is vital to ascertain their efficiency and usefulness.
Traditional approaches to summarization evalua-
tion involve comparing the generated text with
human-written reference summaries. However, the
constraints associated with reference-based met-
rics encourage the researchers and practitioners to

seek reference-free metrics for the evaluation and
comparison of various summarization methods.

With the objective of formulating effective
prompts for utilization along with LLMs, the
Eval4NLP organized a collaborative initiative. The
primary goal of this endeavor was to systematically
examine the potential utility of LLMs in the eval-
uation of text summaries, relying exclusively on
the source text. In this study, we actively engaged
in the development of prompts tailored to each of
the six latent dimensions (i.e. completeness, con-
ciseness, readability, coherence, consistency and
syntax) found to be relevant to summary evalua-
tion. One specifically devised prompt, centered on
the syntactic assessment of generated summaries,
garnered a noteworthy score of 0.49 in terms of
Kendall τ , thereby securing the second-highest po-
sition among performance evaluation systems.

Our primary focus in the present work involved
the utilization of individual LLMs. Nevertheless,
we acknowledge that the collaborative use of vari-
ous models presents a promising avenue for poten-
tial performance enhancement, which we consider
as a valuable direction for future investigations.
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In the course of this research, we utilized the sub-
sequent modules:

1. PyTorch: 2.0.1+cu117

2. guidance: 0.0.64

3. transformers: 4.34.5

4. auto_gptq: 0.3.2
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Abstract

This paper describes and analyzes our par-
ticipation in the 2023 Eval4NLP shared task,
which focuses on assessing the effectiveness
of prompt-based techniques to empower Large
Language Models to handle the task of quality
estimation, particularly in the context of evalu-
ating machine translations and summaries. We
conducted systematic experiments with vari-
ous prompting techniques, including standard
prompting, prompts informed by annotator
instructions, and innovative chain-of-thought
prompting. In addition, we integrated these
approaches with zero-shot and one-shot learn-
ing methods to maximize the efficacy of our
evaluation procedures. Our work reveals that
combining these approaches using a “small”,
open source model (orca_mini_v3_7B) yields
competitive results.

1 Introduction

Large Language Models (LLMs) have revolution-
ized the field of Natural Language Processing
(NLP) by demonstrating remarkable proficiency
in a multitude of generative tasks (Brown et al.,
2020). Beyond their capabilities in text generation,
LLMs offer the potential to automate the evaluation
of generated text, particularly in domains such as
machine translation and summarization.

Previous research efforts have explored LLM-
based evaluation metrics, yielding promising re-
sults. Notable examples include the development
of metrics like the GEMBA metric for translation
quality assessment (Kocmi and Federmann, 2023),
work on the effectiveness of LLMs as an alterna-
tive to human evaluation for NLP tasks by Chiang
and Lee (2023), and the INSTRUCTSCORE met-
ric for summarization evaluation (Xu et al., 2023).
However, a significant gap exists in the system-
atic evaluation and exploration of prompting tech-
niques available for metric usage with LLMs. In
fact, there is scant work in this area to date. Excep-

tions include the work of Mendonça et al. (2023)
for dialogue evaluation, Yang et al. (2023) and
GEMBA for MT evaluation, G-EVAL, a chain-of-
thought based framework for the evaluation of gen-
erated texts that leverages GPT-4 (Liu et al., 2023),
and GPTSCORE for text generation evaluation (Fu
et al., 2023).

This paper presents our contribution to address-
ing this gap through our participation in the Prompt-
ing Large Language Models as Explainable Met-
rics shared task (Leiter et al., 2023), which was
conducted as part of The 4th Workshop on Eval-
uation & Comparison of NLP Systems, hosted at
AACL 2023. We delve into various prompting ap-
proaches and techniques, offer a comprehensive
overview of the results we have obtained, and pro-
vide a thorough analysis of our findings (our team
name is COMPETITIONENTRANTS).

We exclusively participated in the Small Mod-
els Track, focusing on models with parameters
less than or equal to 25 billion, for the Sum-
marization task. Consequently, all our experi-
ments and reported results are derived from the
orca_mini_v3_7B model. Among our various ap-
proaches, the best-performing one, employing a
standard prompt in a zero-shot setting, achieved a
score of 0.44 during the test phase of the shared
task. While this performance is notable, it places us
marginally behind the leaderboard’s highest score
of 0.50 by a margin of 0.06. We also find that
Chain-of-Thought (CoT) prompting (Wei et al.,
2022) also aids in explicating the evaluation task
to the model. This technique holds the potential to
enhance the interpretability and explainability of
quality estimation models.

2 Task Description

The primary objective of the shared task is to in-
vestigate prompt-based methodologies for LLMs
in the development of automated quality metrics in
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a reference-free setup tailored to natural language
generation tasks, specifically summarization and
machine translation. These quality scores are con-
structed using fine-grained scoring or error labels.
The underlying rationale behind reference-free
evaluation metrics is to provide assessment scores
that are comparable to those of reference-based
metrics while reducing reliance on often noisy and
costly reference labels. A typical reference-free
metric operates by taking a source (SRC) and a hy-
pothesis (HYP) as inputs and subsequently gener-
ates a metric score, thereby providing an alternative
to traditional reference-based evaluation method-
ologies.

2.1 Task Setup
The shared task is structured into two distinct sub-
tasks, each contributing to the overarching goal:

1. Prompting Strategies for Evaluation of Sum-
marization and Translation: This entails de-
signing prompts and instructions that enable
the assessment of the quality of generated con-
tent. The outcome of this sub-task serves as a
critical component in the reference-free evalu-
ation process.

2. Score Aggregation: The second sub-task fo-
cuses on the creation of a score aggregator
mechanism. The primary objective here is
to devise a method that computes an overall
quality estimation score based on the outputs
generated in Task 1. This aggregator consol-
idates individual quality assessments into a
comprehensive quality estimation, ultimately
providing a holistic evaluation of translation
and summarization performance.

2.2 Datasets
Data is provided for the tasks of summarization
and machine translation:

• Summarization: The training and develop-
ment data for this track is derived from the
datasets detailed in SummEval (Fabbri et al.,
2020) with the scores being the average of hu-
man annotations across the four aspects - co-
herence, consistency, fluency, and relevance.

• Machine Translation: The training and devel-
opment datasets are derived from the Multi-
dimensional Quality Metrics (MQM) anno-
tations of the WMT22 metrics shared task
(Freitag et al., 2022) for machine translation.

For the test data, we are provided with a new
reference-free dataset with sentence/summary-
level quality scores for summarization and MT.
As part of the test phase, 2 new language pair
datasets, English-Chinese and English-Spanish are
introduced for the machine translation track. Table
1 shows the counts of the train, development, and
test datasets.

task train dev test
Summarization 320 1,280 825

Translation

en-de 11,046 7,364 1,425
zh-en 15,750 10,500 -
en-es - - 1,834
en-zh - - 1,297

Table 1: Train, Dev, and Test dataset sizes for summa-
rization and machine translation tasks. Entries with -
indicate that the dataset wasn’t provided as part of this
task.

2.3 Large language models
The following six Huggingface LLMs were permit-
ted for use in the shared task, two larger models
(65B and 70B parameter models), which we de-
note with the following symbol •, and four smaller
models, denoted by ⋆, each of which has 13B pa-
rameters or fewer:

1. Guanaco-65B-GPTQ•1

2. WizardLM-13B-V1.1-GPTQ⋆2

3. Nous-Hermes-13b⋆3

4. Platypus2-70B-Instruct-GPTQ•4

5. OpenOrca-Platypus2-13B⋆5

6. Orca_mini_v3_7b⋆6

Despite having access to these LLMs, our work
faced computational constraints that influenced our
choice of models for experimentation. As a re-
sult, we focused primarily on experimenting with
two small LLMs: orca_mini_v3_7B model and
Nous-Hermes-13b. During the submission phase
to the shared task’s leaderboard, the final test re-
sults we presented were exclusively derived from
the orca_mini_v3_7B model. The shared task
guidelines explicitly forbade model fine-tuning.

1https://huggingface.co/TheBloke/guanaco-65B-GPTQ
2https://huggingface.co/TheBloke/WizardLM-13B-V1.1-

GPTQ
3https://huggingface.co/NousResearch/Nous-Hermes-

13b
4https://huggingface.co/TheBloke/Platypus2-70B-

Instruct-GPTQ
5https://huggingface.co/Open-Orca/OpenOrca-Platypus2-

13B
6https://huggingface.co/pankajmathur/orca_mini_v3_7b
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2.4 Evaluation

For the evaluation process, we used Codalab as the
platform for submitting our system entries. No-
tably, the organizers of the evaluation, as detailed
by Kocmi and Federmann (2023), provide direct
assessment baselines for these LLMs. These base-
lines serve as reference points for evaluating the
performance of our system and other participants
in the shared task.

To quantify the performance of our system and
the competing teams, the shared task organizers uti-
lized the Kendall rank coefficient as the evaluation
metric. The Kendall rank coefficient stands as an
alternative to more traditional correlation metrics
like Pearson’s r and Spearman’s ρ correlations. It
finds particular utility in situations where the data
fails to meet specific assumptions or when dealing
with relatively small sample sizes.

3 Approaches

Three main classes of strategies are employed to
enhance prompt effectiveness and interpretability
for evaluating generated summaries. The first strat-
egy, Core Prompts, encompasses three one-step
methods for generating prompts. The first two bor-
row from existing literature, and the final uses an
LLM to simply generate a prompt from scratch.
Next, in Section 3.2, we introduce three methods
(one manual, two automatic) to take prompts in
Section 3.1 and further refine them. This is akin to
paraphrasing in bulk. Finally, in Section 3.3, we
outline two simple approaches for further refining
prompts generated earlier. In total, the three classes
span 8 different approaches, and approaches can be
combined across the classes.

3.1 Core Prompts

(1) Standard Prompting: Our initial approach
was to formulate prompts (a total of 9 prompts) that
assess summary quality across the four dimensions
outlined in Kryscinski et al. (2019): fluency, coher-
ence, consistency, and relevance. These prompts
task the model with generating quality scores for
summaries, for different score ranges. In Table 2,
we provide an example of standard prompting. In
this example, the prompt specifies that the summa-
rization should be rated from 1 and 5, with incre-
ments of 0.5 permitted.

Given the following summary for a news article,
evaluate this summary for its fluency, coherence,
consistency and relevance. Provide an overall
score for the quality of this summary in the
range 1 (worst) to 5 (best). Possible scores are
1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5 and 5.

Table 2: An example of a standard prompt for summa-
rization quality evaluation that stipulates scores should
be in the range 1 to 5, and intermediate scores should
be in 0.5 intervals.

(2) Annotator Instructions as Seed Prompts: To
facilitate summarization evaluation, we then em-
ployed the instructions provided to expert annota-
tors in Fabbri et al. (2020) (See Table 3). These
served as foundational “seed prompts” for subse-
quent prompt refinement. We conducted an assess-
ment of this seed prompt by utilizing a subset of ex-
amples from the Eval4NLP training dataset, noting
that these instructions exhibit relatively favorable
performance on the training data.

[. . .] In this task you will evaluate the quality of
summaries written for a news article
To correctly solve this task, follow these steps:
1. Carefully read the news articles, be aware of
the information it contains.
2. Read the proposed summary.
3. Rate each summary on a scale from 1 (Worst)
to 5 (Best) by its relevance, consistency, fluency,
and coherence.
Relevance: “The rating measures how well the
summary captures the key points of the article.
Consider whether all and only the important
aspects are contained in the summary.” [. . .]

Table 3: Instructions provided to expert annotators in
Fabbri et al. (2020).

(3) Prompt Generation via LLMs: Addition-
ally, we employed a separate LLM to generate a
prompt entirely from scratch. The intuition be-
hind this approach is that an LLM-derived prompt
may yield improved results over a manually-crafted
prompt. Similar intuition is followed in previous
works that use LLMs to produce high-quality la-
bels for LLM-generated texts (Zellers et al., 2019;
Fu et al., 2023). For prompt generation we author
simple prompts, instructing the LLM to generate a
sequence of instructions based on the requirements
(score range and aspects to consider for summariza-
tion) specified in the prompt. (see Table 4).
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Write a set of instructions to evaluate the quality
of the summary of a news article according to its
coherence, consistency, fluency, and relevance
for each sentence in the summary with respect
to the news article. Each aspect (coherence,
consistency, fluency, and relevance) should be
scores from 1 to 5. 1 is the worst possible score,
5 is the best possible score. Instructions:

Table 4: Instructions for prompting LLMs to generate
prompts for summarization quality evaluation.

3.2 Prompt Refinement

To further enhance the prompts’ quality and effec-
tiveness from Section 3.1, we employ three key
strategies, one manual and two automatic:

(4) Manual Prompt Rewriting: This method in-
volves meticulous manual rewriting of the instruc-
tions (done by the authors). We created prompt
variations to elicit fine-grained answers, seek ex-
planations for the provided answers, and employ
templates specifying the desired answer format.
These steps ensure that the instructions are refined
to enhance the clarity and comprehensibility of
the prompts. We also experiment with prompts
that instruct the LLM to output both scores and
explanations, similar to other works that explore
both prediction (which in our case is quality esti-
mation) and explanation jointly (Camburu et al.,
2018; Kotonya and Toni, 2020; Wei et al., 2022).
However, we find that prompting for explanations
in addition to quality estimation yields poor results
(see Table 12 in Appendix C).

(5) Instruction Enhancement via LLMs: In this
strategy, we provide the seed prompt as context
and prompt a separate LLM to enhance the existing
instructions. We utilize various phrases such as
“Improve the following instructions”, “Rewrite the
following instructions to yield better responses”,
“Write a more precise set of instructions”, and
“Rewrite the instructions below in order to yield
the best results ” (see Table 5).

### System: You are an AI assistant that fol-
lows instruction extremely well. Help as much
as you can.
### User:
Improve the following instructions:
“In this task you will evaluate the quality of sum-
maries written for a news article
To correctly solve this task, follow these steps:
1. Carefully read the news article, be aware of
the information it contains.
2. Read the proposed summary.
3. Rate each summary on a scale from 1 (Worst)
to 5 (Best) by its relevance, consistency, fluency,
and coherence.. . .”
New instructions:

Table 5: Example of a prompt supplied for LLM-based
prompt refinement, where the instruction used is “Im-
prove the following instructions.”

(6) Chain-of-Thought (CoT) Prompting: We
also harness the CoT prompting technique, which
guides the model’s evaluation process through a
sequence of intermediate reasoning steps leading
to the determination of the quality score for the
provided summary. The main advantages of CoT
prompts are that their specificity should reduce
the number of inconsistencies in the generated
response, yield responses that correlate strongly
with human judgments and also allow for more
complex reasoning. The CoT additions are marked
in blue in Tables 6 and 7.

3.3 Exploration of Inference Settings

Given the constraint of not permitting model fine-
tuning, we explore various inference settings to
optimize model performance:

(7) Zero-shot Approach: In this setting, the
model is evaluated and prompted to generate re-
sponses without any prior training specific to the
evaluation task.

(8) Few-shot and One-shot Approaches: These
approaches involve leveraging a limited amount
of training data to serve as exemplars to direct the
model’s responses. While we experimented with
a one-shot setting, it is important to note that in-
creasing the number of examples in the prompt
had the unintended consequence of slowing down
inference.
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1. Coherence: Assess how well the summary conveys a clear and logical message.
2. Consistency: Check if the summary accurately represents the main points of the news article.
3. Fluency: Evaluate the smoothness and readability of the summary.
4. Relevance: Determine if the summary is relevant to the news article’s topic.
For each sentence in the summary, assign a score from 1 to 5 for each aspect (coherence, consistency,
fluency, and relevance).
Example:
Sentence 1: “The company announced a new product line.”
Coherence: 4
Consistency: 3
Fluency: 3
Relevance: 4

Total Score: (Coherence + Consistency + Fluency + Relevance) / 4
Total Score: (4 + 3 + 3 + 4)/4 = 14/4 = 3.5
So, the summary has an overall score of 3.5 out of 5.

Table 6: Example of a prompt generated for summarization quality estimation. These instructions demonstrate
step-by-step, with the aid of an example, how the final score should be calculated.

Example:
1. Read the news article: “A new study found that
regular exercise can significantly improve mental
health.”
2. Read the summary: “A study discovered
that exercise has a significant impact on men-
tal health.”
3. Evaluate the summary based on the aspects:
a. Coherence: 5 (The summary maintains a clear
and logical flow of ideas.)
b. Consistency: 5 (The main points of the news
article are accurately represented.)
c. Fluency: 5 (The summary is written in a
smooth and easy-to-understand manner.)
d. Relevance: 5 (The summary conveys the es-
sential information from the news article.)
4. Assign scores for each aspect: [. . .]

Table 7: Example of a chain-of-thought prompt gener-
ated for summarization quality estimation. In this chain
of thought prompt, descriptions are generated for each
of the four aspects (coherence, consistency, fluency, and
relevance).

4 Results

Table 8 shows results for a battery of approaches.
One should note that we tried many combinations
of the approaches with different seed prompts, and
the number of experiments is quite large. For the
sake of simplicity, we report on key combinations
that we uncovered. Prompt ID refers to the specific
prompt that was used and the exact text can be

found in the Appendix.
Among the approaches, Prompt P1, which em-

ploys a standard manual prompt in a zero-shot
setting with a grading scale ranging from 1 to
5, emerges as the top performer, achieving a no-
table score of 0.3211 on the development dataset.
This was surprising as this is essentially one of the
most straightforward approaches to try. However,
it is perhaps unsurprising as the Direct Assessment
baseline provided by the Shared Task is also a sim-
ple manual prompt in a zero-shot setting (Kocmi
and Federmann, 2023).

Following closely behind, we find approaches
that leverage annotator instructions as seed prompts
(P12) and prompts generated using LLMs (P14
and P10), all in zero-shot settings, also stand out.
These prompts, in contrast to standard ones, contain
a wealth of details about the evaluation metrics,
offering intricate guidance to the model.

However, our exploration of a one-shot setting in-
dicates that this approach does not yield as promis-
ing results (as much as 0.1 behind our best ap-
proach combination). Further experimentation with
the choice of examples provided to the model may
be warranted to enhance its performance.

Notably, the incorporation of chain-of-thought
prompting appears to be a beneficial strategy, as
evidenced by the strong performance observed (our
third, fourth, and fifth-best experiments).

On the lower end of the result scores, we find
standard prompts (P5, P4, P7, P3, P8) that utilize
grading scales with exceptionally high precision
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Prompt
ID

Approach Score

P1 (1) Standard Prompt (7) Zero-shot 0.3211
P2 (1) Standard Prompt (7) Zero-shot 0.3075
P12 (2) Annotator Instructions (6) CoT (7) Zero-shot 0.2837
P14 (3) LLM-generated (6)CoT (7) Zero-shot 0.2827
P10 (3) LLM-generated (6)CoT (8) One-shot 0.2687
P6 (1) Standard Prompt (7) Zero-shot 0.2597
P9 (6) CoT (7) Zero-shot 0.2477
P11 (3) LLM-generated (6)CoT (8) One-shot 0.2245
P13 (6) CoT (8) One-shot 0.2244
P5 (1) Standard Prompt (7) Zero-shot -0.0163
P4 (1) Standard Prompt (7) Zero-shot -0.0172
P7 (1) Standard Prompt (7) Zero-shot -0.0209
P3 (1) Standard Prompt (7) Zero-shot -0.0255
P8 (1) Standard Prompt (7) Zero-shot -0.0329
Baseline Direct Assessment 0.3065
Baseline Random -0.0340

Table 8: Results of prompts for evaluating summarization. Score is the dev score obtained from the Codalab
submission. The Prompt ID map to the full Prompts in the Appendix. The details for each of the Approaches can be
found in Section 3.

or qualitative labels as quality measures. These
prompts, while designed with attention to detail, ex-
hibit comparatively lower scores in the evaluation,
suggesting the importance of striking a balance be-
tween precision and other factors when designing
prompts for quality estimation tasks.

Prompt P6 achieves the highest Kendall correla-
tion coefficient on the test set with a score of 0.4423.
Furthermore, P1 and P2 also achieve competitive
scores of 0.4419 and 0.4422 respectively.

5 Discussion

The evaluation results we have presented furnish
compelling evidence regarding the proficiency of
LLMs in the domain of quality estimation for sum-
marization. Our findings underscore the capacity of
these models to provide valuable insights into the
quality of generated outputs, thereby contributing
to the advancement of evaluation methodologies
within the field of NLP.

5.1 Insights

Scoring Rubric Matters: Our experimentation
with scoring rubrics revealed an intriguing trend.
While assessing the precision and range of scores
requested from the model, we observed that quanti-
tative scores with lower precision exhibited favor-
able performance. Surprisingly, the use of quali-

tative labels such as “Very Poor”, “Poor”, “Aver-
age”, “Good”, and “Very Good” to describe quality
yielded comparatively less favorable results as can
be seen from the dev scores in Table 9. This sug-
gests that when instructing LLMs for quality esti-
mation, a preference for quantitative, less granular
scoring may be more effective.

Effect on Performance through Examples: To
enhance performance, we incorporated explicit ex-
amples into zero-shot prompts for each score on the
evaluation scale. Contrary to our expectations, the
inclusion of examples did not yield a noticeable im-
provement in model performance. This observation
highlights the nuanced nature of prompt design and
underscores the need for tailored approaches that
align with the unique characteristics of the task.

Simpler Prompts Suffice: A notable finding
emerged from our exploration of prompt complex-
ity. While we originally hypothesized that detailed
prompts derived from SummEval annotation guide-
lines would outperform simpler prompts based on
the same four quality dimensions (fluency, coher-
ence, consistency, relevance), our results did not
substantiate this hypothesis. However, it is worth
noting that this approach shows promise, particu-
larly when the aspect being evaluated is ambiguous
to the model. The provision of detailed prompts
with examples and context holds the potential to im-
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Prompt* Dev
score

Provide an overall score for the quality of this summary in the range 1 (worst) to 5 (best).
Possible scores are 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5 and 5.

0.32

Provide an overall score for the quality of this summary in the range 0 (worst) to 100 (best).
Possible scores are 0, 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100.

0.31

Provide an overall score for the quality of this summary in the range 1 (worst) to 5 (best)
that is an average of the scores (also from 1 to 5) for fluency, coherence, consistency and
relevance.

-0.03

Provide an overall score for the quality of this summary in the range 0 (worst) to 100 (best).
Possible scores are 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95
and 100.

-0.02

Provide an overall score for the quality of this summary in the range Very Poor (worst) to
Very Good (best). Possible scores are Very Poor, Poor, Average, Good, Very Good.

-0.02

Provide an overall score for the quality of this summary in the range Incomprehensible
(worst) to Excellent (best). Possible scores are Incomprehensible, Poor, Average, Good,
Excellent.

-0.03

Table 9: Standard prompting with different score ranges*The prompts in the table are appended to Given the
following summary for a news article, evaluate this summary for its fluency, coherence, consistency and relevance.
along with the input to form the full instruction to the model.

prove performance, suggesting a fruitful direction
for future research.

5.2 Hallucinations during prompt refinement
We conducted an experiment where we leveraged a
separate LLM to generate instructions for assess-
ing the quality of summarizations. This approach
yielded promising results initially, as the generated
instructions were detailed and exhibited potential
when tested with a subset of examples from the
training dataset. However, during our extensive
evaluation process, we encountered instances of
hallucinations within the generated instructions,
prompting us to incorporate further refinement
steps into our methodology. Hallucinations in this
context refer to the phenomenon where the model
produces content in the instruction that deviates
from the original intent or context, thereby intro-
ducing inaccuracies or inconsistencies (Maynez
et al., 2020).

One recurring form of hallucination pertained to
the numbering within the instructions. In particular,
we observed instances where the numbering in the
latter part of the instruction was hallucinated, lead-
ing to inconsistencies. For instance, as shown in
Table 10, the numbering sequence (2, 3, 4, 4) in the
model’s response was incongruent with the origi-
nal (1, 2, 3, 4) prompt. Additionally, we identified
another hallucination wherein the phrase “Answer:”
was erroneously introduced in the model’s output.

This unintended addition in the response further un-
derscores the need for vigilance when using LLMs
to generate instructions. For our experiments, we
manually removed LLM-generate prompts with
hallucinations.

6 Conclusion

In this paper, we have presented our system entry
for the Eval4NLP 2023 Shared Task on Prompt-
ing Large Language Models as Explainable Met-
rics. Our approach revolves around assessing the
capabilities of the small orca_mini_v3_7B model
in the reference-free evaluation of generated sum-
maries. Through a series of extensive experiments,
we have explored the model’s adaptability and re-
sponsiveness to various prompting techniques, in-
cluding zero-shot, one-shot, and chain-of-thought
prompts. These experiments were conducted using
meticulously designed prompts that emphasize key
evaluation criteria. Our findings suggest that the
use of a standard prompting (when using a small
model) is performant while the chain-of-thought
prompt-based approach holds significant promise
for evaluating the quality of generated summaries.
However, we do note that slight variations in the
underlying prompt text could swing performances
rather widely, so more research is definitely re-
quired to understand this phenomenon.
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Response without hallucinations Response with hallucinations
1. Relevance: 2 Explanation: The summary does
not capture the key points of the article. It only
mentions the man gently cupping the fish, but it
does not mention the relationship between the man
and the fish, the video, or the fish’s behavior.
2. Consistency: 2 Explanation: The summary
does not reproduce all facts accurately. It does not
mention the fish’s hybrid origin or the bullying of
the other fish.
3. Fluency: 2 Explanation: The summary is not
well-written and grammatically correct. It contains
grammatical errors and is not easy to understand.
4. Coherence: 2 Explanation: The summary does
not sound naturally and collectively. It is difficult
to understand and does not flow well as a whole.

2. Relevance: 3 Explanation: The summary cap-
tures the key points of the article, but it is missing
some important aspects, such as the half-and-half
scarves and the fact that the match was played at
Altrincham’s Moss Lane. Answer:
3. Consistency: 3 Explanation: The summary
does reproduce all facts accurately, but it makes up
untrue information by stating that the match was
played at Old Trafford. Answer:
4. Fluency: 3 Explanation: The individual sen-
tences are well-written and grammatically cor-
rect, but the summary could be more coherent and
sound more naturally. Answer:
4. Coherence: 3 Explanation: The summary is not
as coherent as it could be, as it jumps from one
topic to another without a clear flow.

Table 10: Hallucinations observed in prompts that are refined using LLMs.
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B Prompt Templates

B.1 Summarization
Below we provide our prompt templates which we use for the experiments described in this paper.

Prompt
ID

Prompt

P1 Given the following summary for a news article, evaluate this summary for its fluency,
coherence, consistency and relevance. Provide an overall score for the quality of this
summary in the range 1 (worst) to 5 (best). Possible scores are 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5
and 5.

P2 Given the following summary for a news article, evaluate this summary for its fluency,
coherence, consistency and relevance. Provide an overall score for the quality of this
summary in the range 0 (worst) to 100 (best). Possible scores are 0, 10, 20, 30, 40, 50, 60,
70, 80, 90 and 100.

P3 Given the following summary for a news article, evaluate this summary for its fluency,
coherence, consistency and relevance. Provide an overall score for the quality of this
summary in the range 1 (worst) to 5 (best) that is an average of the scores (also from 1 to 5)
for fluency, coherence, consistency and relevance.

P4 Given the following summary for a news article, evaluate this summary for its fluency,
coherence, consistency and relevance. Provide an overall score for the quality of this
summary in the range 0 (worst) to 100 (best). Possible scores are 0, 5, 10, 15, 20, 25, 30, 35,
40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95 and 100.

P5 Given the following summary for a news article, evaluate this summary for its fluency,
coherence, consistency and relevance. Provide an overall score for the quality of this
summary in the range 0 (worst) to 100 (best). Possible scores are 0, 1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34,
35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58,
59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82,
83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100.

P6 Given the following summary for a news article, evaluate this summary for its fluency,
coherence, consistency and relevance. Provide an overall score for the quality of this
summary in the range -100 (worst) to 100 (best). Possible scores are -100, -50, 0, 50, 100.

P7 Given the following summary for a news article, evaluate this summary for its fluency,
coherence, consistency and relevance. Provide an overall score for the quality of this
summary in the range Very Poor (worst) to Very Good (best). Possible scores are Very Poor,
Poor, Average, Good, Very Good.

P8 Given the following summary for a news article, evaluate this summary for its fluency,
coherence, consistency and relevance. Provide an overall score for the quality of this
summary in the range Incomprehensible (worst) to Excellent (best). Possible scores are
Incomprehensible, Poor, Average, Good, Excellent.
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P9 ### System: You are an AI assistant that follows instruction extremely well. Help as much
as you can.

### User:
In this task you will evaluate the quality of summaries written for a news article
To correctly solve this task, follow these steps:
1. Carefully read the news articles, be aware of the information it contains.
2. Read the proposed summary.
3. Rate each summary on a scale from 1 (Worst) to 5 (Best) by its relevance, consistency,
fluency, and coherence.
Relevance: “The rating measures how well the summary captures the key points of the
article. Consider whether all and only the important aspects are contained in the summary.”
Consistency: “The rating measures the facts in the summary are consistent with the facts in
the original article. Consider whether the summary does reproduce all facts accurately and
does not make up untrue information.”
Fluency: “This rating measures the quality of individual sentences, are they well-written and
grammatically correct. Consider the quality of individual sentences.”
Coherence: “The rating measures the quality of all sentences collectively, to the fit together
and sound naturally. Consider the quality of the summary as a whole.”
Format the response as follows:
Answer:
Relevance: <Rating for Relevance>
Explanation: <Evidence for Relevance rating>
Consistency: <Rating for Consistency>
Explanation: <Evidence for Consistency rating>
Fluency: <Rating for Fluency>
Explanation: <Evidence for Fluency rating>
Coherence: <Rating for Coherence>
Explanation: <Evidence for Coherence rating>
News article: {source_text}
Summary: {summary}

### Assistant:
Answer:
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P10 ### User:
Evaluate the summary for a news article by assigning a score from 0 to 100 for each of the
following aspects: Coherence, Consistency, Fluency, and Relevance.
1. Coherence:
- Read the summary and determine if it is well-structured, easy to understand, and logically
connected.
- Assign a score from 0 to 100 based on how well the summary is coherent.
2. Consistency:
- Check if the summary accurately represents the main points and ideas from the original
news article.
- Assign a score from 0 to 100 based on how consistent the summary is with the original
content.
3. Fluency:
- Evaluate the clarity and smoothness of the summary.
- Assign a score from 0 to 100 based on how well the summary is written and easy to read.
4. Relevance:
- Determine if the summary effectively conveys the most important information from the
original news article.
- Assign a score from 0 to 100 based on how relevant and informative the summary is.
Once you have evaluated each aspect, add up the scores and assign a final score from 0 to
100 for the overall summary.
News article: {source_text}
Summary: {summary}

### Assistant:
Evaluation:
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P11 ### User:
1. Read the news article carefully.
2. Read the summary of the news article.
3. Evaluate the summary based on the following aspects:
a. Coherence: How well does the summary maintain a clear and logical flow of ideas?
b. Consistency: Does the summary accurately represent the main points of the news article?
c. Fluency: Is the summary written in a smooth and easy-to-understand manner?
d. Relevance: Does the summary convey the essential information from the news article?
4. Assign a score from 1 to 5 for each aspect based on the evaluation.
5. Average the scores for each aspect to get the overall score for the summary.
Example:
1. Read the news article: “A new study found that regular exercise can significantly improve
mental health.”
2. Read the summary: “A study discovered that exercise has a significant impact on mental
health.”
3. Evaluate the summary based on the aspects:
a. Coherence: 5 (The summary maintains a clear and logical flow of ideas.)
b. Consistency: 5 (The main points of the news article are accurately represented.)
c. Fluency: 5 (The summary is written in a smooth and easy-to-understand manner.)
d. Relevance: 5 (The summary conveys the essential information from the news article.)
4. Assign scores for each aspect:
a. Coherence: 5
b. Consistency: 5
c. Fluency: 5
d. Relevance: 5
5. Average the scores for each aspect:
a. Coherence: 5
b. Consistency: 5
c. Fluency: 5
d. Relevance: 5
6. Average the scores for each aspect: 5
7. Overall score for the summary: 5
News article: {source_text}
Summary: {summary}
### Assistant:
Assign scores for each aspect:
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P12 ### User:
Evaluate the summary for a news article by assigning a score from 0 to 100 for each of the
following aspects: Coherence, Consistency, Fluency, and Relevance.
1. Coherence: - Read the summary and determine if it is well-structured, easy to understand,
and logically connected. - Assign a score from 0 to 100 based on how well the summary is
coherent.
2. Consistency: - Check if the summary accurately represents the main points and ideas
from the original news article.
- Assign a score from 0 to 100 based on how consistent the summary is with the original
content.
3. Fluency: - Evaluate the clarity and smoothness of the summary. - Assign a score from 0
to 100 based on how well the summary is written and easy to read.
4. Relevance: - Determine if the summary effectively conveys the most important information
from the original news article. - Assign a score from 0 to 100 based on how relevant and
informative the summary is.
Once you have evaluated each aspect, add up the scores and assign a final score from 0 to
100 for the overall summary.
News article: {source_text}
Summary: {summary}
### Assistant:
Evaluation:

P13 ### User:
1. Coherence: Assess how well the summary conveys a clear and logical message.
2. Consistency: Check if the summary accurately represents the main points of the news
article.
3. Fluency: Evaluate the smoothness and readability of the summary.
4. Relevance: Determine if the summary is relevant to the news article’s topic.

For each sentence in the summary, assign a score from 1 to 5 for each aspect (coherence,
consistency, fluency, and relevance).

Example:
Sentence 1: “The company announced a new product line.”
Coherence: 4
Consistency: 3
Fluency: 3
Relevance: 4

Total Score: (Coherence + Consistency + Fluency + Relevance) / 4
Total Score: (4 + 3 + 3 + 4) / 4 = 14 / 4 = 3.5

So, the summary has an overall score of 3.5 out of 5.

215



P14 ### User:
To evaluate the coherence, consistency, fluency and relevance of a summary of a news article,
follow these steps:
1. Read the news article carefully to understand its main points.
2. Read the summary and place it next to the news article so that you can compare them.
3. First, starts by evaluating the relevance of each sentence in the summary. Ask yourself
if the sentence supports the main points of the news article and if it adds new and relevant
information. You can assign a score to each sentence that evaluates this criterion and check
whether it is coherent with the main points of the news article.
4. Next, evaluate the consistency of each sentence in the summary with respect to the main
points of the news article. Ask yourself if the sentence is consistent with the overall message
of the news article. You can assign a score to each criterion and check whether it is consistent
with the overall purpose of the news article.
5. Start evaluating the fluency of each sentence. Check if each sentence flows well and
if there are any awkward phrasing or sentence structures. You can assign a score to each
sentence based on the fluency of the writing.
6. Assign a score of between 0 and 100 to each aspect (coherence, consistency, fluency and
relevance) to evaluate how well the summary accurately and clearly conveys the article’s
content.
For example, if the summary accurately conveys the article’s content and clearly and co-
herently communicates each aspect, you can assign a score of 100 for each aspect, but if it
slightly or not at all conveys, you can assign a score of 0.
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C Explanations

In Tables 12 and 13 present explanations generated for our experiments on the dev set. The prompt
employed to generate the results in Tables 12 and 13 is shown in Table 14.

### Answer:
2 (Worst)
Relevance: 2
Explanation: The summary contains some relevant information, but it is not comprehensive enough.
It only mentions the guard slipping and falling, but it does not mention the incident being caught on
camera or the reason for the slip.
Consistency: 2
Explanation: The summary is consistent with the original article, but it does not reproduce all facts
accurately. It does not mention the metal protectors nailed to the soles of the guard’s boots, which
is an important detail.
Fluency: 2
Explanation: The summary is grammatically correct, but it is not well-written. It is difficult to
understand and lacks proper sentence structure.
Coherence: 2
Explanation: The summary is coherent, but it is not well-structured. It is difficult to follow and
does not flow naturally.

Table 12: Explanation and scores produced for a low-scoring summary. The explanations in the generated response
are shown in red. Note that an overall assessment, 2 (Worst), is also generated for this example.

### Answer:
Relevance: 4
Explanation: The summary captures the key points of the article, but it could be more detailed and
specific.
Consistency: 4
Explanation: The summary accurately reproduces the main facts from the article, but it could be
more detailed.
Fluency: 3
Explanation: The summary is grammatically correct, but it could be more concise and fluent.
Coherence: 3
Explanation: The summary is coherent, but it could be more natural and flowing.

Table 13: Explanation and scores produced for a high-scoring summary from the dev set. The explanations in the
generated response are shown in red.
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### User:
In this task you will evaluate the quality of summaries written for a news article
To correctly solve this task, follow these steps:
1. Carefully read the news article, be aware of the information it contains.
2. Read the proposed summary.
3. Rate each summary on a scale from 1 (Worst) to 5 (Best) inclusive by its relevance, consistency,
fluency, and coherence.
Relevance: "The rating measures how well the summary captures the key points of the article.
Consider whether all and only the important aspects are contained in the summary."
Consistency: "The rating measures the facts in the summary are consistent with the facts in the
original article. Consider whether the summary does reproduce all facts accurately and does not
make up untrue information."
Fluency: "This rating measures the quality of individual sentences, are they well-written and
grammatically correct. Consider the quality of individual sentences."
Coherence: "The rating measures the quality of all sentences collectively, to the fit together and
sound naturally. Consider the quality of the summary as a whole."
Format the response as follows:
Answer:
Relevance: ⟨Rating for Relevance⟩
Explanation: ⟨Evidence for Relevance rating⟩
Consistency: ⟨Rating for Consistency⟩
Explanation: ⟨Evidence for Consistency rating⟩
Fluency: ⟨Rating for Fluency⟩
Explanation: ⟨Evidence for Fluency rating⟩
Coherence: ⟨Rating for Coherence⟩
Explanation: ⟨Evidence for Coherence rating⟩
News article: {source_text}
Summary: {summary}
### Assistant:

Table 14: Instructions that prompt the LLM to generate explanations in addition to quality scores for a summary.
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Abstract

This paper describes the IUST NLP Lab sub-
mission to the Prompting Large Language Mod-
els as Explainable Metrics Shared Task at the
Eval4NLP 2023 Workshop on Evaluation &
Comparison of NLP Systems. We have pro-
posed a zero-shot prompt-based strategy for ex-
plainable evaluation of the summarization task
using Large Language Models (LLMs). The
conducted experiments demonstrate the promis-
ing potential of LLMs as evaluation metrics in
Natural Language Processing (NLP), particu-
larly in the field of summarization. Both few-
shot and zero-shot approaches are employed
in these experiments. The performance of our
best provided prompts achieved a Kendall cor-
relation of 0.477 with human evaluations in the
text summarization task on the test data. Code
and results are publicly available on GitHub 1.

1 Introduction

Summarization is crucial for quickly understanding
large textual documents. The goal of text summa-
rization is to condense lengthy documents into a
concise, coherent, and easily understandable for-
mat while retaining the essential information from
the original source. However, assessing the qual-
ity and performance of summarization systems has
proven to be a challenging task. Commonly used
evaluation methods for summarization, such as
ROUGE scores (Lin, 2004), have certain limita-
tions. They fail to capture the overall quality, co-
herence, and interpretability of summaries. Addi-
tionally, they rely on human-generated reference
summaries, which are time-consuming and subjec-
tive. Given the limitations of traditional evaluation
approaches, it is important to explore alternative
evaluation methods that leverage the capabilities of
LLMs and offer explainable metrics.

1https://github.com/ghazaleh-
mahmoodi/Prompting_LLMs_AS_Explainable_Metrics

LLMs, such as GPT-3 (Brown et al., 2020) and
LLaMA (Touvron et al., 2023), have shown re-
markable summarization capabilities. They can
generate coherent and contextually grounded sum-
maries. This makes them ideal for evaluation pur-
poses. LLMs provide both interpretability and in-
herent summarization abilities. They can generate
explanations and reasoning for their predictions,
giving evaluators a deeper understanding of system
strengths and weaknesses.

Moreover, LLMs reduce the dependency on gold-
standard reference summaries. By using LLMs
as evaluators, we can generate comparative sum-
maries and objectively assess system-generated
summaries. This eliminates potential biases from
human references.

In summary, using LLMs as explainable metrics
in summarization evaluation offers several benefits.
It overcomes the limitations of traditional methods,
provides interpretability, and reduces reliance on
human-generated references. This emerging field
of research holds promise for a more comprehen-
sive and objective assessment of summarization
systems.

The main contribution of this paper is the in-
vestigation of various prompt-based methods for
explainable evaluation of summarization tasks. We
explore both few-shot and zero-shot approaches
in our experiments. The best performance prompt
follows the zero-shot strategy and is introduced
in the paper under the name P1. In this prompt,
the criteria for assessing the quality of summaries
are described (e.g., how well the main idea of the
main document is captured in the summary). This
prompt achieves a Kendall correlation score of
0.477, outperforming other methods in comparison.
Our conducted experiments highlight the promising
potential of LLMs as evaluation metrics in the field
of NLP, with a specific focus on summarization.
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2 Related Work

Several recent studies have focused on utilizing
LLMs for the evaluation of several different tasks
in NLP (e.g., text generation, machine translation,
and summarization).

GPTScore (Fu et al., 2023) is a novel frame-
work for evaluating generated texts using large
pre-trained language models, particularly GPT-3.
The framework leverages the emergent abilities of
generative pre-trained models, such as zero-shot
instruction, to score generated texts. GPTScore op-
erates under the assumption that a large pre-trained
language model is more likely to assign higher
probabilities to high-quality generated text when
provided with adequate instruction and context. By
leveraging the power of GPT-3, GPTScore aims to
assess the quality of generated text based on the
model’s generative capabilities.

In a similar vein, Wang et al. (2023) conducted a
preliminary survey on using ChatGPT, a variant of
the GPT model, as a natural language generation
(NLG) evaluator. The study explores the potential
of ChatGPT in evaluating the quality of generated
text in various NLG tasks.

In the context of translation quality assessment,
GEMBA (Kocmi and Federmann, 2023) is intro-
duced as a GPT-based metric that can effectively
evaluate translations with or without a reference
translation. The evaluation focuses on zero-shot
prompting and involves comparing four prompt
variants in two modes, depending on the availabil-
ity of a reference. Results from the evaluation
demonstrate that GEMBA achieves state-of-the-art
accuracy when compared to MQM-based human
labels, as evidenced by the WMT22 Metrics shared
task.

Instructscore (Xu et al., 2023) is an open-source
and explainable evaluation metric for text genera-
tion. This model fine-tunes the LLaMA model to
predict a fine-grained error diagnosis of machine
translated content. This work presents a novel
framework for explainable text generation evalu-
ation, addressing the limitations associated with
black-box metrics and showcasing the potential
of LLMs to provide meaningful and interpretable
evaluations.

G-Eval (Liu et al., 2023), is a framework that
utilizes LLMs with chain-of-thoughts (CoT) and
a form-filling paradigm to assess the quality of
NLG outputs, specifically in text summarization
and dialogue generation tasks. The experiments

demonstrate that G-Eval, utilizing GPT-4 as the
backbone model, achieves a high Spearman cor-
relation of 0.514 with human evaluations in the
text summarization task, outperforming previous
methods significantly.

3 Task Description

The topic of Eval4NLP shared task (Leiter et al.,
2023) is to provide explainable metrics for sum-
marization and machine translation evaluation by
prompting LLMs. The main goal is to investigate
different prompting methods (e.g., zero-shot, few-
shot, Chain of Thought, Fine-Grained, Majority
Vote, Self-Refinement), therefore, fine-tuning the
LLMs is not allowed. Also, a number of LLMs
are allowed to be used. The shared task has two
tracks based on the model sizes (One for models
bigger than 25B parameters, and one for smaller
models).

This work has been done on the summarization
task and using small models. In the following, the
dataset and the evaluation metric are explained.

3.1 Data

The Shared Task organizers opted for SummEval
during the training and development phase for sum-
marization. (Fabbri et al., 2021) introduced Sum-
mEval as an evaluation benchmark, aiming to com-
pare various methods for assessing summarization.
This benchmark entails the assignment of human
ratings on four key dimensions of every summary,
including fluency, coherence, consistency,
and relevance. SummEval draws upon the
renowned CNN/DailyMail dataset proposed by
(Hermann et al., 2015) for its construction.

Furthermore, in the testing phase, a new
reference-free dataset with summary-level quality
scores is collected for summarization. As source
data, sentences and paragraphs were collected from
English Wikipedia pages created after 15.07.2023.
Test-phase scores are constructed from fine-grained
scores.

3.2 Evaluation Metrics

To determine how well LLMs explainable metrics
correlate with humans, We follow the evaluation
protocol of the WMT22 metrics shared task. we use
Kendall’s Tau correlation (Freitag et al., 2022). In
addition to Kendall correlation, Pearson (Mukaka,
2012) and Spearman (Zar, 2005) are also used in
the test phase.
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4 Methodology

In this research, We have used pre-trained
orca_mini_v3_7b (tuned Llama2-7b model)
(Mathur, 2023) on the HuggingFace Transformers2.
We employed two strategies, zero-shot and
few-shot, for constructing prompts.

The zero-shot strategy included the combina-
tion of evaluation criteria for the quality of summa-
rization in the form of questions or detailed expla-
nations provided to the model.

There are examples of summarization evaluation
written in the few-shot strategy. In this way, the
main document, the summarized document, and
the scores received are mentioned precisely.

To assess summarization quality via prompting
an LLM, the following parameters are needed:

• Prompt variant (from a pre-defined set)
• Main document Source Text
• Summary Summary

4.1 Prompt variants
For P1 (Table 2), we formulated the main criteria
for assessing summary quality, which were orig-
inally expressed by humans. In this prompt, the
following items are mentioned to be checked:

• Comparing the key points.
• Capturing the main ideas.
• Score on a continuous scale from 0 to 100.
• Meaning of zero score: irrelevant, factually

incorrect, and not readable summary.
• Meaning of a hundred score: relevant, factu-

ally correct, good readability summary.
• Explain the result.

To create prompt P2(Table 3), we consulted the
ChatGPT4 Bot and asked what questions would
be relevant for evaluating summarization. We then
modified and adapted the generated questions ac-
cordingly. In this prompt, in addition to the items
mentioned in P1, the following items have been
added in the form of questions.

• The overall length of the summary. Concise
representation of the original document.

• Grammatical accuracy and fluency of the sum-
mary.

• Evaluate The ranking of information in the
summary.

• Analyze the level of abstraction in the sum-
mary.

2https://huggingface.co/pankajmathur/orca_mini_v3_7b

• Contextual understanding is exhibited by the
summary.

Prompts P1 and P2 also include an Explanation for
the model’s output score, thus containing questions
that aid in better understanding the received score’s
reasoning.

Prompt P3(Table 4) and P4(Table 5) are similar
to the P1 prompts, and only the wording and the
way of expression have changed.

In P5 (Table 6), we guide the model to calculate
the desired score by calculating the similarity of
the main and summarized documents. P5 includes
examples of how one can calculate the similarity
of two documents.

Prompt P6 (Table 7) follows the few-shot strat-
egy, where two examples consisting of the main
document, and the written summary, along with
their respective score, are included in the input
prompt.

5 Results and Analysis

We experiment with six different distinct prompt
types. One of them is few-shot (P6) and the rest
are zero-shot. Table 1 shows results for all prompt
variants we have experimented with.

Kendall Pearson Spearman
P1 0.477 0.495 0.619
P2 0.470 0.468 0.607
P3 0.472 0.498 0.612
P4 0.467 0.504 0.610
P5 0.454 0.543 0.589
P6 0.283 0.513 0.376

Table 1: Test phase Segment-level Kendall (τ ) and
Pearson (ρ) and Spearman correlation.

The execution of each prompt takes approxi-
mately 1 hour. If we also include the explanation
of the results in the output, each execution of the
test data takes close to 4 hours.

Based on the Kendall measure (which serves
as the primary evaluation metric), the best result
is associated with P1. This prompt follows the
zero-shot strategy. In this prompt, some of the
SummEval criteria are also mentioned. Addition-
ally, P1 achieves the highest value in the Spearman
measure and serves as the final strategy for the test
phase.

The results of P2, P3, and P4 are very close to
each other. The reason for the difference observed
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Prompt P1:
Score the effectiveness of the summarization by comparing the key points and overall coherence of
the summarized with the main document.

Checked whether the summary captures the main ideas, maintains the intended tone and style, and
provides a concise yet comprehensive overview of the main document.

Score the summarization with respect to the summarized document on a continuous scale from 0
to 100, where a score of zero means irrelevant, factually incorrect and good readable and
score of 100 means relevant, factually correct, no readability summarized.

Also explain your process to get this score to summary.

Also please perform error Analysis of given summary.

What should we change to have a better result?",

main document: {main document},

Summary: {Summary}",

Score: gen ’score’ pattern=’(100|[1-9]?[0-9])’,

Explanation: gen ’explanation’

Table 2: The best-performing prompt based on zero-shot prompting strategy expecting a score between 0–100.

is the variation in the way the evaluation method is
expressed. In this regard, it can be said that LLMs
are sensitive to manner of expression. However,
considering the proximity of the Kendall output
value, it can be concluded that they have a low
sensitivity to the mentioned changes.

Furthermore, considering the results of P5, it
can be stated that introducing scientific methods
for examining the similarity between summaries
and the main document did not effectively guide
the model. Instead, criteria such as "captures the
main ideas" yielded better results.

Contrary to our expectations, P6 (few-shot ap-
proach) obtains the lowest score in the Kendall mea-
sure. We expected that the few-shot strategy would
outperform zero-shot since it allows the model to
observe multiple instances of scoring, thereby en-
hancing its capabilities. However, our experiments
yielded results contrary to this assumption. There
may be several reasons for this result. It is possible
that a larger number of input samples would have
been beneficial. Furthermore, the quality of the in-
put samples might not have been sufficient for the
model to comprehend the problem-solving process
fully.

In conclusion, based on the obtained results, it
can be inferred that by explicitly defining evalua-
tion metrics, language models can be utilized as an
interpretable method for evaluating the summariza-

tion task.

6 Conclusion

In this paper, we have investigated different
prompts to define explainable evaluation metrics
for summarization Using LLMs.

The experiments conducted indicate that LLMs
have great potential as evaluation metrics in NLP
tasks, especially summarization. In these experi-
ments, both the few-shot and zero-shot approaches
were used. Our best prompt achieved a Kendall
correlation of 0.477 compared to the human score.

In future work, other prompt strategies, such as
the Chain of Thought, can also be explored. Exper-
iments can also be repeated with existing prompts
and other Language Models and compare the re-
sults obtained to determine the effect of the Lan-
guage Model on changing the quality of the output.

7 Limitations

Due to hardware limitations, we were unable to
investigate other eligible models in this series of
experiments. In future research, it would be benefi-
cial to examine the impact of other models on the
introduced prompts more extensively. Furthermore,
the lack of fine-tuning the model on the defined
tasks may have an effect on its performance. In
future research, by fine-tuning the model, we can
explore its impact on improving the output quality.
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Prompt P2:
Score the effectiveness of the summarization by comparing the key points and
overall coherence of the summarized with the main document.

Checked whether the summary captures the main ideas, maintains the intended
tone and style, and provides a concise yet comprehensive overview of the main
document.

Score the summarization with respect to the summarized document on a contin-
uous scale from 0 to 100, where a score of zero means irrelevant, factually
incorrect and no readability and score of 100 means relevant, factually
correct, good readable summarized.

To calculate Score, first answer the following questions.
Then, according to the answers to the questions, scored the quality between 0 and
100.
1. Assess the overall length of the summary. Does it provide a concise representation
of the original document without omitting important information?
2. Examine the grammatical accuracy and fluency of the summary. Are the sentences
well-structured, free of errors, and coherent?
3. Evaluate the ranking of information in the summary. Are the most salient and
crucial details given appropriate emphasis and positioned prominently?
4. Analyze the level of abstraction in the summary. Does it effectively distill complex
ideas and concepts into more accessible and simplified language?
5. Consider the contextual understanding exhibited by the summary. Does it demon-
strate an understanding of the original text beyond simple keyword extraction?

Also explain your process to get this score to summary.

Also please perform error Analysis of given summary.

What should we change to have a better result?",

main document: {main document},

Summary: {Summary}",

Score: gen ’score’ pattern=’(100|[1-9]?[0-9])’,

Explanation: gen ’explanation’

Table 3: Prompt P2
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Prompt P3:
Your Task is to score the Samaritan quality. The original document is collected from
English Wikipedia pages created after 15.07.2023.

Score the effectiveness of the summarization by comparing the key points and overall
coherence of the summarized with the main document.

"Checked whether the summary captures the main ideas, maintains the intended tone
and style, and provides a concise yet comprehensive overview of the main document.

Score the summarization with respect to the summarized document on a contin-
uous scale from 0 to 100, where a score of zero means irrelevant, factually
incorrect and not readable and score of 100 means relevant, factually
correct, good readability, grammatical correctness, covers the main
topic and key points of the main document article

Source text: {main document},

Summary: {Summary}",

Score: gen ’score’ pattern=’(100|[1-9]?[0-9])’,

Table 4: Prompt P3

Prompt P4:
Score the effectiveness of the summarization by comparing the key points and overall
coherence of the summarized with the main document.

Checked whether the summary captures the main ideas, maintains the intended tone
and style, and provides a concise yet comprehensive overview of the main document.

Score the summarization with respect to the summarized document, on a continuous
scale from 0 to 100.

Source text: {main document},

Summary: {Summary}",

Score: gen ’score’ pattern=’(100|[1-9]?[0-9])’,

Table 5: Prompt P4
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Prompt P5:
Score the summarization with respect to the summarized document on a continu-
ous scale from 0 to 100, where a score of zero means irrelevant, factually
incorrect and not readable and score of 100 means relevant, factually
correct, good readability.
let’s think step by step.
In other words, this Score should show the similarity between the main document
and the summarized document.
For similarity measurement, It’s possible to compare the main and summarized
document with a similarity measure such as Cosine Similarity.
word2vec, Bert embedding or n-gram are some of the approaches to calculate
similarity.
Source text: {main document},

Summary: {Summary}",

Score: gen ’score’ pattern=’(100|[1-9]?[0-9])’,

Table 6: Prompt P5
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Prompt P6:
Consider these example that summarization is graded in scale 0 - 100.

1. Source text: Usain Bolt will compete at the IAAF/BTC World Relays in the Bahamas next month,
the Jamaica Athletics Administrative Association has announced. The six-time Olympic gold medallist
will compete at the relay championship on May 2 and 3 as part of the Jamaican team. ’I’m happy to
be part of the Jamaican team for the IAAF / BTC World Relays in the Bahamas. I am fit, healthy and
ready to run,’ said Bolt. Usain Bolt has confirmed he will be part of Jamaica’s team at the World Relays
in the Bahamas Bolt reacts as he wins 4x100m gold at the London Olympic Games in 2012 ’I hear the
meet was a lot of fun last year and there was a great atmosphere. Jamaica has a long and successful
tradition in relays and when we put on the national colours we always do our best to make the country
proud,’ he added. JAAA General Secretary Garth Gayle commented, ’We were extremely pleased that
Usain was available for selection and that the world’s fastest man will be running for Jamaica. We can
expect some sprint magic on the track in the Bahamas on 2nd and 3rd May.’ The full Jamaican team
list for the competition will be announced shortly. Bolt insists he always does ’his best to make his
country proud’ while wearing Jamaica colours.

1. Summary: Jamaican sprinter Usain Bolt has confirmed he will be part of the Jamaican team at the
IAAF/BTC World Relays in the Bahamas.
1. Score : 95,

2. Source text: Referee Mark Clattenburg has been named to take charge of the Manchester derby on
Sunday, despite having sent off three players from United and City this season. City captain Vincent
Kompany was dismissed for two bookable offences during Belgium’s narrow 1-0 defeat of Israel in
their Euro 2016 qualifier on March 31, meaning he is now suspended for the match against Wales in
June. And, although Clattenburg has been accused of favouring Louis van Gaal’s side in the past, it’s
worth noting that the 40-year-old has only sent off two players season in the Premier League this season
and both have been from United; Tyler Blackcett in the 5-3 defeat by Leicester and Luke Shaw in the
1-1 draw with West Ham. Mark Clattenburg will officiate the Manchester derby between United and
City at Old Trafford The English referee sent off City and Belgium captain Vincent Kompany during
the international break Leicester 5-3 Manchester United West Ham 1-1 Manchester United Manchester
United 3-0 Tottenham Manchester City 3-1 West Ham Liverpool 2-1 Manchester City Chelsea 1-1
Manchester City Clattenburg has courted controversy during his career but is generally regarded as one
of the Premier League’s leading referees alongside Michael Oliver. The champion’s shock 2-1 loss
to Crystal Palace on Monday saw United move a point above their local rivals to add extra incentive
for both sides ahead of the derby at Old Trafford, which could ultimately decide who finishes second
behind expected winners Chelsea. While Manuel Pellegrini’s side have struggled since the turn of the
year, turning from title challengers to fourth place chases, United are coasting on confidence having
won their last five consecutive league games. Clattenburg will be joined on Sunday by assistants Simon
Beck and Jake Collin, while Jonathan Moss will serve as the fourth official. Clattenburg has shown
only two red cards this season, both to United players including Luke Shaw (centre).

2. Summary: United’s win over Liverpool was their first league win since the 3-0 win over Leicester
on March 31 City’s win over West Ham was their first league win since the 3-0 win over Chelsea on
March 31 Manchester City’s win over West Ham was their first league win since the 3-0 win over
Chelsea on March 31 Manuel Pellegrini’s side are top of the Premier League table, four points clear of
Chelsea, who have a game.
2. Score : 26.666666666

following these examples, please score the following input.

Source text: {main document},

Summary: {Summary}",

Score: gen ’score’ pattern=’(100|[1-9]?[0-9])’,

Table 7: Prompt P6
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Abstract

In this paper, we introduce a novel approach for
evaluating natural language generation (NLG)
using retrieval-augmented in-context learning.
Our method empowers practitioners to lever-
age large language models (LLMs) for diverse
NLG evaluation tasks without the need for fine-
tuning. We put our approach to the test in the
context of the Eval4NLP 2023 Shared Task,
specifically in translation evaluation and sum-
marization evaluation subtasks. The results in-
dicate that retrieval-augmented in-context learn-
ing holds great promise for the development
of LLM-based NLG evaluation metrics. Fu-
ture research directions involve investigating
the performance of various publicly available
LLM models and identifying the specific LLM
attributes that contribute to enhancing metric
quality.

1 Introduction

Like any machine learning task, the NLG problem
requires a quality metric to compare model outputs
to a gold standard. The most popular method for
human evaluation is MQM (Lommel et al., 2014),
which allows building an interpretation of the gen-
eration model through error detection. However,
this technique requires expensive manual work of
an expert. As a consequence, automatic evaluation
systems that would have a high correlation with
state-of-the-art evaluation techniques, in particular
MQM, would be highly desirable as a replacement
for human MQM annotations. One such approach,
became entrenched after the appearance of LLMs,
is zero-shot or few-shot generation by text query,
prompt. The score is obtained from the model by
(i) the numerical estimate itself (Kocmi and Feder-
mann, 2023), (ii) aggregation over the probabilistic
distribution of the model (Liu et al., 2023) or (iii) a
real function over the resulting text, repeating the
existing methodology of expert evaluation (Fernan-
des et al., 2023).

LLM

Input Source & Hypothesis

In-Context Example #1

In-Context Example #2

In-Context Example #N

...
Prompt

Template

LLM Input

Sentence
Encoder

LaBSE / e5-base

Input Source &
Hypothesis

HNSW
Index

Score

Figure 1: Architecture of the proposed approach

The shared task of Eval4NLP 2023 (Leiter et al.,
2023b) challenges to solve the problem of evalu-
ating machine translation and summarization re-
sults using a fixed set of LLMs without any fine-
tuning techniques and in a reference-free manner.
Reference-free means that the metric rates the pro-
vided machine translation solely based on the pro-
vided source sentence/paragraph, without any addi-
tional, human written references.

The shared task has the following goals:

1. What is the best strategy for constructing
LLM-based evaluation metrics using prompt-
ing?

2. How could we explain obtained scores?

The main judgement metric during the compe-
tition is segment-level Kendall-τ correlation be-
tween model scores and MQM expert annotations.
For the second goal listed above, the organizers
will evaluate explanations manually.

The following list of models from Huggingface
(Wolf et al., 2019) was available during the compe-
tition:

• Guanaco-65B-GPTQ: a four-bit quantized ver-
sion of Guanaco-65B (Dettmers et al., 2023)
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• Platypus2-70B-Instruct-GPTQ: based on
LLaMA2, a quantized version (Lee et al.,
2023)

• WizardLM-13B-V1.1-GPTQ: a four-bit quan-
tized version of WizardLM-13B-V1.1 (Xu
et al., 2023)

• Nous-Hermes-13b: a model by Nous Re-
search

• OpenOrca-Platypus2-13B: based on LLaMA2
(Mukherjee et al., 2023)

• orca_mini_v3_7b: smaller than the others on
this list and also performs well on LLM leader-
boards

We consider only large model tracks in our work
due to the empirical discovery that it is easier to
produce adequate texts from large models. The
project code is open-sourced and available by the
link1.

2 Related Work

In general, designing high-quality evaluation met-
rics for NLG tasks such as summarization and
machine translation is an highly active field of re-
search. It is especially active since the recognition
that decades old metrics such as BLEU (Papineni
et al., 2002) and ROUGE (Lin, 2004) are inade-
quate for evaluation (Mathur et al., 2020; Peyrard,
2019; Freitag et al., 2022). The focus in recent
years is on developing high-quality LLM based
metrics (Zhang et al., 2020; Zhao et al., 2019)
that are (among others) explainable (Kaster et al.,
2021; Leiter et al., 2022a, 2023a, 2022b; Sai et al.,
2021), efficient (Kamal Eddine et al., 2022; Grün-
wald et al., 2022; Zouhar et al., 2023; Belouadi and
Eger, 2023), robust (Chen and Eger, 2023; Rony
et al., 2022), and reproducible (Chen et al., 2022;
Grusky, 2023). The focus of Eval4NLP’s Shared
Task is on explainable high-quality metrics induced
from prompting the most recent classes of LLMs in-
cluding variants of LLaMA (Touvron et al., 2023).

The ability of GPT-4 (OpenAI, 2023) to solve
different NLG problems in a zero-shot manner led
to appearance of new NLG evaluation approaches
utilized this model. GEMBA (Kocmi and Feder-
mann, 2023) used a set of instruction prompts for
machine translation evaluation which differ from

1https://github.com/Rexhaif/retrieval-augmented-score

Figure 2: Workflow of the proposed method for English-
German machine translation evaluation

each other with score ranges and its descriptions,
model is expected to generate repeatedly the text
until it is a score as sequence of digits. Another
usage of GPT-4 in NLG evaluation is G-Eval (Liu
et al., 2023), which used a similar approach for
summarization evaluation with zero-shot instruc-
tion based generation but with another score ob-
taining. The final score is an aggregation of digits
with their token generation probabilities.

AutoMQM (Fernandes et al., 2023) is a fine-
grained approach which allows to construct inter-
preted evaluation via modeling MQM metric. The
model is expected to generate error major and mi-
nor spans, after that the deterministic score based
on MQM error weights is alculated. The vanilla
approach used full transformer architecture, we try
to repeat this approach with decoder-only model.

Similarly to our proposed approach, retrieval-
augmented in-context learning was used for multi-
class text classification in (Milios et al., 2023). In
this paper, the pretrained retrieval model from Sen-
tenceTransformers (Reimers and Gurevych, 2019)
is used to collect the in-context examples, closest
to the input text. In their case, the length of the
examples is consistently small, so they are able to
fit as many as 110 in-context examples by greedily
selecting examples until they completely fill the
model’s context window.

3 Approach

The basis of our approach is the selection of several
few-shot examples for each specific instance. To do
this, we use an index, a large array of source texts
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from the training dataset for different language
pairs. In the index, all texts are stored as embed-
dings, which are then compared to the source text
by the cosine distance. We specifically compare
samples by their source texts, as we hypothesize
that for similar source examples, the way to evalu-
ate translation/summarization is usually similar.

The whole workflow with the examples is illus-
trated on Figure 2. The few-shot examples them-
selves use the same prompt format as the request
— only with an already inserted score. All the ex-
amples go in a row, forming a single prompt from
several few-shot parts and a prompt with the re-
quested rating. For a more accurate assessment, we
obtain various examples from the index, both with
high and low scores.

3.1 Machine Translation

### Instruction:
Score the following translation from
{src_lang} to {tgt_lang} on a continuous
scale from 0 to 100 that starts with
"No meaning preserved", goes through
"Some meaning preserved", then "Most
meaning preserved and few grammar
mistakes", up to "Perfect meaning
and grammar".
{src_lang} source: "{src}"
{tgt_lang} translation: "{hyp}"
### Response:
Score (0-100):{score}

Figure 3: The prompt we used for the machine transla-
tion task

The final method for the machine translation
evaluation task was to generate the score itself. The
main difference with summarization task was in the
selected text embedding model: for the summariza-
tion task we had to use a model which was trained
to handle the retrieval of long texts.

3.2 Fine-grained error identification

We also tried the AutoMQM (Fernandes et al.,
2023) approach for machine translation evaluation.
Instead of evaluating the sample score itself, the
model was instructed to generate a list of all transla-
tion errors in the example, indicating their critical-
ity — based on this, the score is calculated follow-
ing the MQM (Freitag et al., 2021) scoring method.
To do this, we modified few-shot prompts to in-

clude fine-grained translation errors. However, this
approach was unsuccessful: often the error spans
were not recognized correctly. We believe this is
because the model we tried was a decoder-only one,
unlike the model in the original paper; (Fernandes
et al., 2023) used an encoder-decoder architecture,
which may be better for in-context learning (we
leave a thorough investigation to future work).

3.3 Summarization

### Instruction:
Score the summarization with respect to
the summarized document on a continuous
scale from 0 to 100, where a score of zero
means "irrelevant, factually incorrect and
not readable" and score of one hundred
means "relevant, factually correct, good
readability".
Source text: "{src}"
Summary: "{hyp}"
### Response:
Score (0-100):{score}

Figure 4: The prompt we used for the summarization
task

For the summarization evaluation task, we used
a model for large texts because the source texts
have a long length.

4 Experimental Setup

Following the competition rules, our choice of
base LLMs was limited. Eventually, we have
conducted experiments using 3 different mod-
els: «TheBloke/Platypus2-70B-Instruct-GPTQ»,
«Open-Orca/OpenOrca-Platypus2-13B», «NousRe-
search/Nous-Hermes-13b».

All experiments were conducted on a single
Nvidia A40 GPU with 48GB of VRAM. We used
model implementation in PyTorch 2.0 (Paszke
et al.) together with transformers (Wolf et al., 2019)
framework. We used greedy decoding limited to
generation of 3 new tokens to generate scores for
the analyzed text. At this time, we have not imple-
mented any controlled generation to enforce gen-
eration of digit tokens, if model have generated
something that could not be parsed into an integer,
we did a fallback to default score of 0.

230



4.1 MT Evaluation

To construct the pool of examples for retrieval-
augmentation, we use a set of datasets from pre-
vious years of WMT Metrics Shared Task. We
took datasets from 2017 to 2022, with DA (Di-
rect Assesment) scores. In total, the pool of exam-
ples containes around 1.5m examples. The nearest-
neighbors index was constructed on sentence em-
beddings vectors of source texts of these examples.
We employ LaBSE (Feng et al., 2020) to construct
embeddings due to its superior performance on mul-
tilingual tasks2. The overall pipeline is illustrated
on Figure 1.

For each analyzed example, we collect 10 in-
context examples, which have semantically-closest
source text. In order to avoid accidental data leak-
age, we have queried 10+1 examples from the index
and excluded the first one with the highest simi-
larity score. Both input example and in-context
examples were formatted according to GEMBA’s-
SQM[noref] (Kocmi and Federmann, 2023) prompt
template and concatenated to form a single prompt.

4.2 Summarization Evaluation

For the construction of the example pool for sum-
marization, we use SummEval (Fabbri et al., 2021)
dataset. This dataset contains 100 distinct source
texts and 16 different summaries per text. In or-
der to increase diversity of in-context examples,
we take a single summary out of 16 for each of
the source texts at random. The nearest-neighbor
index is constructed on embeddings of the source
texts. The embeddings are computed using e5-
base-v2 model (Wang et al., 2022). We choose this
model because it was specifically trained to han-
dle retrieval of long texts. According to the model
specifications, we add the prefix "passage: ".

Due to large size of in-context examples for this
task, we reduce the number of in-context examples
to 3 in order to fit into the base LLMs context
window.

5 Results & Discussion

The results of evaluation of the proposed ap-
proaches are presented in Table 1. As illustrated
in the table, the «Platypus2-Instruct-70B» model,
which has the largest number of parameters, out-
performs all other approaches. It suggests that

2See ‘Bitext mining’ section at the leaderboard: https:
//huggingface.co/spaces/mteb/leaderboard

Model en-
de

en-
zh

en-
es

summ

platypus-70b 0.24 0.13 0.18 0.35
platypus-13b 0.07 0.04 0.10 0.35
nous-hermes 0.09 0.06 0.10 n/a
fine-grained 70b 0.11 n/a n/a n/a

Table 1: Kendall-τ correlations of the tested models/ap-
proaches on the shared task test set. The first three lines
refer to models tested with score generation, while the
last lines refer to a fine-grained error identification ap-
proach. ‘n/a’ refers to subtasks that we have not been
able to evaluate on with particular models due to time
restrictions as well as technical difficulties. indicates
the variant that was submitted to the shared task.

retrieval-augmented in-context learning, expect-
edly, does benefit from LLMs with more param-
eters. However, for the summarization task we
see no difference in obtained scores. These find-
ings suggest that our approach has substantial lim-
itations when applied to summarization. Indeed,
while the pool of in-context examples for MT evalu-
ation consists of 1.5m examples, in the case of sum-
marization, we only have 100 examples to choose
from. This does limit the variability of the scores
and texts that are included in in-context examples.
An additional limitation factor is the context win-
dow size of the LLM, which reduces the amount of
in-context examples that we could include.

From the multilingual perspective, all our mod-
els rely on substantially limited/non-existent mul-
tilingual pretraining of the base model as well as
the fine-tuned versions. In fact, all those models
use the small vocabulary of 32k tokens. This does
seem to be enough to capture word pieces for En-
glish and similar Latin scripted languages: Spanish
and German. However, in the case of the English-
Chinese language pair, we see a consistent drop in
metric correlation among all tested LLMs.

Lastly, the fine-grained approach described
above yielded only 0.11 on Kendall-τ correla-
tion with human judgment for the English-German
translation subtask. While we were not able to fin-
ish its inference on other MT subtasks in time, we
did find several problems with this approach. In
most cases, the model failed to accurately produce
spans for identified errors as they contained some
words from the translated text but in a disarranged
order, along with unrelated words. Also, we found
that in some cases, the model generated a list of du-
plicate or near duplicate errors, which resulted in an
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overly pessimistic approximation of the translation
quality. We hypothesize that it was likely due to the
model we have used. In the original paper (Fernan-
des et al., 2023), the authors use Google’s private
PaLM-2 (Anil et al., 2023) model which is a) has
more (540B) parameters, b) was pre-trained on
‘parallel data covering hundreds of languages’ and
c) is based on encoder-decoder architecture. In con-
trast, in our case, the largest model had only 70B
parameters and was mostly pretrained on mono-
lingual English data. Also, according to (Ding
et al., 2023), the decoder-only CausalLMs are sub-
optimal for the case of in-context learning, while
PrefixLMs (encoder-decoder) are better suited to
utilize in-context examples for generating predic-
tion.

6 Conclusion

During experiments for Eval4NLP 2023 Shared
Task, we considered approaches with in-context
learning and fine-grained evaluation and observed
that adding reference examples could boost the
generation result, even though it is the only score.
However, this method is sensitive to the encoder
model with index setup, examples’ set size and
requires a lot of diverse references. We did not
manage to observe good results for fine-grained ap-
proach with AutoMQM, we think that the problem
is with the model size and architecture.

Some ideas for further research include: a) ex-
ploring the capabilities of LLMs with more param-
eters when applied with our prompting strategy, b)
utilizing models with larger (or unlimited) context
window to increase the number of in-context exam-
ples, c) experimenting with LLMs pre-trained on
multilingual data for translation evaluation and d)
applying encoder-decoder LLMs to achieve better
incorporation of in-context examples.
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