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Abstract

This paper compares the two most widely used
techniques for evaluating generative tasks with
large language models (LLMs): prompt-based
evaluation and log-likelihood evaluation as part
of the Eval4NLP shared task. We focus on the
summarization task and evaluate both small and
large LLM models. We also study the impact
of LLAMA and LLAMA 2 on summarization,
using the same set of prompts and techniques.
We used the Eval4NLP dataset for our com-
parison. This study provides evidence of the
advantages of prompt-based evaluation tech-
niques over log-likelihood based techniques,
especially for large models and models with
better reasoning power.

1 Introduction

Transformer-based language models have revolu-
tionized the field of natural language processing
(NLP), particularly in the area of language genera-
tion. However, the improved language generation
capabilities of these models have also exposed the
limitations of traditional lexical evaluation metrics,
such as perplexity, BLEU (Papineni et al., 2002),
and ROUGE (Lin, 2004). These metrics are often
unable to accurately assess the quality of generated
text, especially when it is creative or informative.

In response, researchers have developed a wide
range of new automatic evaluation models, such as
BLEURT (Sellam et al., 2020), BERTScore (Zhang
et al., 2020), and BARTScore (Yuan et al., 2021).
These models typically rely on a combination of
lexical and semantic features to assess the quality
of generated text, and some of them also take into
account the golden reference annotation.

Recent large language models (LLMs) like
PaLM (pal, 2022), GPT-3.5, and GPT-4 (OpenAI,
2023) have taken language generation capabilities
to a new level, making it difficult to distinguish be-
tween machine-generated and human-written text.
This has led to the use of LLMs for a variety of

more complex tasks, such as summarizing entire
research papers, even when the ground truth is not
known. The increased complexity of these tasks
has spurred interest in using LLMs themselves for
model evaluation.

Prompt-based and log-likelihood-based evalua-
tion are two widely used approaches for automatic
evaluation of large language models (LLMs). How-
ever, it is unclear which approach works better
with different model sizes, as previous studies have
used these approaches on mutually exclusive sets
of models.

In this paper, we evaluate multiple LLM mod-
els of different sizes using both prompt-based and
log-likelihood-based evaluation on the Eval4NLP
dataset (Leiter et al., 2023) as part of the Eval4NLP
shared task (Leiter et al., 2023). We experiment
with three models from the LLaMA (Touvron
et al., 2023a) and LLaMA2 (Touvron et al., 2023b)
family, which are allowed in the Eval4NLP 2023
shared task.

Our results show that prompt-based evaluation
generally outperforms log-likelihood-based eval-
uation for all model sizes. This is likely because
prompt-based evaluation is more directly aligned
with the tasks that LLMs are typically used for,
such as generating text, translating languages, and
answering questions.

Our findings suggest that prompt-based evalua-
tion is a more reliable and informative approach
for evaluating LLMs of all sizes.

2 Dataset and Task Description

The summarization track of the Eval4NLP task
involved predicting an overall score for a model-
generated summary of a source text. The compe-
tition required participants to use only a limited
set of models without fine-tuning, meaning that the
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Figure 1: Prompt Design for Prompt Based Evaluation

#of examples
Train 320
Dev 1280
Test 825

Table 1: Dataset Statistics

proposed approaches needed to determine differ-
ent prompting strategies to improve model perfor-
mance.

The dataset statistics are shown in Table 1

3 Related Work

Early work on NLG evaluation includes BLEURT,
BERTScore and BARTScore to name a few.
BLEURT and BERTScore both rely upon golden
reference text to score the model generated text.
Both these models propose finetuning the BERT
model to predict a similarity score between the
reference output and the model generated output.
BARTScore leverages the natural language gen-
eration capability of BART model and proposes
various different approaches of automated scoring
some of which can be used even without knowing
the reference output.

Similar to BARTScore, GPTScore (Fu et al.,
2023) use the log-likelihood of the model generated
output given the source text as a way of scoring the
quality of the generated text. It carried out exten-
sive experiments using different model sizes and
different model types on a variety of different NLG
evaluation tasks.

G-Eval (Liu et al., 2023) takes it a step further.
It proposes to leverage the language generation ca-
pabilities of LLM to directly predict an evaluation

score. As part of the prompt G-Eval provides the
model with the metric definition and the model
defined evaluation steps for each metric.

4 Experiments

The competition allowed only variants of the 13B
LLaMA and LLaMA2 models, as well as quan-
tized versions of LLaMA or LLaMA2 models with
60B+ parameters. Our main aim was to com-
pare prompt-based evaluation and log-likelihood-
based evaluation techniques across different model
sizes. Therefore, we decided to work with the
NousHermes-13B (Teknium, 2023) and Platypus-
70B (Lee et al., 2023a) models. However, since
these two models belong to different LLaMA fam-
ilies, we also included the results obtained using
the Ocra-13B model (Lee et al., 2023b), which is
based on LLaMA2, for a fair comparison.

We experimented with two different approaches
as follows:

4.1 Prompt-based evaluation

Prompt-based evaluation involved providing the
model with a prompt that contains an instruction
to evaluate the summary and provide a score along
with the original text, and the summary of the text
(Liu et al., 2023).

Two types of prompt-based evaluation tech-
niques were used to assess the quality of the sum-
mary of the provided text: 1) a single prompt for a
final score and 2) four different prompts to evalu-
ate coherence, consistency, fluency, and relevance.
The scores from the four prompts were averaged
to produce the final score for the technique. The
intuition behind this approach was to reduce the
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Figure 2: Prompt Design for Log-Likelihood Based Evaluation

complexity of the task and make the model focus
on individual aspects, before we average it out.

The prompts used for the two settings are shown
in Appendix B and Appendix C respectively. For
the second setting of calculating four scores on four
different aspects we modified the task description
and evaluations steps in the same way as G-Eval
(Liu et al., 2023). The prompt design for Prompt
Based Evaluation is shown in Figure 1.

For both the prompt settings mentioned in the
above paragraph we used sampling to sample 10
output scores for each input example, and then
averaged it out to generate a single prediction score.

4.2 Log-Likelihood-based evaluation

Log-Likelihood-based evaluation involved provid-
ing the model with a prompt that contains an in-
struction to generate the summary along with the
original text, and the summary of the text. The final
score is calculated by multiplying log-likelihood
of the tokens of the summary. This method helps
to evaluate the likelihood of LLM generating the
given summary. If summary is good according
to the evaluating LLM, the summary gets a high
log-likelihood. This method was used in both
GPTScore (Fu et al., 2023) and BARTScore (Yuan
et al., 2021).

We adopted a similar strategy as above for like-
lihood based approaches as well, i.e. a prompt
to generate a single likelihood score and four dif-
ferent prompts to obtain four different likelihood
values, which are then averaged out. The prompt
design for log-likelihood based evaluation is shown
in Figure 2. In addition we experimented with two
different sets of prompt

• the first set of the prompts is similar to the one
we used for prompt-based evaluation. The
associated prompt has been shown in Ap-
pendix D.

Nous-
Hermes

Ocra Platypus

Single
Likelihood 0.314 0.292 0.292
Prompt-based 0.192 0.310 0.398

Average
Likelihood (Our
Prompts)

0.317 0.297 0.298

Likelihood (Origi-
nal Prompts)

0.320 0.295 0.296

Prompt-based 0.296 0.376 0.463

Table 2: Performance on Dev Set

• the second set of the prompts are the ones
proposed in GPTScore.

5 Results

Comparing the likelihood based scores for the
Platypus-13B model across the single scoring and
the 2 different prompts sets for average scoring
from Table 2 we can see that the co-relation val-
ues remains the same. Same is the case for the
other two models as well. This shows that the
prompts are not too relevant for likelihood based
approaches.

The likelihood performance of LLaMA2 based
models is consistently worse than those of LLaMA
based models across all settings. The performance
of Ocra-13B model is similar to the NousHermes-
13B model in case of likelihood based approach.
But considering that prompt based scores are re-
versed for the two, it seems LLaMA2 based mod-
els are generally worse than LLaMA based models
in the case of likelihood. We believe that one of
the reasons for this could be that LLaMA2 based
model’s generation distribution might be different.
i.e. it might consider most of the summaries to be
average in nature resulting in low likelihood. Fur-
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ther analysis and experiments with other instruc-
tion tuned model might be required to understand
if other LLaMA2 based models also have similar
results.

For the prompt based evaluations we can see
that using a single prompt to get a score led to per-
formance degradation across all the three models.
This shows that the use of a complex prompt makes
the reasoning process difficult for the model.

The performance of LLaMA2 based Ocra-13B
model is much better than the LLaMA based
NousHermes model. The performance different
between the two models is vastly different. The
two reasons for this could be (a) Ocra is a LLaMA2
based model or (b) different instrucion tuning data
used for the two models. We believe the first to
be true as it is eviden from the huggingface leader-
boards, where LLaMA2 based models are consis-
tentl ranked higher than LLaMA based models.

Lastly the quantized Platypus-70B model sur-
passes the performance of Ocra-13b model in the
scoring based approach showing that bigger mod-
els tend to improve performance, even if it has been
quantized down to 4-bits.

We tested the best models across both the set-
tings i.e. the likelihood and the prompt based
approach on test dataset. All the submission
were made under the team name of Beginners.
NousHermes-13b model achieved the best results
using the likelihood based approach with a score
0.38 on test data. A single prompt was used as
shown in Appendix D with the submission ID
20138. The Platypus-70B model achieved the best
score score in the prompt based approach. It got a
score of 0.44 on test data by averaging the scores
obtained using four different prompts for four dif-
ferent aspects (consistency, fluency, relevance, co-
herence) with submission ID 20254.

6 Conclusion

Prompt-based evaluation technique outperforms
log-likelihood-based evaluation technique in text
summarization evaluation. However, evaluating
single summaries is challenging, as there are many
different aspects to consider, and some aspects may
be more important than others. Averaging scores
from different aspects improves performance, sug-
gesting that there are other evaluation aspects that
we did not consider. LLaMA2 based models seem
better at reasoning and making decisions, even
with low likelihood scores. Therefore, combin-

ing Prompt-based evaluation with LLaMA2 based
models may further improve text summarization
evaluation results.

Limitations

This experiment used smaller open-source models
(13B or quantized 70B), but the inference hardware
requirements for most of the models used in this
paper are still high. For example, both the 13B
and quantized 70B models took 24 hours to run on
two 48GB A6000 GPU machines for the prompt
scoring based approach, making it expensive and
time-consuming to iterate through different ideas.
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B Single Scoring Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:

You will be given a news article.
Your task is to rate the generated summary with a score of 1-5.
To rate the summary evaluate it on 4 different aspects Coherent, Consistent, Fluent and relevant.
Please make sure you read and understand the definitions carefully. Please keep this document open while
reviewing, and refer to it as needed.

Coherence - the collective quality of all sentences. The summary should be well-structured and
well-organized. The summary should not just be a heap of related information, but should build from
sentence to a coherent body of information about a topic.
Consistency - the factual alignment between the summary and the news article. A factually consistent
summary contains only statements that are entailed by the news article. Annotators were also asked to
penalize summaries that contained hallucinated facts.
Fluency - the quality of the summary in terms of grammar, spelling, punctuation, word choice, and
sentence structure.
Relevance - selection of important content from the news article. The summary should include only
important information from the news article. Annotators were instructed to penalize summaries which
contained redundancies and excess information.

### Input:

News Article: source_text

Summary: summary

Evaluation Form (scores ONLY):

### Response: Score

C Scoring Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:

You will be given one summary written for a news article.
Your task is to rate the summary on one metric.
Please make sure you read and understand these instructions carefully. Please keep this document open
while reviewing, and refer to it as needed.

Evaluation Criteria:
Coherence (1-5) - the collective quality of all sentences. We align this dimension with the DUC quality
question of structure and coherence whereby "the summary should be well-structured and well-organized.
The summary should not just be a heap of related information, but should build from sentence to a
coherent body of information about a topic."
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Evaluation Steps:
1. Read the news article Text carefully and identify the main topic and key points.
2. Read the Summary and compare it to the news article Text. Check if the Summary covers the main topic
and key points of the news article Text, and if it presents them in a clear and logical order.
3. Assign a score for coherence on a scale of 1 to 5 (score can be decimal or integer), where 1 is the
lowest and 5 is the highest based on the Evaluation Criteria.

### Input:

news article Text: source_text

Summary: summary

Evaluation Form (scores ONLY):

### Response: Coherence:

D Likelihood Prompt

Below is an instruction that describes a task, paired with an input that provides further context. Write a
response that appropriately completes the request.

### Instruction:
You will be given a news article.
Your task is to write a summary for the article which is Coherent, Consistent, Fluent and relevant.
Please make sure you read and understand the definitions carefully. Please keep this document open while
reviewing, and refer to it as needed.

Coherence - the collective quality of all sentences. The summary should be well-structured and
well-organized. The summary should not just be a heap of related information, but should build from
sentence to a coherent body of information about a topic.
Consistency - the factual alignment between the summary and the news article. A factually consistent
summary contains only statements that are entailed by the news article. Annotators were also asked to
penalize summaries that contained hallucinated facts.
Fluency - the quality of the summary in terms of grammar, spelling, punctuation, word choice, and
sentence structure.
Relevance - selection of important content from the news article. The summary should include only
important information from the news article. Annotators were instructed to penalize summaries which
contained redundancies and excess information.

### Input:

News Article: source_text

### Response: summary
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