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Introduction

CoNLL is a conference organized yearly by SIGNLL (ACL’s Special Interest Group on Natural
Language Learning), focusing on theoretically, cognitively and scientifically motivated approaches to
computational linguistics. This year, CoNLL was held alongside EMNLP 2023.

The program of CoNLL 2023 comprises 40 papers. This was the result of a careful selection process.
Reviewing 143 received submissions resulted in a 28% acceptance rate.

Reviewing was organized into 10 tracks, each of them headed by one or two area chairs:

* Computational Psycholinguistics, Cognition and Linguistics (Mary Kelly)

* Computational Social Science (Jana Diesner, Wei Gao)

* Interaction and Grounded Language Learning (Hao Tan)

* Lexical, Compositional and Discourse Semantics (Shane Steinert-Threlkeld)

* Multilingual Work and Translation (Maja Popovic)

* Natural Language Generation (Fei Liu)

* Resources and Tools for Scientifically Motivated Research (Sebastian Gehrmann)
* Speech and Phonology (Kyle Gorman)

» Syntax and Morphology (Ryan Cotterell)

* Theoretical Analysis and Interpretation of ML Models for NLP (Dieuwke Hupkes, Kevin Small)

We thank our reviewers and area chairs for curating the program. The conference also invited
Mohit Bansal and Preslav Nakov to present keynotes, and included a session of 18 additional papers
on the BabyLLM Challenge, a shared task that challenges community members to train a language model
from scratch on the same amount of linguistic data available to a child.

We would like to acknowledge support from our sponsor, Google.

Jing Jiang (Singapore Management University)
David Reitter (Google DeepMind)
CoNLL 2023 conference co-chairs
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