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Abstract

Warning: this paper contains content that may
be offensive or upsetting.

Increasingly, language models and machine
translation are becoming valuable tools to help
people communicate with others from diverse
cultural backgrounds. However, current lan-
guage models lack cultural awareness because
they are trained on data representing only the
culture within the dataset. This presents a prob-
lem in the context of hate speech classification,
where cultural awareness is especially critical.
This study aims to quantify the cultural insen-
sitivity of three monolingual (Korean, English,
Arabic) hate speech classifiers by evaluating
their performance on translated datasets from
the other two languages. Our research has re-
vealed that hate speech classifiers evaluated on
datasets from other cultures yield significantly
lower F1 scores, up to almost 50%. In addition,
they produce considerably higher false negative
rates, with a magnitude up to five times greater,
demonstrating the extent of the cultural gap.
The study highlights the severity of cultural in-
sensitivity of language models in hate speech
classification.

1 Introduction

The current NLP models are trained on culturally
biased datasets, so they lack sociocultural diversity
(Dodge et al., 2021; Callahan and Herring, 2011).
There is recent research emphasizing the impor-
tance of developing models that are more general-
ized to other languages and cultures (Hershcovich
et al., 2022; Yin and Zubiaga, 2021; Jo and Gebru,
2020).

Hate speech detection poses an extra challenge
because it is crucial to consider the impact of in-
herent social and cultural differences for this task
(Ousidhoum, 2021). However, current approaches
tend to overlook cultural differences, underscoring
the need for more nuanced and culturally sensitive
approaches to develop models that can address the
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Figure 1: Overview of our cross-cultural evaluation for
hate speech classifiers. We translate each of the mono-
lingual datasets (Korean(KO): KOLD, English(EN):
SBIC, Arabic(AR): AHS) and evaluate by comparing
the ground truth label and the predicted labels of the
translated texts and analyzing samples.

challenges posed by diverse languages and cultures.
With communication across cultural and linguis-
tic barriers becoming increasingly common in the
online landscape, an effective cross-cultural hate
speech classifier is necessary. This classifier should
identify hate speech that incorporates diverse cul-
tural nuances and variations, regardless of the lan-
guage. However, to the best of our knowledge, no
research has yet addressed this critical necessity.

This study aims to evaluate cross-cultural hate
speech classifiers. We investigate cultural dispar-
ities in hate speech detection, explicitly focusing
on the cultures of Korean, Arabic, and English-
speaking countries. To achieve this goal, we de-
velop hate speech classifiers for each language and
evaluate their performance on translated datasets
from other cultures. The experiment overview can
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be seen in Figure 1. We also perform sample-level
analysis within the misclassified texts, providing
insights into the reasons for poor classification per-
formance on the datasets from different cultures.
Through our analysis, we identify the limitations of
current methodologies that fail to address the com-
plexity of cross-cultural communication and per-
petuate cultural divides. Our experiment revealed
that the F1 scores of hate speech classifiers evalu-
ated on datasets from other cultures decremented
by 26% to 48%, and the false negative rate (FNR)
increased about two to five times larger. This re-
sult shows that models trained in a single language
are deficient in detecting hate speeches from other
cultures. Deeper examinations of false negative
samples showed that the limited performance was
likely due to the differences in target groups, so-
ciocultural backgrounds, and even the standards of
hate speech.

2 Related Work

Recent research has focused on developing mul-
tilingual hate speech detection datasets and mod-
els. Several approaches have been proposed to ad-
dress the scarcity of datasets in different languages,
such as building multilingual hate speech corpora
(Glavaš et al., 2020; Huang et al., 2020; Ousid-
houm et al., 2019) and implementing cross-lingual
methods that incorporate translated data or multi-
lingual embeddings (Yin and Zubiaga, 2021; Aluru
et al., 2021; Pamungkas et al., 2020; Pamungkas
and Patti, 2019; Arango et al., 2019; Sohn and Lee,
2019). Additionally, transfer learning on multi-
lingual models like XLM-R has been utilized to
take advantage of large English datasets and cross-
lingual contextual word embeddings (Ranasinghe
and Zampieri, 2021; Ranasinghe and Zampieri,
2020). However, most of these approaches did not
consider the cultural differences among datasets.
They did not examine the model’s cross-cultural
detection ability, where the model could detect hate
speech from other cultures.

Challenges in building a hate speech classifier in
multilingual or multicultural settings include vari-
ations in targets of hate speech among countries
and cultures (Ousidhoum, 2021; Billé, 2013), and
the need to consider cultural discrepancies and di-
verse backgrounds. Current studies have not fully
addressed these issues, as some have used trans-
lated texts and maintained ground truth labeling
without considering cultural differences (Glavaš

et al., 2020; Pamungkas et al., 2020; Pamungkas
and Patti, 2019). Another consideration is that
word senses may differ based on dialect, sociolect,
language, and culture (Rahman, 2012; Boyle, 2001;
Massey, 1992). Therefore, incorporating cultural
diversity is crucial in handling linguistically varied
and cross-cultural hate speech.

Researchers have proposed various methods for
adapting hate speech detection models to differ-
ent cultural contexts (Sarwar and Murdock, 2022;
Chandrasekharan et al., 2017; Nobata et al., 2016),
but there is still limited research on cross-cultural
hate speech detection. Some methods include using
multi-task learning on hate speech datasets from
different cultures (Talat et al., 2018) and build-
ing new datasets that contain different targets of
hate (Arango et al., 2022). While Arango et al.
(2022) has evaluated knowledge transfer perfor-
mance across different datasets from different cul-
tural backgrounds in the same language, it lacked
a deeper analysis of the cultural differences behind
poor performance. In contrast, this paper includes
a thorough analysis of sociocultural backgrounds
and differences between hate speech datasets from
different cultures and explores the reasons behind
the poor performance in various language settings.

3 Datasets from Different Cultures

This study evaluates the cross-cultural performance
of hate speech classifiers trained on Korean, Arabic,
and English datasets. We translate the datasets to
compare the cross-cultural performance of the clas-
sifiers in different cultural settings. The datasets
represent each culture, allowing for a more nuanced
analysis of the performance of hate speech classi-
fiers. We use the training and validation sets of
these datasets for training and test sets for eval-
uations, including the cross-cultural experiment.
Since the Korean dataset does not have training,
validation, and test sets separated, we divide the
entire dataset by the ratio of 8:1:1.

3.1 Korean, English, Arabic Datasets

Korean Dataset: KOLD For the Korean hate
speech dataset, we select KOLD (Jeong et al., 2022)
as it is large-sized, is collected from sources well
reflecting Korean sociological background, and
contains carefully curated annotations that provide
detailed information on the types of hate speech
present in the dataset. The dataset includes a wide
range of hate speech types, making it a compre-
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hensive resource for studying hate speech in the
Korean language.

English Dataset: SBIC For English, we choose
SBIC (Sap et al., 2020) since it is extensively col-
lected from diverse online community sites that
many English speakers use and includes specific
target groups in deep-down hierarchies. It con-
tains diverse target groups that reasonably reflect
the sociocultural backgrounds of English-speaking
countries.

Arabic Dataset: Arabic Hate Speech (AHS)
For the Arabic dataset, we select the Arabic Hate
Speech (AHS) dataset from Mubarak et al. (2022),
a large-size dataset compared to other Arabic
datasets, with offensiveness and hate annotations
that lack bias toward specific topics, genres, or di-
alects. The dataset includes target demographic
groups that are specific to Arabic-speaking coun-
tries.

3.2 Preprocessing

To ensure the quality of translation and fair evalu-
ation of classifiers on datasets from different cul-
tures, we preprocess the texts of all three datasets
to match the form of each other.

Special Token Removal Occasionally, Google
Cloud Translation API1 fails to translate correctly
when special tokens such as ‘@user’ are included
in the text. An example of a translation error is as
below:

• Original sentence (Arabic): @user @user
@user 	àYª�®K
 Õç'
QmÌ'@ 	à@ é 	®ËA� ¨ AëñK.

	Yº�K Õº	K @ l� 	�@ð
? �IÔ«PXð ¡Ê 	« �IÒê 	̄ A 	K @ Bð 	�PBAK.

• Translated sentence (English): Replying to
@user

• Translated sentence after removing @user
(English): It is clear that you deny it accord-
ing to its predecessor, that the harems are sit-
ting on the ground, or did I misunderstand and
defend?

• Human-translated sentence: You lied to
your predecessors, that the harems are sitting
on the ground, I don’t understand, or do I?

1https://cloud.google.com/translate

Target Language Similarity KOLD SBIC AHS

Korean
≥ 0.9 - 57.9 28.8
≥ 0.8 - 83.9 71.6
≥ 0.7 - 93.7 87.7

English
≥ 0.9 61.5 - 47.6
≥ 0.8 85.7 - 83.5
≥ 0.7 93.0 - 93.6

Arabic
≥ 0.9 55.8 61.4 -
≥ 0.8 83.5 83.5 -
≥ 0.7 92.0 92.8 -

Table 1: The percentage of texts from the test dataset
according to the cosine similarity score spans of back-
translated texts from KOLD, SBIC, and AHS.

Original Filtered

Size
(%) Hate % Size

(%) Hate %

KOLD 4045
(100) 31.1 3671

(90.8) 31.8

SBIC 4691
(100) 41.1 4208

(89.7) 42.4

AHS 2451
(100) 10.7 2226

(87.6) 9.6

Table 2: Size and percentage of hate of the original and
filtered KOLD, SBIC, and AHS test datasets where each
only retained those with cosine similarity scores above
0.7 in both translated languages.

Therefore special tokens are all removed before
the translation step and the experiment. The spe-
cific preprocessing strategies for each dataset are
explained in Appendix A.

3.3 Translation of Test Datasets

The Advanced version of Google Cloud Translation
API is utilized for translating the test sets. To en-
sure the quality of the translation, we use the RTT-
SBERT metric proposed in the findings of Moon
et al. (2020), demonstrating the cosine similarity
of SBERT embeddings (Reimers and Gurevych,
2019) between the input and round-trip translation
has a high correlation with human evaluation. In
other words, sentences with high cosine similarity
scores tend to achieve high scores in the human
evaluation. The detailed translation steps are as
follows.

3.3.1 Back Translation
After translating each test dataset into two other lan-
guages, we translate it back to the original language.
For example, for a Korean dataset, we translate it
into English and Arabic and translate the English
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KOLD SBIC AHS

Target Group Category Count (%) Target Group Category Count (%) Target Group Category Count (%)

Gender 286 (23.9) Gender 434 (20.3) Gender 86 (40.2)
Race 290 (24.3) Race 767 (35.8) Race/Ethnicity/Nationality 72 (33.6)

Politics 187 (15.6) Social 95 (4.5) Ideology 29 (13.6)
Religion 186 (15.6) Culture 483 (22.5) Religion/Belief 6 (2.8)
Others 246 (20.6) Disabled 102 (4.8) Disability/Disease 2 (0.9)

Body 50 (2.3) Social Class 19 (8.9)
Victim 211 (9.8)

Total 1179 Total 1785 Total 214

Table 3: Statistics of each target group category within the entire hate speech in the filtered KOLD, SBIC, and AHS.
For KOLD and SBIC, multi-targeted group categories are split into single categories when counting.

and the Arabic version back to Korean.

3.3.2 Cosine Similarity Scores

We utilize SentenceTransformers Python frame-
work2 for extracting the SBERT embeddings of the
texts. Table 1 shows the portion of the test dataset
that achieves cosine similarity scores above 0.7 for
each of the three datasets and languages.

3.3.3 Filtering

To ensure a fair cross-cultural comparison, we ap-
ply a filtering process to the original test sets of
each language. Specifically, we only retain texts
with RTT-SBERT scores exceeding 0.7 in both
translated languages. This approach helps mini-
mize discrepancies in the quality of the translations
and ensures that the selected texts are accurately
represented in all languages. The data size and the
portion of hate of both original and filtered datasets
are shown in Table 2, and the target group category
distribution for each can be seen in Table 3. The
filtered datasets retained over 87% of the original
dataset, indicating that the size reduction is unlikely
to affect the experiment’s results significantly.

3.3.4 Evaluation of Filtered Datasets

We evaluate the actual translation quality of the fil-
tered test datasets with RTT-SBERT scores above
0.7 by manually inspecting the sample texts. We
check if the translated text conveys the meaning of
the original sentence without leaving out or mis-
translating some phrases. As a result, about 70%
of the samples properly convey the meaning of
the original sentence after translation. Since this
portion is acceptable, we maintain the threshold at
0.7.

2https://www.sbert.net/

4 Culture Representative Model Training

To ensure that the hate speech classifiers accurately
represent the cultures of their respective languages,
they must achieve high performance on datasets
from their language. To address this, we use mono-
lingual models pretrained in each of the three lan-
guages and finetune them. The following sections
contain descriptions of each model and the results
of finetuning. Specific training details are in Ap-
pendix B.1. We use the best model for each lan-
guage for cross-cultural evaluation in Section 5,
and Table 7 shows the performance of all models.

4.1 Model Description and Performance

Korean Pretrained Models For Korean models,
we utilize KcELECTRA-base and KcELECTRA-
base-v2022 (Lee, 2021) trained on NAVER3 news
comments and nested comments. We also finetune
models pretrained on KLUE (Park et al., 2021),
the most extensive Korean benchmark dataset, in-
cluding KLUE-RoBERTa-base, KLUE-RoBERTa-
large, and KLUE-BERT-base. KcELECTRA-base-
v2022 outperforms all the other Korean pretrained
models with an F1 score of 0.81 and is used as the
model for cross-cultural hate speech evaluation in
Korean.

English Pretrained Models For the English
model, we use BERTweet (Nguyen et al., 2020),
trained on an 80GB dataset containing 850M
Tweets, and Twitter-RoBERTa (Barbieri et al.,
2020), trained on the TweetEval benchmark dataset.
We also finetune BERT-base, RoBERTa-base, and
DistilBERT-base, pretrained on general English
data. BERTweet-base exceeds all other English

3One of the top three mobile apps used in Korea
in 2021. (http://www.koreaherald.com/view.
php?ud=20210901001000)
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Dataset Language F1 FPR FNR

KOLD
KO 0.81 0.08 0.32

KO → EN 0.59 0.04 0.76
KO → AR 0.49 0.02 0.91

SBIC
EN 0.87 0.09 0.18

EN → KO 0.56 0.05 0.77
EN → AR 0.45 0.02 0.91

AHS
AR 0.81 0.03 0.39

AR → KO 0.56 0.01 0.90
AR → EN 0.60 0.02 0.83

Table 4: Results of cross-cultural evaluation on KOLD,
SBIC, and AHS. KO (Korean), EN (English), AR (Ara-
bic) shows prediction results of models on the test
dataset from the original dataset for comparison. The
KcELECTRA-based classifier was used for classifying
test datasets in Korean, the BERTweet-based classifier
for datasets in English, and the AraBERT-based classi-
fier for datasets in Arabic.

pretrained models on the English hate speech cor-
pus by achieving an F1 score of 0.86 and is served
for cross-cultural hate speech evaluation in English.

Arabic Pretrained Models We use variants
of pretrained AraBERT (Antoun et al., 2020).
AraBERTv2-base/large are trained on general Ara-
bic datasets, and AraBERTv0.2-Twitter-base/large
are trained by continuing the pretraining on
60M Arabic tweets. Among these models,
AraBERTv0.2-Twitter-base performs the best with
an F1 score of 0.82 when finetuned for Arabic hate
speech classification and is used for cross-cultural
evaluation of hate speech in Arabic.

5 Cross-Cultural Evaluation

The current study aimed to evaluate the cross-
cultural performance of different hate speech clas-
sifiers and explore the factors responsible for their
poor performances. Table 4 presents the perfor-
mance of the models on datasets across cultures. It
is noteworthy that the cross-cultural performance of
the models showed a substantial decrease in overall
F1 scores ranging from 0.4 to 0.6 when compared
to the models’ performance on the original test
datasets with F1 scores over 0.8. We experimented
to investigate the potential relationship between
translation quality and F1 scores, but our findings
revealed no discernible correlation between them.

Another common tendency was decreased false
positive rate (FPR). This could be due to the lack of
understanding of other cultures leading the models
to follow the majority label of the training dataset

and to predict some instances as non-hate incor-
rectly. Another possible reason is that hate speech
classifiers tend to have identity term bias (Dixon
et al., 2018), but they may not have the bias for
unknown targets of hate from different cultures.

Our area of interest was the increase in false
negative rate (FNR) of the cross-cultural evalua-
tion results, up to five times higher than that of
the original dataset. The findings revealed that the
poor performance of the models is not only due
to differences in the target of hate but also due to
variations in the standard across cultures. Table 5
displays false negative examples of cross-cultural
evaluation, demonstrating the original text, labeled
as hate speech in the original dataset, and translated
text predicted as non-hate. Moreover, we evaluated
the FNR for each target group category and specific
target group for the models trained on different cul-
tures, shown in Table 6. We use the terms target
group category and target group throughout this
section, where target group category represents
the broader category of hate, such as race and gen-
der, and target group refers to a specific type of
target group, such as Asians and females. Note
that the target group category named social class
in AHS includes diverse social groups existing in
Arabic cultures.

KOLD In the study conducted with translated
KOLD, the AraBERT-based classifier had the high-
est FNR of 0.98 for the gender category, while the
BERTweet-based classifier had the highest FNR of
0.85 for the politics category. The Korean classifier
also faced challenges in detecting hate speech for
these categories compared to the others, with an
FNR of 0.42 for gender and the third-highest FNR
(0.28) for politics category. Sociological complex-
ity of hate speech related to politics in Korea, such
as mentions of specific names of politicians or po-
litical organizations, can explain the high FNRs in
both BERTweet-based and AraBERT-based classi-
fiers. In contrast, gender-related hate speech tends
to target more general demographic groups, which
highlights the need to investigate the factors be-
hind the poor performance of the Arabic model in
gender category.

Sample analysis revealed that the AraBERT-
based classifier could not detect any hate speech
targeting the LGBTQ+ community, likely because
such tweets were not included in the Arabic train-
ing dataset. To our knowledge, there is currently
very few available Arabic hate speech dataset that
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Language Original Text Translated Text

KO → EN
남녀평등주장할거면여성징병제에도동의하라고ㅋㅋㅋ
그리고내말에그냥시비만걸지말고혜택은다

쳐받으면서왜차별받는다고말하는지말해보라고ㅋㅋㅋ

If you are going to insist on equality between men and women,
agree to the female conscription system hahaha And don’t just
argue with me, tell us why you say you are being discriminated
against while receiving all the benefits hahahaha

KO → AR

�HA 	KC
 Ë YJ
 	Jj. �JË @ ÐA 	¢ 	� úÎ« �� 	̄ @ñ 	̄ , �è


@QÖÏ @ð Ég. QË@ 	á�
K. �è @ðA�ÖÏ @ úÎ« Qå��J� �I	J» @ 	X @


©J
Ôg. ù

�®Ê�K ZA 	J�K



@ 	Q�
J
Ò�JÊË 	�Qª�J�K ½	K @
 Èñ

�®�K @ 	XAÖÏ A 	KQ�. 	g


@ , ¡�® 	̄ ú


	æËXAm.�
�' Bð AëAëAë

éêêêêêë AK
 @ 	QÖÏ @

EN → KO
So, the Holocaust confuses me... Like, I don’t understand why
anyone would want to survive it, because they would still be
a jew afterwards...

그래서,홀로코스트가나를혼란스럽게한다... 예를들어,
왜누군가가살아남고싶어하는지이해할수없다.
왜냐하면그들은여전히유대인일것이기때문이다...

EN → AR
úÎ« ZA�®J. Ë @ �	m��� ø




@ YK
QK
 @ 	XAÖÏ Ñê 	̄



@ B , É�JÓ . . . ú


	æºK. QK
 �I�ñ»ñËñêË@ 	àA

	̄ , @ 	YË

½Ë 	X YªK. @ �XñîE
 	àñÊ 	¢J
� Ñî 	E


B , �èAJ
mÌ'@ YJ
�̄ . . .

AR → KO
Aî�EA�Y�®Óð AîD
 	�P@ ù
 Òm

��' ÈAg. P Aî 	EðX éºÊÒÖÏ @ð �éJ
�ñj. ÖÏ @ 	à@QK
 @
ð Õ �æ 	K @ �� 	P úÎ«
. 	áÒJ
Ë @ ú


	̄ èñ�JK. Qk. AÒ» 	àAÒÊ� ©Ó Õº 	¢k ñK. Qk. ð

당신과이란,마기안,그리고그것이없는왕국은그땅과
신성함을보호하고예멘에서시도한것처럼살만과함께

당신의행운을시험하는사람들입니다.

AR → EN
You and Iran, the Magians, and the kingdom without it are men
who protect its lands and sanctities, and try your luck with
Salman as you tried it in Yemen.

Table 5: Original and translated texts of false negative samples, in which the ground truth is hate but the predictions
on translated texts are non-hate. All of the samples achieved an RTT-SBERT score above 0.9.

includes hate speech explicitly targeting this demo-
graphic group. Hence, we express our readiness
to replicate the same experiment in the future, pro-
vided that a dataset containing plenty of hate speech
directed towards LGBTQ+ in Arabic is available.

In addition, the FNR of the AraBERT-based
model for other gender-related groups, mainly fe-
males and males, was 0.95 or higher, whereas that
from the BERTweet-based model was about 0.77,
and that from the KcELECTRA-based model was
about 0.41 and 0.23 respectively. gender category
comprises a significant proportion of hate speech in
the Arabic and English training datasets, account-
ing for 48% and 29% of AHS and SBIC, respec-
tively. Thus, the marked disparity in performance
between the two models implies that the standards
of hate speech towards male and female vary be-
tween Arabic and English-speaking cultures, in
addition to cultural differences in gender-targeted
hate speech.

The race category was a significant challenge
for the English hate speech model, with the second-
highest FNR among all categories. This was partic-
ularly evident for target groups such as Chinese, Ko-
rean Chinese, and others, including smaller groups
such as Afghans, with FNRs exceeding 0.85. In-
terestingly, although these groups were the main
targets of hate speech in KOLD, they were minor
targets in the English hate speech corpus. The
Korean classifier also had the highest FNR (0.37)

for the others group within the race category, in-
dicating that the classifier may not have been ade-
quately trained to detect all hate speech targeting
them. Nevertheless, the Korean and English hate
speech classifiers showed varying performances
for those target groups, with the KcELECTRA-
based classifier achieving FNRs of 0.18 and 0.34
for Chinese and Korean Chinese, respectively. No-
tably, the FNR of the English classifier for the black
group was 0.32, similar to that of the KcELECTRA-
based classifier (0.27). This may be attributed to
the BERTweet-based classifier having sufficient op-
portunities to learn to detect hate speech towards
black people from SBIC, where the primary target
group within the race category was black. These
findings highlight the impact of target demographic
differences in cross-cultural hate speech detection,
indicating that classifiers must be trained on diverse
and inclusive datasets to ensure their effectiveness
across different cultures and languages.

SBIC Both the AraBERT-based and
KcELECTRA-based classifiers exhibited the
highest FNRs for disabled and victim target group
categories on the translated SBIC dataset. The
Arabic classifier achieved FNRs of 0.98 and 0.96,
and the Korean classifier gained 0.90 and 0.88,
respectively. Conversely, the BERTweet-based
classifier had the highest FNRs for the social
and body target groups. The difference in the
FNR rankings can be attributed to the fact that
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KOLD SBIC AHS

Target Group Category KO KO → EN KO → AR Target Group Category EN EN → KO EN → AR Target Group Category AR AR → KO AR → EN

Gender 0.42 0.78 0.98 Gender 0.26 0.70 0.89 Gender 0.41 0.87 0.81
Race 0.32 0.82 0.88 Race 0.09 0.72 0.92 Race/Ethnicity/Nationality 0.38 0.93 0.82

Politics 0.28 0.85 0.92 Social 0.42 0.69 0.83 Ideology 0.38 0.93 0.86
Religion 0.25 0.64 0.91 Culture 0.10 0.82 0.86 Religion/Belief 0.17 0.50 0.50
Others 0.27 0.69 0.86 Disabled 0.23 0.90 0.98 Disability/Disease 0.50 1.00 1.00

Body 0.40 0.66 0.88 Social Class 0.47 0.95 1.00
Victim 0.21 0.88 0.96

Table 6: False Negative Rate (FNR) of original and translated versions of KOLD, SBIC, and AHS on KcELECTRA-
based (Korean (KO)), BERTweet-based (English (EN)), and AraBERT-based classifiers (Arabic (AR)). Bold indicates
the target group category with the highest FNR, italic indicates second-highest, underlined refers to the third highest.

hate speech directed towards disabled and victim
categories, which includes target groups such
as mass shooting victims, is not prevalent in
Arabic and Korean datasets. However, there was a
variation in the FNR rankings for specific target
groups between the Korean and Arabic models.

For the target group category of disabled people,
both the AraBERT-based and the KcELECTRA-
based classifier had high FNRs (above 0.94) for
hate speech targeting physically disabled people.
For the mentally disabled target group, the Arabic
classifier displayed a higher FNR (0.98) compared
to that of the Korean classifier (0.84). The rea-
son behind their poor performances might have
been partially due to the English data’s tendency
to include posts that mention specific disabilities
such as quadriplegic or autistic patients, or sarcas-
tic metaphors regarding disabled people. A rare
appearance of these terms in the Arabic and Ko-
rean datasets may have led the models to fail to
detect them. As the English hate speech classifier
was trained on this kind of data, it demonstrated
an FNR of 0.25 for physically disabled people and
0.12 for mentally disabled people. In contrast, this
kind of hate speech was rare in the Arabic and Ko-
rean datasets, making it difficult for the models to
identify.

The detection of hate speech targeting victim cat-
egory also remains a challenge for both AraBERT
and KcELECTRA-based classifiers, as indicated by
their high FNRs. However, the BERTweet-based
classifier had a low FNR (0.21) for the same cat-
egory. Specifically, hate speech targeting mass
shooting victims posed difficulty for Arabic and Ko-
rean classifiers, with FNRs above 0.95, whereas the
English classifier’s FNR was only 0.23. Our anal-
ysis revealed that mass shooting events are more
frequent in the United States than in Korean cul-
tures. Also, even though there are mass shooting
events in Arabic countries, the AHS dataset did not
include hate speech targeting mass shooting victims.

On the other hand, hate speech targeting terrorism
victims was more challenging for the Korean classi-
fier, with an FNR of 0.97, than the AraBERT-based
classifier, with an FNR of 0.90. This was also very
different from the English classifier’s performance,
which showed an FNR of 0.14 for the same group.
The prevalence of terrorism-related hate speech
targeting specific events, such as 9/11 attack, in
America may have accounted for this discrepancy.
Additionally, the Arabic classifier had a high FNR
(0.98) for the hate speech targeting assault victims,
whereas the Korean classifier had a relatively low
FNR (0.83) for the same group. Through further
analysis, we found out that about 80% of the hate
speech towards assault victim group were about
sexual assaults. Considering that the FNR of the
Arabic classifier on the gender category was high
(0.89) compared to those of the Korean (0.70) and
English classifiers (0.30), the model’s tendency to-
wards gender-related texts may have affected its
performance on the hate speech against assault vic-
tim group.

Especially for the gender category, the
AraBERT-based classifier’s FNRs for the trans
women, gay men, and women groups were greater
than or equal to 0.89. In contrast, those of the
KcELECTRA-based classifier were below 0.74.
The BERTweet-based classifier also had low FNRs
of under 0.27 for those groups. The lack of
LGBTQ+-related hate speech in the AHS dataset,
previously mentioned in the analysis regarding the
KOLD dataset, could explain the high FNR of the
classifier for trans women and gay men. However,
for women, as they constitute a more general target
group, one of the possible interpretations of the
FNR disparity could be the difference in the stan-
dard of hate speech between Arabic and Korean-
speaking cultures.

The other target groups that the KcELECTRA-
based classifier had a high FNR for were Native
American, Latino, and Jewish people, which are
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not common target groups in Korean society. How-
ever, Christians were one of the main target groups
related to religion but still had a high FNR in the
Korean classifier. After analyzing hate speech in
KOLD and SBIC targeting Christians, it was found
that those in KOLD tended to include criticism and
denouncements of Christian people. In contrast,
those in SBIC were mainly sarcastic humiliations
of Christianity. In contrast, the Arabic hate speech
classifier had difficulty detecting hate speech target-
ing Christians, trans-women, Asians, Black people,
and Latinos due to the lack of hate speech targeting
these groups in the Arabic hate speech dataset.

What was common within this experiment was
that the classifiers trained in other cultures had
difficulty identifying hate speech in English com-
ments due to the language’s high use of sarcasm
and metaphors that some even embedded societal or
cultural background, such as common mass shoot-
ings in American schools. These nuances were not
adequately captured through translations alone, re-
sulting in challenges for the models to understand
the context.

AHS The size of the test dataset of AHS was
comparatively small, with less than ten examples
for the Religion/Belief and Disability/Disease cate-
gories. Therefore, we did not analyze the two cate-
gories. The FNR rankings of the BERTweet-based
and KcELECTRA-based classifiers were identical
for the other categories. However, the AHS dataset
only included annotations for target group cate-
gories but not their detailed target groups, so the
analysis was limited to that scope.

The study revealed that hate speech targeting
specific social class, such as Bedouins (a group of
Arabic-speaking nomadic people living primarily
in the Middle East and North Africa), posed sig-
nificant challenges for both the BERTweet-based
and KcELECTRA-based classifiers, which were
trained on Korean and English datasets, respec-
tively. The classifiers had an FNR of 1.0 and 0.95
for these target groups, respectively. Further analy-
sis of the false negative samples revealed that under-
standing the context of the target groups required
sociological background knowledge of Arabic cul-
tures. In addition, the specific terms were rare or
even unknown to the Korean and English models.
The content required background knowledge to un-
derstand whether the text was hate speech, resulting
in incorrect predictions. This characteristic of the
category also led to the highest FNR of 0.47 within

the Arabic classifier.
Hate speech aimed at particular ideologies, such

as partisan, intellectual, or sports affiliations, had
a high false negative rate (FNR) for both the En-
glish and Korean hate speech classifiers. The ideol-
ogy category had an FNR of 0.86 and 0.93 for the
English and Korean classifiers, respectively. The
difficulty arose due to the culture-dependent nature
of these tweets, which included specific names of
football clubs, politicians, and other ideological
terms that were challenging for classifiers trained
on data from different cultures to be aware of. How-
ever, the Arabic classifier had a relatively low FNR,
achieving a value of 0.38, as it was trained on this
type of data.

6 Conclusion

In this paper, we investigated the cross-cultural
performance of monolingual hate speech classi-
fiers for Korean, English, and Arabic languages by
evaluating the classifiers’ performance on transla-
tions of hate speech datasets from other languages.
Our deep analysis of model performance and false
negative samples revealed the limitations of classi-
fiers trained in a single language, including their in-
ability to understand the sociocultural background
of other cultures. This lack of understanding re-
sulted in many samples being predicted as non-hate
speech, highlighting the need for cross-cultural
evaluation of hate speech classifiers. Our research
also demonstrated standard differences in hate of
general target groups across cultures.

Our findings underscore the importance of cross-
cultural evaluation of hate speech classifiers and
sample-level analysis to identify their weaknesses
in a cross-cultural context. Adopting this approach
will enable models to accurately detect hate speech
from diverse cultures in global online communi-
ties. As such, our research highlights the need for
more culturally sensitive approaches to developing
hate speech classifiers to address the challenges
posed by linguistic and cultural diversity in online
spaces.

7 Ethical Considerations

To accurately represent their respective cultures,
this paper utilized three publicly available hate
speech datasets in Korean, English, and Arabic,
with detailed descriptions provided in Section 3.

Regarding user privacy, the Korean dataset
KOLD and the Arabic Hate Speech dataset (AHS)
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implemented measures to protect user privacy by
masking usernames and URLs with their masking
tokens. However, the English dataset SBIC did not
anonymize texts containing usernames and URLs.
To protect user privacy, we anonymized the texts
by removing these two attributes.

We relied on multiple resources to comprehend
comments from various cultures to avoid any bias
resulting from a limited understanding of different
cultures. This approach helped ensure that our lack
of cultural knowledge did not affect the analysis
of cultural differences. Our analysis primarily re-
lied on numerical values from model predictions,
and we inspected samples to provide better expla-
nations for the models’ performance based on the
quantitative results. This approach allowed us to
minimize potential biases resulting from cultural
misunderstandings and contribute to more cultur-
ally sensitive research practices.

8 Limitations

Machine Translation Using machine translation
may impact hate speech classifiers’ performance on
translated data due to challenges in translation qual-
ity. To address this, we employed the RTT-SBERT
metric from Moon et al. (2020), which correlates
well with human evaluation scores, to only leverage
the well-translated sentences. However, the classi-
fiers’ performance may have been affected because
translated texts with high RTT-SBERT scores did
not always convey the correct context. Future work
should consider carefully performed manual trans-
lations by translators with a deep understanding of
both languages for more accurate evaluation.

Transfer Learning for Cross-Cultural Hate
Speech Classification Our study evaluated a
model’s cross-cultural ability by testing it on un-
seen data from different cultures. However, recent
research suggests that transfer learning can adapt
classifiers to different domains, potentially address-
ing some limitations of our approach. Future work
will explore the effectiveness of transfer learning
methods in improving hate speech classifiers’ abil-
ity to recognize culture-specific terms in monolin-
gual and multilingual settings.

Dependence on Language Models Examining
false negative samples to analyze cultural differ-
ences can produce incorrect results since they could
have been falsely predicted due to model perfor-
mance instead of cultural differences. To address

this issue, we attempted to better understand the
reasons for misclassification by examining samples.
However, since we are not native speakers of En-
glish and Arabic, this approach may not have been
sufficient to comprehend cultural differences fully.
To address this, future work will use human anno-
tation to analyze hate speech from diverse cultures,
with annotators from varying cultural backgrounds
to develop a model that understands cultural per-
ception differences in a given context.

Cultural Diversity within a Language The
study’s Korean, English, and Arabic datasets rep-
resent diverse cultural backgrounds. While the
Korean dataset (KOLD) contains texts from a rela-
tively homogeneous cultural background, the En-
glish (SBIC) and Arabic (AHS) datasets may have
texts from various specific cultural backgrounds.
English is spoken and written by people from differ-
ent countries who may not share the same cultural
background. Moreover, the AHS dataset contains
various dialects, resulting in a mixture of cultures
from several Arabic-speaking countries. To ensure
accurate cross-cultural studies, it is crucial to con-
strain the dataset’s represented culture or annotate
which specific countries or cultures the label rep-
resents. This will prevent ignorance of cultural
differences, even among countries with the same
language.

Human Annotation within Hate Speech Datasets
Hate speech classification research relies heavily on
annotated datasets that may suffer from subjective
and inconsistent labels. Annotation inconsistencies
within each dataset may affect hate speech classi-
fier predictions. As a result, the predictions of our
hate speech classifiers may have been affected by
the annotation inconsistency within datasets. Ad-
ditionally, our analysis of the results that depend
on the ground truth labels of the datasets may also
be prone to errors. To alleviate annotation errors’
impact, we focused on the performance differences
of models on a common dataset rather than the
models’ performances.
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Model Metric

P R F1

KO

KcELECTRAbase 0.80 0.80 0.80
KcELECTRAbase−v2022 0.83 0.80 0.81

KLUE-BERTbase 0.79 0.78 0.79
KLUE-RoBERTabase 0.79 0.78 0.78
KLUE-RoBERTalarge 0.79 0.78 0.79

EN

BERTweetbase 0.86 0.86 0.86
Twitter-RoBERTabase 0.86 0.86 0.86

BERTbase 0.85 0.86 0.85
RoBERTabase 0.86 0.86 0.86

DistilBERTbase 0.84 0.85 0.85

AR

AraBERTv0.2-Twitterbase 0.84 0.80 0.82
AraBERTv0.2-Twitterlarge 0.84 0.79 0.81

AraBERTv2base 0.81 0.79 0.80
AraBERTv2large 0.82 0.80 0.81

Table 7: Evaluation results of finetuning on datasets
within each of the model’s languages (Korean (KO),
English (EN), Arabic (AR)). Precision, Recall, and
Macro-F1 scores are shown. Bold indicates the best
performance across the models in each language, and
the value in parentheses is the more accurate value to
help distinguish the best-performing model.

Appendix

A Preprocessing Strategies for Datasets

KOLD KOLD contained special tokens such as
<user>, <url>, and <email>, and very few of the
texts included emojis.

SBIC SBIC contained usernames and URLs
that were not masked, and some HTML charac-
ters such as &#[numbers]; (emojis) (ex. as
&#128517;), &amp;(&), and &gt;(>). Also,
there were substantial line changes, which did not
fit other datasets’ shapes. Therefore, sequential
\ns were substituted to ’.’ as users tended to use
a line change to start a new sentence or phrase
afterward.

AHS AHS contained special tokens such as
@USER, <LF>, URL, and RT. <LF> refers to a
line change, so it was substituted to \n. As in
the SBIC dataset, sequential \ns were replaced
with ’.’ Additionally, for all Arabic data, includ-
ing datasets translated into Arabic, we utilized the
ArabertPreprocessor from the arabert python pack-
age for cleaning up the Arabic texts.4

4This was recommended by the authors of AraBERT
(Antoun et al., 2020). (https://huggingface.co/
aubmindlab/bert-base-arabertv02-twitter)

B Training Hate Speech Classifiers

B.1 Model Training Details
All model training processes were done using the
Transformers library from Huggingface5. We set
the maximum sequence length of texts to 128 ex-
cept for AraBERT-based models pre-trained on
Twitter data, where we set it to 646. We used
AdamW as the optimizer with a learning rate of 2e-
5 and an epsilon value of 1e-8, used linear schedul-
ing for training, and set batch size as 32 for both
training and evaluation steps. For conducting all
experiments, 4 GeForce RTX 2080 Ti 10GB were
used with CUDA version 11.0, and the experiment
for each dataset took up to 3 hours.

B.2 Model Performance
Table 7 shows model performances for each lan-
guage when finetuned on hate speech datasets.
Each monolingual model of each language, Ko-
rean, English, and Arabic, was finetuned as a hate
speech classifier using the Korean, English, and
Arabic datasets, respectively. As a result, the
KcELECTRA-base-v2022 model showed the high-
est performance on KOLD, the BERTweet-base
model showed the highest performance on SBIC,
and the AraBERTv0.2-Twitter-base model showed
the highest performance on AHS. We use these
three models for our cross-cultural evaluation in
Section 5.

5https://github.com/huggingface/
transformers

6The authors of AraBERT mentioned that these models
were trained on texts with a sequence length of 64, and setting
the maximum sequence length over this value may lead to
performance degrades (https://huggingface.co/
aubmindlab/bert-base-arabertv02-twitter,
https://huggingface.co/aubmindlab/
bert-large-arabertv02-twitter)
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