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Abstract

Massively Multilingual Language Models
(MMLMs) have recently gained popularity due
to their surprising effectiveness in cross-lingual
transfer. While there has been much work in
evaluating these models for their performance
on a variety of tasks and languages, little at-
tention has been paid on how well calibrated
these models are with respect to the confidence
in their predictions. We first investigate the
calibration of MMLMs in the zero-shot set-
ting and observe a clear case of miscalibra-
tion in low-resource languages or those which
are typologically diverse from English. Next,
we empirically show that calibration methods
like temperature scaling and label smoothing
do reasonably well in improving calibration in
the zero-shot scenario. We also find that few-
shot examples in the language can further help
reduce calibration errors, often substantially.
Overall, our work contributes towards building
more reliable multilingual models by highlight-
ing the issue of their miscalibration, understand-
ing what language and model-specific factors
influence it, and pointing out the strategies to
improve the same.

1 Introduction

Massively Multilingual Language Models
(MMLMs) like mBERT (Devlin et al., 2019),
XLMR (Conneau et al., 2020), mT5 (Xue et al.,
2021) and mBART (Liu et al., 2020) have been
surprisingly effective at zero-shot cross-lingual
transfer i.e. when fine-tuned on an NLP task in one
language, they often tend to generalize reasonably
well in languages unseen during fine-tuning.

These models have been evaluated for their per-
formance across a range of multilingual tasks (Pan
etal.,2017; Nivre et al., 2018; Conneau et al., 2018)
and numerous methods like adapters (Pfeiffer et al.,
2020), sparse fine-tuning (Ansell et al., 2022) and
few-shot learning (Lauscher et al., 2020) have been
proposed to further improve performance of cross-
lingual transfer.

Despite these developments, there has been lit-
tle to no attention paid to the calibration of these
models across languages i.e. how reliable the con-
fidence predictions of these models are. As these
models find their way more and more into the
real word applications with safety implications,
like Hate Speech Detection (Davidson et al., 2017;
Deshpande et al., 2022) it becomes important to
only take extreme actions for high confidence pre-
dictions by the model (Sarkar and KhudaBukhsh,
2021). Hence, calibrated confidences are desirable
to have when deploying such systems in practice.

Guo et al. (2017) showed that modern neural net-
works used for Image Recognition (He et al., 2016)
though perform much better than the ones intro-
duced decades ago (Lecun et al., 1998), but are sig-
nificantly worse calibrated and often over-estimate
their confidence on incorrect predictions. For
NLP tasks specifically, Desai and Durrett (2020)
showed that classifiers trained using pre-trained
transformer-based models (Devlin et al., 2019) are
well calibrated both in-domain and out-of-domain
settings compared to non-pre-trained model base-
lines (Chen et al., 2017). Notably, Ponti et al.
(2021) highlights, since zero-shot cross-lingual
transfer represents shifts in the data distribution
the point estimates are likely to be miscalibrated,
which forms the core setting of this work.

In light of this, our work has three main contri-
butions. First, we investigate the calibration of two
commonly used MMLMs: mBERT and XLM-R on
four NLU tasks under zero-shot setting where the
models are fine-tuned in English and calibration
errors are computed on unseen languages. We find
a clear increase in calibration errors compared to
English as can be seen in Figures 1a and 1b, with
calibration being significantly worse for Swahili
compared to English.

Second, we look for factors that might affect the
zero-shot calibration of MMLMs and find in most
cases that the calibration error is strongly correlated
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Figure 1: Reliability Diagrams for XLMR fine-tuned on XNLI using training data in English. 1a and 1b provides the
calibration of XLMR fine-tuned without any calibration technique on English and Swahili. 1c and 1d are obtained
by calibrating the model using TS + LS and Self-TS + LS techniques respectively as described in Section 2.1

with pre-training data size, syntactic similarity, and
sub-word overlap between the unseen language
and English. This reveals that MMLMs are mis-
calibrated in the zero-shot setting for low-resource
languages and languages that are typologically dis-
tant from English.

Finally, we show that model calibration across
different languages can be substantially improved
by utilizing standard calibration techniques like
Temperature Scaling (Guo et al., 2017) and Label
Smoothing (Pereyra et al., 2017) without collecting
any data in the language (see Figure 1c). Using
a few examples in a language (the few-shot set-
ting), we see even more significant drops in the
calibration errors as can be seen in Figure 1d.

To the best of our knowledge, ours is the first
work to investigate and improve the calibration of
MMLMs. We expect this study to be a significant
contribution towards building reliable and linguisti-
cally fair multilingual models. To encourage future
research in the area we make our code publicly
available!.

2 Calibration of Pre-trained MMLMs

Consider a classifier h : X — [K| obtained by fine-
tuning an MMLM for some task with training data
in a pivot language p, where [K| denotes the set
of labels {1,2,--- , K'}. We assume h can predict
confidence of each of the [K] labels and is given
by hi(z) € [0,1] for the k" label. A is said to be

1https ://github.com/microsoft/MMLMCalibration

calibrated if the following equality holds:

p(y = klhi(x) = q) = ¢

In other words, for a perfectly calibrated classi-
fier, if the predicted confidence for a label k£ on
an input x is ¢, then with a probability ¢ the input
should actually be labelled k. Naturally, in practi-
cal settings the equality does not hold, and neural
network based classifiers are often miscalibrated
(Guo et al., 2017). One way of quantifying this
notion of miscalibration is through the Expected
Calibration Error (ECE) which is defined as the
difference in expectation between the confidence
in classifier’s predictions and their accuracies (Re-
fer Appendix A.1 for details). In our experiments
we compute ECE on each language [’s test data
and denote their corresponding calibration errors
as ECE(1).

2.1 Calibration Methods

We briefly review some commonly used methods
for calibrating neural network based classifiers.

1. Temperature Scaling (TS and Self-TS)(Guo
et al., 2017) is applied by scaling the output logits
using a temperature parameter 7' before applying
softmax i.e. :

B expog(z)/T
hk(x) B Zk’eK exp Ok/($)/T

, where oj, denotes the logits corresponding to the
K" class. T is a learnable parameter obtained post-
training by maximizing the log-likelihood on the
dev set while keeping other network parameters

4311


https://github.com/microsoft/MMLMCalibration

fixed. We experiment with two settings for improv-
ing calibration on a target language: using dev data
in English to perform temperature scaling (TS) and
using the target language’s dev data (Self-TS).

2. Label Smoothing (LS) (Pereyra et al., 2017) is a
regularization technique that penalizes low entropy
distributions by using soft labels that are obtained
by assigning a fixed probability ¢ = 1 — « to the
true label (0 < v < 1), and distributing the remain-
ing probability mass uniformly across the remain-
ing classes. Label smoothing has been empirically
shown to be competitive with temperature scaling
for calibration (Miiller et al., 2019) especially in
out of domain settings (Desai and Durrett, 2020)
3. Few-Shot Learning (FSL) We also investigate
if fine-tuning the MMLM on a few examples in a
target language in addition to the data in English,
leads to any improvement in calibration as it does
in the performance (Lauscher et al., 2020). Since
these models are expected to be calibrated worse
for out-of-domain data compared to in-domain data
(Desai and Durrett, 2020), we try to improve cali-
bration by reducing the domain shift through few-
shot learning.

Apart from these, we also consider combinations
of different calibration methods in our experiments,
including Label Smoothing with Temperature Scal-
ing (TS + LS or Self-TS + LS) and Few-Shot Learn-
ing with Label Smoothing (FSL + LS).

3 Experiments

We seek to answer the following research questions:
a) How well calibrated are fine-tuned MMLMs in
the zero-shot cross lingual setting? b) What linguis-
tic and model-specific factors influence calibration
errors across languages? c) Can we improve the
calibration of fine-tuned models across languages?

3.1 Experimental Setup

Datasets We consider 4 multilingual classification
datasets to study calibration of MMLMs which in-
clude: i) The Cross-Lingual NLI Corpus (XNLI)
(Conneau et al., 2018), ii) Multilingual Dataset
for Causal Commonsense Reasoning (XCOPA)
(Ponti et al., 2020), iii) Multilingual Amazon Re-
views Corpus (MARC) (Keung et al., 2020) and, iv)
Cross-lingual Adversarial Dataset for Paraphrase
Identification (PAWS-X) (Yang et al., 2019). Statis-
tics of these datasets can be found in Table 5.

Training setup We consider two commonly
used MMLMs in our experiments i.e. Multilin-

Dataset MMLM  ECE(en) E [ECE(l)] maxECE(])
lec’ lec’
oy XIMR 732 1334 19.07 (sw)
mBERT 544 1234 45.15 (th)
XLM-R 1454 2007 29.33 (sw)
XCOPA | BERT 234 2351 29.02 (sw)
XLM-R  7.15 965 13.45 (zh)
MARC | BERT 938 1111 17.33 (ja)
XLM-R 193 428 5.88 (ja)
PAWS-X BERT 357 1032 15.65 (ko)

Table 1: Calibration Errors across tasks for XLM-R
and mBERT. £’ in the fourth column denotes the set of
supported languages in a task other than English. The
language in parenthesis in the column 5 denotes the
language with maximum calibration error.

Dataset SIZE SYN SWO
XNLI -0.8 -0.88 -0.85
XCOPA -0.85 -0.73 -0.62
MARC -0.41 -0.46 -0.27
PAWS-X -0.48 -0.93 -0.92

Table 2: Pearson correlation coefficient of ECE with
SIZE, SYN, and SWO features of different languages
in the test set for XLMR.

gual BERT (mBERT) (Devlin et al., 2019), and
XLM-RoBERTa (XLMR) (Conneau et al., 2020).
mBERT is only available in the base variant with
12 layers and for XLMR we use the large variant
with 24 layers. We use English training data to
fine-tune the two MMLMs on all the tasks and eval-
uate the accuracies and ECEs on the test data for
different languages. For the few-shot case we use
the validation data in target languages to do con-
tinued fine-tuning (FSL) and temperature scaling
(Self-TS). Refer to Section A.3 in the Appendix for
more details.

3.2 Results

Out of Box Zero-Shot Calibration (OOB) We
first investigate how well calibrated MMLMs are
on the languages unseen during fine-tuning without
applying any calibration techniques. As can be seen
in the Table 1, the average calibration error on lan-
guages other than English (column 4) is almost al-
ways significantly worse than the errors on English
test data (column 3) for both mBERT and XLMR
across the 4 tasks. Along with the expected calibra-
tion errors across unseen languages we also report
the worst case ECE (in column 5), where we see
2x to 5x increase in errors compared to English.
The worst case calibration is commonly observed
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Zero-Shot Calibration

Few-Shot Calibration

Dataset MMLM
OOB TS LS TS+LS  Self-TS  Self-TS+LS FSL FSL +LS
SNLL XLM-R 1334  6.74 6.93 4.89" 5.41 4.05% 7.67 436
mBERT 1234  6.297 1042  6.70 477 4.69 3.14 255
xcopa XLMR 2007 1595 547 4.52f 16.02 4.06* 8.94 439
mBERT  23.51 20.02 1241 6.771 20.09 6.89 3.75 3.54%

Table 3: Calibration Errors (E;c ./ [ECE(7)]) for XLM-R and mBERT on using different methods for calibration. We
categorize the methods into zero-shot i.e. the methods that do not use any target language data to calibrate and
few-shot for the methods that require some examples in target language. Detailed results are in Table 9 of Appendix

for low resource languages like Swahili or the lan-
guages that are typologically diverse from English
like Japanese. Consequently, the overall calibration
is worse on tasks like XCOPA and XNLI compared
to PAWS-X and MARC, as the former two have
more diverse set of languages while the latter con-
sists of high resource languages only.

Factors Affecting Calibration Next, we ana-
lyze which model-specific and typological features
might influence the out-of-box calibration across
languages. For a given task and MMLM, we com-
pute Pearson correlation coefficients between the
calibration errors and three factors studied exten-
sively in zero shot cross lingual transfer literature
which are:

1) SIZE: Logarithm of the pre-training data size
(number of tokens) in a language i.e. how well
a language is represented in the pre-training cor-
pus of an MMLM (Lauscher et al., 2020; Wu and
Dredze, 2020),

ii) SYN: We utilize the syntactic features provided
by the URIEL project (Littell et al., 2017) to com-
pute the syntactic similarity between the pivot and
target language as done in Lin et al. (2019).

iii) SWO: Finally we consider the sub-word over-
lap between the pivot and target language as de-
fined in Srinivasan et al. (2021). To compute SWO,
first vocabularies V), and V; are identified for the
pivot and target langauge respectively by tokeniz-
ing the wikipedias in the two languages and getting
rid of the tokens that appear less than 10 times in
the corpora. The subword overlap is then computed

as :

Vo i
SWO = ————
[V, UV

In the case of XLMR, for all the tasks except
MARC, we observe strong negative correlations be-
tween ECE and the three factors mentioned above
(Table 2), meaning that lower the amount of pre-

training data present for a language or its relat-
edness with English, the higher is the calibration
error. Out of the three, the correlations are more
consistently (negatively) high with SYN. We ob-
serve similar correlations albeit to a slightly lower
extent for mBERT as well (Table 6 in Appendix).

Improving Calibration Now that we have iden-
tified miscalibration as an issue in MMLMs and
factors influencing the same, we seek to improve
their calibration across languages. We utilize the
calibration methods described in Section 2.1, and
report the average calibration errors across the un-
seen languages in Table 3 for XNLI and XCOPA
datasets 2. Both zero-shot calibration methods (TS
and LS) that only make use of English data to cal-
ibrate can be seen to obtain substantially lower
calibration errors compared to out of box calibra-
tion (OOB) across all the tasks and MMLMs. Out
of the two, temperature scaling often results in big-
ger drops in ECE compared to label smoothing
with an exception of XCOPA dataset where label
smoothing performs much better. In majority of
the cases the errors can be reduced even further by
considering the combination of the two techniques
i.e. TS + LS. Temperature scaling by design does
not affect the accuracy of uncalibrated models. In
all our experiments, we observe that models trained
with label smoothing also obtain accuracies very
close to their uncalibrated counterparts. Refer to
Appendix Table 8 for the exact accuracy numbers.

Next, we investigate if it is possible to reduce
the calibration errors on a language even further
if we are allowed to collect a few-samples in that
language. We observe that when combined with
label smoothing, both using few-shot data to do
temperature scaling (Self-TS + LS) or fine-tuning
(FSL + LS), often results in significant drops over
the errors corresponding to the best performing

*Refer to Table 7 in Appendix for results on MARC and
PAWS-X
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zero-shot calibration method. We do not use more
than 2500 examples in the target language in any
of the experiments, and the number of examples
can be as low as 100 for XCOPA. For XNLI and
XCOPA datasets, we observe that Self-TS + LS
performs better than FSL+LS for XLMR and the
reverse is true for mBERT. One advantage of using
FSL over TS is that it can often result in increase in
accuracy in addition to the reducing the calibration
errors. However, we do observe an exception to
this phenomenon for XCOPA where fine-tuning on
the 100 validation examples hurts the overall test
accuracy of the models. Hence, our general recom-
mendation is to use FSL + LS for calibrating the
models if the amount of data that can be collected is
not too low, otherwise it might be more appropriate
to use Self-TS + LS as learning just one parameter
(T") should be less prone to overfitting compared to
the weights of the entire network.

4 Conclusion

In this work we showed that MMLMs like mBERT
and XLMR are miscalibrated in a zero-shot cross
lingual setting, with the calibration errors being
even worse on low resource languages and lan-
guages that are typologically distant from the pivot
language (often English). We then demonstrated
the effectiveness of standard calibration techniques
for improving calibration across languages both
with and without collecting any new language-
specific labelled data. We recommend that re-
searchers and practitioners consider, measure and
report the calibration of multilingual models while
using them for scientific studies and building sys-
tems. In future work, we aim to bridge the gap
between zero-shot and few-shot calibration meth-
ods by exploring unsupervised calibration methods
under domain shift (Pampari and Ermon, 2020;
Park et al., 2020) that utilizes unlabelled data in
new domains to improve calibration. Investigating
the cross lingual calibration of MMLMs for tasks
other than sentence classification like Sequence La-
belling (Pan et al., 2017; Nivre et al., 2018) and
Question Answering (Artetxe et al., 2020) is an-
other natural extension of our work.

Limitations

Our work focused on measuring and improving cal-
ibration of MMLMs across different languages and
tasks. The languages that we considered in our ex-
periments were the ones for which labelled test sets

were available in the 4 multilingual benchmarks
that we considered. The number of languages in
these benchmarks ranged from 6 in case of MARC
to 15 in XNLI, covering mostly high resource lan-
guages  with Swahili being the lowest resource
language studied. However, the MMLMs consid-
ered in this work supports around 100 languages
many of which are arguably even lower resource
compared to Swahili. Hence, how well the methods
discussed in the paper work towards improving the
calibration for such languages needs to be explored
but is limited by the current state of multilingual
benchmarking (Ahuja et al., 2022).

Additionally, investigating the state of calibra-
tion across the languages for the 4 tasks and 2
MMLMs for different hyper-parameters and ran-
dom seeds required a reasonably large amount of
GPU resources (we used NVIDIA V100 and P100
GPUs). Howeyver, the calibration methods that we
describe in the paper can work with little (for tem-
perature scaling and few-shot learning) to no (for
label smoothing) additional compute over the stan-
dard model training.

Ethics Statement

Our work deals with calibration of confidence pre-
dictions of classifiers trained on top of pre-trained
multilingual models. Having well calibrated pre-
dictions is imperative for building robust NLP sys-
tems especially when using them for security sen-
sitive applications like Hate Speech Detection to
flag social media accounts (Cuthbertson, 2021),
decision making in law enforcement and fraud de-
tection (Metz and Satariano, 2020), where extreme
actions should only be taken when we are confident
about the system’s prediction. However, the pre-
dicted confidences mean essentially nothing if the
model is miscalibrated, posing major risks in using
such models. Through our work we highlight that
the commonly used multilingual models are highly
miscalibrated when used in a zero-shot setting for
low resource and typologically diverse languages.
Additionally, we manage to substantially improve
the calibration of these models across languages,
addressing this linguistic disparity and boosting the
reliability of such models.

3class 3 or above according to the hierarchy defined by
Joshi et al. (2020)
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A Appendix

A.1 Measuring Calibration

Reliability Diagrams are an effective way of vi-
sualizing the calibration of a classifier. To plot
these, we first predict the (maximum) confidence
for each example in the test set and group the data
points into M equally sized bins based on the pre-
dicted confidence. For each bin, accuracy is com-
puted (by considering label with maximum confi-
dence as prediction) and plotted on the y axis with
confidence being on the x-axis, as can be seen in
Figure 1 (blue bars). For a perfectly calibrated clas-
sifier the confidence of a bin should match with the
classifier’s accuracy on that bin i.e. the accuracy
vs confidence curve should lie on the line y = x
(red-dotted line in Figure 1). The gap between the
two is plotted (as red bars in Figure 1) to represent
the calibration error of the classifier.

Expected Calibration Error (ECE) is defined
as expected value of the difference between the con-
fidence and accuracy of the classifier’s predictions.
In practice ECE of a classifier is computed using a
binning strategy as described in Guo et al. (2017)
where the confidence predictions (corresponding to
the maximum confidence class) on the n test exam-
ples are grouped into M uniform-sized bins, such
that set of examples belonging to the m!"* bin are
denoted by B,,. Accuracy (acc(B,,)) and average
confidence (conf(B,,)) for each bin is computed
and a weighted average of the differences between
the two is taken to obtain ECE.

= —acc( by, ) — con m
ECE = ) —"Jace(By) — conf(By,)|
m=1

A.2 Datasets Description

1. XNLI* (Conneau et al., 2018) is a Natural Lan-
gauge Inference task where a premise and hypothe-
sis are given and the task is to predict if the hypoth-
esis is entailed in premise, contradicts the premise,
or is neutral towards it, hence being a three way
classification problem. MultiNLI (Williams et al.,
2018) corpus which is available in English is used
as training set, and dev and validation sets are
obtained by manually translating crowd sourced
English sentences for the task into 14 other lan-
guages (Arabic, Bulgarian, German, Greek, Span-
ish, French, Hindi, Russian, Swahili, Thai, Turkish,
Urdu, Vietnamese and Chinese.)

4https://github.com/facebookresearch/XNLI

2. XCOPA> (Ponti et al., 2020) is a multilingual
benchmark for causal commonsense reasoning. It
was obtained by extending the dev and test sets of
Choice of Plausible Alternatives (COPA)® (Roem-
mele et al., 2011) dataset to 11 typologically di-
verse languages. The task here is, given a premise
and two alternatives, predict which alternative has
a causal relationship with the premise. The origi-
nal COPA dataset has only 400 training examples
in English, hence it is common to first train the
model on Social-IQA (SIQA)’ (Sap et al., 2019)
dataset (which has around 33k training examples),
and then fine-tune it on COPA, and that’s the strat-
egy we adopt in our experiments. SIQA is similar
to COPA but the questions or premise are defined
in such a way that the possible answers have social
implications, and instead of two alternatives it has
three. Out of the 11 supported languages we ex-
periment with 9 languages, ignoring Quechua and
Haitian Creole as both mBERT and XLM-R were
not pre-trained on these languages, leaving us with
Greek, Indonesian, Italian, Swahili, Tamil, Thai,
Turkish, Vietnamese and Chinese.

3. MARC? (Keung et al., 2020) is the multilingual
Amazon product reviews corpus. We are given
title, body and category of the review and the task
is to predict the corresponding rating from 1 to
5. The corpus contains train, dev and test sets
in six high resource languages: English, German,
Spanish, French, Japanese and Chinese. In our
experiments we only fine-tune using title and body
text and ignore the category information.

4. PAWS-X’ (Yang et al., 2019) is an adversar-
ial dataset for multilingual paraphrase detection.
It was adapted from PAWS dataset (Zhang et al.,
2019) by manually translating the dev and test
sets in English to six high resource languages
(French, German, Spanish, Chinese, Japanese and
Korean). The task is, given a pair of sentences pre-
dict whether the two are paraphrases of each other.
For training the original English PAWS dataset is
used.

The statistics of all these datasets are provided
in Table 5

5https://huggingface.co/datasets/xcopa
https://huggingface.co/datasets/super_glue
7https://huggingface.co/datasets/social_i_qa
8https://registry.opendata.aws/
amazon-reviews-ml/
9https://huggingface.co/datasets/paws—x
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A.3 Detailed Experimental Setup

For fine-tuning the model we do a grid search over
the learning rate([le-5, 3e-5, 5e-6, 7e-6]) and the
number of epochs ([1, 3, 4, 5]), run each setting for
3 random seeds (1, 11 and 22) and select the best
hyper-parameter set corresponding to the average
dev accuracy on English data '°. The final set of
hyperparameters used for each dataset and MMLM
are provided in Table 4. Apart from these we use
a batch size of 8 in all experiments. We use Adam
optimizer (Kingma and Ba, 2015) to train all of
our models and LBFGS to learn the temperature
parameter while performing temperature scaling.

For computing ECE values for different tasks
and languages we use M = 10 i.e. 10 buckets. For
label smoothing we set the smoothing parameter
a = 0.1 in all experiments and initialize the tem-
perature 7' = 1.5 while doing temperature scaling.
For few-shot cases we use min(2500, |Dyq(t,1)|)
examples, where | D, (t,[)| denotes the number
of dev examples available in task t for language I,
and use that to perform continued fine-tuning or
temperature scaling.

All the experiments were run on NVIDIA V100
and P100 GPUs with 32GB and 16GB memory re-
spectively. We use pre-trained models available in
Hugging Face’s Transformers library (Wolf et al.,
2020). For computing the calibration errors as well
as plotting the reliability diagrams we use the open
source tool Calibration Framework!!. To encour-
age the research in this area we will make our code
public.

For XCOPA we did use dev data in all languages for
model selection as we saw performance in English data to
not necessarily correlate well with performance on other lan-
guages.

"https://github.com/fabiankueppers/
calibration-framework
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Dataset MMLM Learning Rate Epochs Few-Shot Few-Shot
Learning Epochs

Rate
XLM-R 7e-6 3 5e-06 2
XNLL - \BERT  3e-5 3 3e-5 i
XCOPA XLM-R 5e-6 (for SIQA) & 4 (for S-IQA) & le-5 1
5e-6 (for COPA) 10 (for COPA)
mBERT le-5 (for S-IQA) & 3 (for SIQA) &  3e-5 10
3e-5 (for COPA) 10 (for COPA)
XLM-R Se-6 3 Se-6 1
MARC " BERT  5e6 3 5e-6 1
XLM-R Te-6 3 3e-5 1
PAWS-X 1\BERT  1les 3 3e-5 1
Table 4: Final list of hyperparameters used for reporting results.
Dataset Number of Number  Training Size Dev Size Test Size
Languages  of Labels
XNLI (sub-sampled) 15 3 40000 2500 2500
XCOPA 9 2 33410 (S-IQA) 100 400
+ 500 (COPA)
MARC (sub-sampled) 6 5 40000 2500 5000
PAWS-X 7 2 50000 2000 2000

Table 5: Dataset statistics for the 4 multilingual classification tasks that we study in our experiments. We use
sub-sampled versions of XNLI and MARC and only use the first 40k examples in their training sets to reduce the
compute overhead and making the scale of training data consistent across all the tasks. For completeness we also
run some preliminary experiments with using the entire data for fine-tuning XNLI and present the calibration errors
in Figure 2.

MMLM = mBERT MMLM = XLM-R
0.4+ 4
0.3 4
6 train_size
* 024 ] W 40000
302702
0.1+ -
0.0- -
ar bg de el en es fr hi ru sw th tr ur vi zh ar bg de el en es fr hi ru sw th tr ur vi zh
lang lang

Figure 2: Out-of-Box Calibration Errors (ECE) for XLMR and mBERT trained on XNLI with 40k samples
(sub-sampled) and 392k samples(full data). Even though the calibration is better with using the entire data for
training, the observed patterns about the models being mis-calibrated on languages other than English, especially
low resource languages like Swabhili, Thai and Urdu still hold true.
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Dataset SIZE SYN SWO
XNLI -0.4 -0.38 -0.41
XNLI (wo th) -0.86 -0.88 -0.78
XCOPA -0.14 -0.22 0.07
MARC -0.5 -0.69 -0.86
PAWS-X -0.91 -0.91 -0.98

Table 6: Pearson correlation coefficient between the
Expected Calibration Error (ECE) and SIZE, SYN, and
SWO features of different languages in the test set for
mBERT

XLMR
0.074 —o— Self-TS
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0.06 ’\
L
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I — .
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mBERT
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Figure 3: Variation in ECE as we use more and more
data for calibrating using Self-TS method across lan-
guages for XNLI dataset. As can be seen 500 samples
are sufficient to obtain low calibration errors.
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Figure 4: Visualizing the correlations of ECE with SIZE,
SYN and SWO for XLMR fine-tuned on XNLI.
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Dataset MMLM Zero-Shot Calibration Few-Shot Calibration

OOB TS LS TS+LS  Self-TS  Self-TS+LS FSL FSL +LS
MARC XLM-R 965 422t 793 445 3.55 3.36 2517 258
mBERT  11.11 6.14 5.96 4.46" 4.62 471 2.12% 3.01
3 t . . ] ]
paws.x XLM-R 428 2.29 3.37 4.44

mBERT 1033  5.64 5.58 5.36" - - - -

Table 7: Calibration Errors for MARC and PAWS-X tasks for XLM-R and mBERT on using different methods
for calibration. For PAWS-X we only report numbers for Zero-Shot methods as the dev data and test data of the
benchmark have sentences in common (even though the pairs are unique), hence we avoid using dev examples as
few-shot in this case.

Dataset MMLM Zero-Shot Calibration Few-Shot Calibration
OOB TS LS TS +LS Self-TS Self-TS+LS FSL FSL +LS
XNLI XLM-R 74.9 74.9 74.6 74.6 74.9 74.6 79.4 79.3
mBERT 56.7 56.7 57.5 57.5 56.7 57.5 60.6 61.2
XCOPA XLM-R 74.3 74.3 75.1 75.1 74.3 75.1 67.2 69.5
mBERT 54.5 54.5 54.4 54.4 54.5 54.4 53.0 52.9
MARC XLM-R 57.7 57.7 57.6 57.6 57.7 57.6 594 59
mBERT 429 429 42.6 42.6 429 42.6 49.6 49.2
PAWS-X XLM-R 76.1 76.1 75.6 75.6 - - - -

mBERT 80.4 80.4 81.1 81.1 - - - -

Table 8: Accuracy (B [Accuracy(l)]) for XLM-R and mBERT on using different methods for calibration. Similar
to Table 7, here again we skip few-shot calibration for PAWS-X due to the possible data leakage.
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Method ECE(en) FE [ECE(l)] maxECE(l)
lec’ leL’

Zero-Shot Calibration

OOB 7.32 13.34 19.07

TS 2.02 6.74 11.81

LS 3.2 6.93 12.1

TS + LS 4.1 49 9.35
Few-Shot Calibration

Self-TS 2.02 5.41 9.7

Self-TS+LS 4.1 4.05 4.64

FSL 7.32 7.67 9.23

FSL + LS 3.2 4.37 5.73

(a) Detailed results on XNLI with XLMR

Method ECE(en) E [ECE(l)] maxECE(l)
lec’ lec’

Zero-Shot Calibration

OOB 14.54 20.01 29.33

TS 12.31 15.95 24.04

LS 9.66 5.47 9.42

TS + LS 8.98 4.52 7.2
Few-Shot Calibration

Self-TS 12.31 16.02 24.02

Self-TS+LS  8.98 4.06 5.36

FSL 14.54 8.93 14.92

FSL + LS 9.66 4.4 5.74

(c) Detailed results on XCOPA with XLMR

Method ECE(en) E [ECE(l)] maxECE(l)
lec’ lec’

Zero-Shot Calibration

OOB 7.15 9.65 13.45

TS 2.75 4.22 5.8

LS 5.36 7.93 10.66

TS + LS 3.39 4.55 6.33
Few-Shot Calibration

Self-TS 2.75 3.56 4.1

Self-TS+LS 3.39 3.36 3.64

FSL 7.15 2.51 3.51

FSL + LS 5.36 2.59 3.28

(e) Detailed results on MARC with XLMR

Method ECE(en) E [ECE(l)] maxECE(l)
lec’ lec’
Zero-Shot Calibration
OOB 1.93 4.28 5.88
TS 0.81 2.29 3.39
LS 4.83 3.37 3.85
TS + LS 6.30 4.44 5.07

(g) Detailed results on PAWS-X with XLMR

Method ECE(en) E [ECE(l)] maxECE(])
lec’ ler’

Zero-Shot Calibration

OOB 5.44 12.34 45.15

TS 2.51 6.29 37.25

LS 4.51 10.42 38.36

TS + LS 2.61 6.71 30.51
Few-Shot Calibration

Self-TS 2.51 4.77 29.82

Self-TS+LS 2.61 4.7 23.23

FSL 5.44 3.14 4.28

FSL + LS 2.61 2.55 4.26

(b) Detailed results on XNLI with mBERT

Method ECE(en) E [ECE(l)] maxECE(])
lec’ leL’

Zero-Shot Calibration

OOB 23.4 23.51 29.02

TS 21.76 20.02 23.99

LS 15.85 12.41 15.87

TS +LS 11.28 6.77 8.93
Few-Shot Calibration

Self-TS 21.76 20.1 24.12

Self-TS+LS 11.28 6.89 9.01

FSL 23.4 3.75 10.5

FSL + LS 15.85 3.54 6.65

(d) Detailed results on XCOPA with mBERT

Method ECE(en) E [ECE(l)] maxECE(])
lec’ leL’
Zero-Shot Calibration
OOB 9.38 11.1 17.3
TS 3.56 6.14 10.9
LS 5.19 5.96 12.9
TS + LS 3.70 4.47 10.1
Few-Shot Calibration
Self-TS 3.56 4.62 8.34
Self-TS+LS 3.70 4.71 7.50
FSL 9.38 2.12 3.45
FSL + LS 5.19 3.02 4.24

(f) Detailed results on MARC with mBERT

Method ECE(en) E [ECE(])] maxECE(l)
lecL’ lec’
Zero-Shot Calibration
OOB 3.57 10.3 15.6
TS 0.99 5.64 9.80
LS 3.35 5.57 8.94
TS +LS 5.27 5.36 7.40

(h) Detailed results on PAWS-X with mBERT

Table 9: Detailed results on improving calibration for the 4 datasets and 2 MMLMs considered in our experiments
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