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Abstract

Despite the great progress of Visual Question
Answering (VQA), current VQA models heav-
ily rely on the superficial correlation between
the question type and its corresponding fre-
quent answers (i.e., language priors) to make
predictions, without really understanding the
input. In this work, we define the training in-
stances with the same question type but differ-
ent answers as superficially similar instances,
and attribute the language priors to the con-
fusion of VQA model on such instances. To
solve this problem, we propose a novel training
framework that explicitly encourages the VQA
model to distinguish between the superficially
similar instances. Specifically, for each training
instance, we first construct a set that contains
its superficially similar counterparts. Then we
exploit the proposed distinguishing module to
increase the distance between the instance and
its counterparts in the answer space. In this
way, the VQA model is forced to further fo-
cus on the other parts of the input beyond the
question type, which helps to overcome the lan-
guage priors. Experimental results show that
our method achieves the state-of-the-art perfor-
mance on VQA-CP v2. Codes are available at
Distinguishing-VQA.

1 Introduction

Recent years have witnessed great progress in VQA
based on deep learning. However, some researchers
reveal that most existing VQA models heavily rely
on the superficial correlation between the ques-
tion type and its corresponding frequent answers
to make predictions, instead of really understand-
ing the input (Agrawal et al., 2016, 2018; Goyal
etal., 2017; Zhang et al., 2016). For example, once
a VQA model detects that a question begins with
“how many”, it tends to blindly output the most
common answer “2” to the “how many” questions
in the training data without looking at other parts
of the input.

*Corresponding author.
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(b) Superficially similar instances in the answer space

Figure 1: (a) displays an example of superficially similar
instances, which have the same question type (“How
many”’) but different ground-truth answers (“1” and “2”).
(b) visualizes the projection of such instances in the
answer space obtained by SAN (Yang et al., 2016) and
UpDn (Anderson et al., 2018) respectively. We observe
that both models could not distinguish well between the
mixed superficially similar instances.

We argue that the language priors arise from that
the VQA model only captures the question type
and ignores other information in the input image-
question pair. On the one hand, the datasets which
they are built upon are usually biased. For the ques-
tions of the same question type, the distribution
of answers is severely biased to some frequent an-
swers. On the other hand, deep learning methods
tend to memorize some simple and salient patterns
(e.g., frequency) in the training data, and easily
exploit a shortcut to make predictions. Therefore,
given an instance for testing, they prefer to directly
look at the question type and leverage the superfi-
cial correlation rather than also analyze other infor-
mation and further understand the whole input.

For solving the above problem, we introduce
the concept of superficially similar instances, and
propose to overcome the language priors via dis-
tinguishing between such instances. As shown in
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Figure 1a, the superficially similar instances refer
to the instances that have the same question type
but different answers. By distinguishing such in-
stances, the VQA model is forced to focus on other
information besides the question type in the input
image-question pair when making predictions.

Unfortunately, it is not trivial to perform the dis-
tinguishing task, since a classical VQA paradigm
does not have such a mechanism to support this.
Given a training instance, the paradigm usually
adopts the (binary) cross-entropy loss to reduce the
distance between the projection of image-question
pair in the answer space and the ground-truth, with-
out explicitly encouraging the differentiation of
superficially similar instances. As shown in Figure
1b, the superficially similar instances are mixed up
in the answer space, which indicates that both two
widely-used VQA models (Anderson et al., 2018;
Yang et al., 2016) could not distinguish between
them well.

In this work, we propose a novel training frame-
work that explicitly encourages the VQA model
to distinguish between the superficially similar in-
stances. Specifically, for each training instance,
we first construct a superficially similar set. The
set consists of two kinds of superficially similar
counterparts for the instance, which are collected
in different ways and complement each other. Then
we exploit the designed distinguishing module to in-
crease the distance between a training instance and
its superficially similar counterparts in the answer
space. Given a training instance, the distinguishing
module urges the VQA model to give a higher prob-
ability on its ground-truth answer to itself than its
superficially similar counterparts. Finally, consid-
ering the cost of time and space, we implement our
method in a resource-efficient way by manipulating
the high-level features to construct the superficially
similar set and sampling from the set.

In summary, the main contributions of this paper
are as follows:

* We are the first to introduce the concept of
superficially similar instances and analyze the
problem of language priors from this perspec-
tive. We also provide two different ways to
collect superficially similar counterparts for a
given instance.

* We propose a distinguishing module to explic-
itly encourage the differentiation between a
training instance and its superficially similar

counterparts, which forces the VQA model to
further focus on other information in the input
besides the question type.

* Extensive experimental results demonstrate
our approach successfully alleviates the lan-
guage priors and really understands the input.
Our method achieves the state-of-the-art re-
sults on the benchmark dataset VQA-CP v2,
while maintaining competitive performance
on the standard VQA v2 dataset.

2 Related Works

Despite the great progress in visual question an-
swering(Anderson et al., 2018; Yang et al., 2016),
some researchers observe that most existing VQA
models heavily rely on the language priors to make
decisions (Agrawal et al., 2016; Goyal et al., 2017
Zhang et al., 2016). Recently, Agrawal et al. (2018)
propose a new split of the VQA v1 and VQA v2
datasets (VQA-CP vl and VQA-CP v2 respec-
tively), which makes the answer distribution of
each question type different between the train and
test splits. They find that the performance of exist-
ing VQA models drops significantly on their new
splits compared to the original splits. This fully
demonstrates the necessity of overcoming the lan-
guage priors in VQA.

Previous works on overcoming the language pri-
ors in VQA, which is called debiasing VQA meth-
ods, can be roughly divided into four categories.

Methods modifying model architecture. They
usually design a specific model architecture to de-
compose the process of VQA into several steps. For
instance, Agrawal et al. (2018) propose a Grounded
Visual Question Answering (GVQA) model to dis-
entangle the recognition of visual concepts from
the identification of plausible answers. Similarly,
Jing et al. (2020) leverage the decomposed linguis-
tic representations of different kinds of information
in the question to decouple the discovery and veri-
fication of visual concepts.

Methods strengthening visual attention. They
usually leverage the human explanations (e.g., at-
tention maps) to identify the important regions that
are needed to answer the question correctly, and
train a VQA model to focus on them. Selvaraju
et al. (2019) optimize the alignment between the
human attention maps and the gradient-based im-
portance of image regions from the VQA model.
Wu and Mooney (2019) criticize the sensitivity of
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incorrect answers to the important regions that are
identified based on human explanations.

Methods reducing unimodal bias. They usu-
ally capture the unimodal biases from the language
side with a question-only model, and propose strate-
gies to reduce them. Ramakrishnan et al. (2018)
train a VQA model and a question-only model that
shares the same question encoder in an adversar-
ial way. Cadene et al. (2019) generate a 0-1 mask
from the question-only model to modify the pre-
dictions of the VQA model, which modulates the
importance of training instances with different lev-
els of biases. Moreover, Clark et al. (2019) train
an ensemble of a VQA model and a pretrained
question-only model, which prevents the VQA
model from predicting answers in the way learned
by the question-only model. Han et al. (2021) cap-
ture different biases with multiple biased models
in an ensemble manner, and reduce them step by
step. Recently, some works also try to reduce the
unimodal bias from a cause-effect perspective (Niu
etal., 2021; Niu and Zhang, 2021).

Methods balancing the dataset. They usually
make efforts to balance the dataset before train-
ing, which reduces the bias of the dataset itself.
Zhu et al. (2020) propose to balance the biased
data without external annotations, and introduces
an auxiliary task upon the balanced data to over-
come the language priors. Additionally, Chen et al.
(2020) propose the CSS method to synthesize nu-
merous counterfactual samples by masking critical
objects in images or words in questions, and trains
the VQA model on them to improve its visual-
explainable and question-sensitive ability. More-
over, Liang et al. (2020) further improve the CSS
method with a contrastive learning strategy.

Our approach shares the similar spirit with the
methods balancing the dataset. However, previous
works in this category only manipulate a single
instance in different ways for data generation, while
our method also considers the relationship between
different instances in the dataset. And the proposed
concept supeftficially similar instances in this work
is more general with wider coverage.

3 Methodology

The whole framework of our method is depicted
in Figure 2. In the training phase, we optimize the
whole framework with the loss £, of a classical
VQA paradigm and the proposed distinguishing
loss L4;s in a multi-task manner, and the total loss
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Figure 2: The framework of our method. The pink
part at the bottom shows the addition of our method
compared to a classical VQA paradigm.

L is defined as follows:
/-::)\1 'ﬁvqa+)\2'ﬁdis (1

where \; and Ao are coefficients tuning the influ-
ence of two losses. The distinguishing loss L4
explicitly encourages the model to distinguish be-
tween the superficially similar instances. In the
inference phase, we just utilize the trained VQA
model to make decisions in a classical way.

Given a training instance, we compute its distin-
guishing loss Ly, in two steps. First, we offline
construct a superficially similar set for the instance,
which consists of its superficially similar counter-
parts. Second, when online training, we input the
given instance with its superficially similar set into
the VQA model, and further exploit the distinguish-
ing module to compute L ;.

3.1 Classical VQA Paradigm

Given a VQA dataset D = {(v;,q;,a;)}Y, in
which each instance is a triplet of an image v; € V,
a question ¢; € Q, and the corresponding answer
a; € RMI a VQA paradigm typically learns a
mapping from an image-question pair to its answer
F:V x Q@ — RMI where A is the set of possible
answers and each dimension of a; represents the
confidence score of an answer in A. The VQA
paradigm can be instantiated with various models
(e.g., the UpDn model (Anderson et al., 2018)).

We follow the common formulation of the VQA
task, which considers it as a multi-label clas-
sification problem. Given a training instance
(vi, gi,a;) € D, the VQA model takes the image-
question pair (v;, ¢;) as input, and output a vector
of probabilities p; € R4l over the answer set:

pi = o(F(vi, ¢i)), 2
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where o(-) denotes the sigmoid function. The
training objective is to minimize the binary cross-
entropy loss between p; and a; for all instances in
the dataset D:

1 N A
Loga = N g ; a;k - logpig 3)
k) -

log(l - pzk))

/\

The classical training objective only forces p; to
approach a;, but does not explicitly encourage the
differentiation of superficially similar instances in
the answer space.

3.2 Superficially Similar Set

Before the VQA model learns to distinguish be-
tween superficially similar instances, we first con-
struct a superficially similar set S for each training
instance in the dataset D. The set S is composed
of two kinds of superficially similar counterparts
for a given instance.

Real counterparts. For the first kind, we di-
rectly select the existing instances in the training
data with the same question type as the given in-
stance but different answers, which we call real
counterparts.

Synthetic counterparts. However, since the
size of training data is limited, the real counterparts
may be not sufficient for a VQA model to acquire
satisfactory distinguishing ability. Therefore, we
introduce the second kind of superficially similar
counterparts as the complement, inspired by the
previous work (Zhu et al., 2020). We randomly
select images from the training data, and combine
them with the question of the given instance to
construct new instances, which we call synthetic
counterparts. Obviously, these new instances and
the given instance have the same question type
(their questions are the same) but different answers!
(their images are different). In this way, we can
obtain much more superficially similar counterparts
than the real counterparts.

Set construction. The construction process
of S is elaborated in Algorithm 1, which is au-
tomatic and requires no additional annotation.
Given a training instance (v;,q;,a;) € D, we
sequentially process all other training instances
{(vj,qj,0a;)j+i € D} in two steps. First, we com-
bine ¢; with v; to generate a synthetic counterpart

"We ignore the rare case that the randomly selected image
coincides with the information needed to get the same answer.

Algorithm 1 Superficially Similar Set Construction

Input: The VQA dataset D; An instance (vs, gi,a;) € D
Output: The superficially similar set S of (v;, ¢;, a;)

1: initialize an empty set S

2: for each training instance (v;, g, a;);j2: € D do

add (vj, ¢;) into S

4:  if type(q:) = type(q;) then
5 m < argmax;c 4 il
6: N 4— argmax;c 4 a;i
7: if m # n then
8

9

add (vj, ¢;) into S
: return S

superficially similar counterpart (vj,¢;), which
have the same question type with ¢; but cannot
be answered by a;. Second, if the questions ¢;, g;
have the same question type and the correspond-
ing answers a;, a; are different, we also obtain a
superficially similar real counterparts (vj, g;).

3.3 Distinguishing Module

Once the superficially similar set of the training
instance is constructed, we exploit the distinguish-
ing module to explicitly encourage the distinction
between the training instance and its superficially
similar counterparts. Specifically, given a training
instance (v;, ¢;, a;) € D with its superficially simi-
lar set S, we first input them into the VQA model
to get their projection in the answer space, i.e., a
vector of probabilities p; € RMI and a set of such
vectors {p; } respectively. Next, the distinguishing
module tries to increase the distance between p;
and each element p; in {p;}.

A naive solution is to directly increase the Eu-
clidean distance between the two vectors p; and
p;j. However, this is unreasonable in two folds.
First, the direction along which the distance in-
creases should be constrained. As p; keeps moving
away from p; in the answer space, the value of its
dimension corresponding with the ground-truth an-
swer should increase simultaneously, which guaran-
tees that the question g; can be answered correctly
when the distance increases. Second, it doesn’t
make sense to increase the distance between p;
and p; along other dimensions except the ones cor-
responding with their ground-truth answers. For
example, if the answers to a training instance and
its superficially similar counterpart is “2” and “3”
respectively, it is meaningless to compare these two
instances on other dimensions such as “yes”, “red”.

Distinguishing loss. Considering the above two
constraints, we design the distinguishing loss in
Equation 4. For each training instance (v;, ;, a;),

5724



the VQA model is encouraged to give higher prob-
ability on its ground-truth answer to itself than its
superficially similar counterpart, and vice versa:

N
Edis =

1
- N Z Z(Ioga(pim - pjm) (4)

=1 7
+ loga (pjn — pin));

where m, n are the ground-truth answer of
(vi, gi, a;) and that of its superficially similar coun-
terpart respectively. This training objective satisfies
the mentioned two constraints. First, the direction
of increasing the distance complies with the goal
of answering the question correctly, e.g., the value
of p;m, gets larger progressively. Second, the dis-
tance between p; and p; increases only along the
dimensions corresponding with their ground-truth
answers, e.g., raising the value of (p;, — pjm) only
increases the distance between p; and p; along the
m-th dimension.

Note that the superficially similar relationship
is symmetrical. The training instance (v;, g;, a;) is
also the superficially similar counterpart of each
instance in S. Therefore, for the real counterparts
from the dataset D, the second term logo (pjn —pin)
in Equation 4 can be omitted, since it has been
included in L 4. On the other hand, the synthetic
counterparts usually have no meaningful answer
to define the second term. Thus we can simplify
Equation 4 to:

N
1
Lais = =5 Z} ? 1080 (Pim — Pjm)-  (5)

Modulating factor. However, we observe that
the improvement of performance is limited if we
train the VQA model as Equation 5. We deduce that
this is mainly because we treat each superficially
similar counterpart equally and do not distinguish
between hard and easy ones. More specifically,
the superficially similar counterparts which yield
a larger pj,, are more difficult to distinguish from
the training instance (v;, g;, a;), and should be pe-
nalized more in L4. Therefore, inspired by the
work (Lin et al., 2017), we finally define the distin-
guishing loss as follows:

N
1
Liis = N E § Pjm - 1080 (Dim — Pjm), (6)
=1 3

where we add pj,, as a modulating factor. Conse-
quently, L4;s will focus more on the hard superfi-
cially similar counterparts with larger p;,, than the
easy ones.

3.4 Resource-Efficient Implementation

For the implementation of the proposed framework,
we need to consider the efficiency of both time and
space. On the one hand, given a batch of train-
ing data, it is time-consuming to run two respec-
tive passes in the VQA model to compute L4,
and Lg;s. In practice, we only run one pass to ex-
tract the high-level features from a batch of image-
question pairs, and share them during the compu-
tation of L4, and Lg4;s. On the other hand, for a
training instance, the GPU memory is always too
limited to accommodate all the instances in its su-
perficially similar set S. In practice, we randomly
sample N the real counterparts and N> the syn-
thetic counterparts from the intersection of S and
the current batch of data when online training. Note
that the sampling process is also at the feature level
and the time cost is negligible. The selection of N
and N, is discussed in Section 4.5.

4 Experiments

4.1 Experimental Setup

Datasets and evaluation. We evaluate the perfor-
mance of the proposed method on the benchmark
dataset VQA-CP v2 (Agrawal et al., 2018). For
completeness, we also evaluate our method on the
standard VQA v2(Goyal et al., 2017). We use the
standard VQA accuracy as the evaluation metric.

Implementation details. We employ the UpDn
model (Anderson et al., 2018) as the base archi-
tecture of our approach. The coefficient A\; and
Az are set to 0.05 and 0.6 respectively. The values
of N1 and Ny are both set to 1. Additionally, we
categorize the questions into 65 question types as
in VQA v2 (Goyal et al., 2017).

4.2 Quantitative Analysis

Baselines. We compare the proposed method
UpDn+DM with two classical methods SAN (Yang
et al., 2016) and UpDn (Anderson et al., 2018),
and other debiasing methods?: (1) single-model
methods: GVQA (Agrawal et al., 2018), AdvReg
(Ramakrishnan et al., 2018), RUBI (Cadene et al.,
2019), HINT (Selvaraju et al., 2019), SCR (Wu
and Mooney, 2019), DLR (Jing et al., 2020), SSL

“Methods designed to overcome language priors.
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VQA-CP v2 test set

VQA v2 val set

Model Overall  Yes/No Num Other Overall  Yes/No Num Other
classical methods

SAN 24.96 38.35 11.14 21.74 52.02 68.89 34.55 43.80
UpDn 39.74 42.27 11.93 46.05 63.48 81.18 42.14 55.66
single-model debiasing methods

GVQA 31.30 57.99 13.68 22.14 48.24 72.03 31.17 34.65
AdvReg 41.17 65.49 15.48 35.48 62.75 79.84 42.35 55.16
RUBI 47.11 68.65 20.28 43.18 61.16 - - -
HINT 46.73 67.27 10.61 45.88 63.38 81.18 42.99 55.56
SCR 49.45 72.36 10.93 48.02 62.20 78.80 41.60 54.50
DLR 48.87 70.99 18.72 45.57 57.96 76.82 39.33 48.54
SSL 57.59 86.53 29.87 50.03 63.73 - - -
Re-scaling 47.09 68.42 21.71 42.88 55.50 64.22 39.61 53.09
CF-VQA 53.55 91.15 13.03 44.97 63.54 82.51 43.96 54.30
UpDn+DM (Ours)  61.13%017 88134031 4598+063 51 13+0.04 3 534009 g1 9021 39 61£024 56 5240.05
ensemble debiasing methods

LMH 52.45 69.81 44.46 45.54 61.64 77.85 40.03 55.04
CSS 58.95 84.37 49.42 48.21 59.91 73.25 39.77 55.11
CSS+CL 59.18 86.99 49.89 47.16 57.29 67.27 38.40 54.71
CSS+LMH+Re-scaling ~ 56.55 83.95 47.81 44.59 55.96 70.52 33.56 50.83
GGE-DQ-tog 57.32 87.04 27.75 49.59 59.11 73.27 39.99 54.39
CSS+IntroD 60.17 89.17 46.91 48.62 62.57 78.57 41.42 56.00

Table 1: Performance (%) on VQA-CP v2 test set and VQA v2 val set. For fairness, we mainly compare our
approach with single-model methods, and highlight the obtained best and second best results in each column. We
report the average with the standard variation of results with 5 random seeds.

(Zhu et al., 2020), Re-scaling (Guo et al., 2021),
CF-VQA (Niu et al., 2021); (2) ensemble methods:
LMH (Clark et al., 2019), CSS (Chen et al., 2020),
CSS+CL (Liang et al., 2020), CSS+LMH+Re-
scaling (Guo et al., 2021), GGE-DQ-tog (Han et al.,
2021), CSS+IntroD (Niu and Zhang, 2021). How-
ever, the latter methods are based on stronger en-
semble architecture. For fairness, we mainly com-
pare with single-model methods.

Performance on VQA-CP v2 test set. The re-
sults on VQA-CP v2 are reported in Table 1. First,
we observe that our approach outperforms classical
methods by a large margin. Second, our method
performs best among single-model methods on
the accuracies of “Overall”, “Yes/No” and “Other”
categories, and second-best on the accuracy of
"Yes/No". Moreover, even compared with stronger
ensemble methods, our method also achieves com-
petitive results. For example, our method outper-
forms the second-best single-model method SSL
by 3.54% and the best ensemble-model method
CSS-IntroD by 0.96% on the overall accuracy. It
demonstrates the effectiveness of our approach at
overcoming language priors.

Performance on VQA v2 val set. The results
on VQA v2 val set are reported in Table 1. The
debiasing VQA methods usually lead to a decline
in the performance over VQA v2 val set, since they
tend to penalize the superficial correlation exces-
sively and over-correct the language priors. It is
worth noting that our method maintains the com-
petitive performance on VQA v2 with significant
improvement on VQA-CP v2, which indicates the
robustness of our method.

4.3 Qualitative Analysis

Qualitative examples. We display qualitative ex-
amples in Figure 3 to compare our method with
its base model UpDn. We observe that UpDn+DM
predicts the correct answers while UpDn does not,
which shows the effectiveness of our method. For
example, as shown in Figure 4b, "white" is the most
frequent answer in the training set with respect to
the question type "what color is the". While UpDn
utilizes the language priors to locate the first man
with a "white" shirt by mistake, our method is able
to capture the right region "the last man’s pants"
in the question and find the corresponding region
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What color is the last man pants? Is this picture in color?
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UpDn+DM (Ours): yes

GT: gray UpDn: white x

UpDn+DM (Ours): gray

GT: yes

UpDn: no x

How many plugins are being used? Is this kitchen a bit messy?

UpDn: 3 X UpDn+DM (Ours): 1 GT: yes UpDn: no x

UpDn+DM (Ours): yes

Figure 3: Qualitative examples in VQA-CP v2 test set. We display the ground-truth answer and predicted answers
from UpDn and our method respectively. The best scoring region in the attention map when the model makes the
prediction is highlighted in the image.
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(a) question type: “how many” (b) question type: “what color is the” (c) question type: “is this”

Figure 4: The answer distributions in percentage (%) of specific question types on VQA-CP v2 dataset. For each
question type, we display the answer distributions for the ground-truth answers from the training set (“train-gt”), the
baseline UpDn evaluated on the test set (“UpDn”), our method UpDn+DM evaluated on the test set (“UpDn+DM”)
and the ground-truth answers from the test set (“test-gt”). Note that for readability, we only display the most frequent
answers of the question type in VQA-CP v2 dataset and omit the others.
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Figure 5: Visualization of the distance between superfi-
cially similar instances in the answer space using t-SNE.
Each point denotes an instance with the same question
type “how many”. Different colors denote different
ground-truth answers.

in the image to make the right prediction. This
indicates that our method can reduce the language
priors, and make predictions by understanding the
critical parts in the image-question pairs.

Answer distribution. To intuitively understand
that our method overcomes the language priors
effectively, we compare the answer distributions
of some specific question types on VQA-CP v2
dataset in Figure 4. We observe that the answer dis-
tribution of our method UpDn+DM is much closer
to that of ground-truth answers from the test set

than the baseline UpDn, while the answer distribu-
tion of UpDn mimics that of ground-truth answers
from the training set to a greater extent. It indi-
cates that UpDn+DM does not rely on the language
priors in the training set that UpDn suffers from,
but really understands the input to give answers on
the test set. For instance, in the question type “is
this”, “yes” makes the majority of answers given
by UpDn+DM, as ground-truth answers from the
test set; while UpDn mostly outputs the answer
“no”, as ground-truth answers from the training set.

Distance in the answer space. As shown in
Figure 5, we also visualize the distance between
superficially similar instances in the answer space
with t-SNE. We observe that with our method, su-
perficially similar instances with the same question
type and different ground-truth are separated more
clearly in the answer space. It intuitively verifies
that our approach successfully teaches the VQA
model to distinguish between the superficially sim-
ilar instances. To complement the t-SNE visual-
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Model Overall Yes/No Num Other
Model Ablation
Ours w/o DM 41.44 43.10 13.24 48.30
Ours w/o MF  44.62 48.73 14.46 50.74
Data Ablation
Ours w/o SC  42.58 4337 15.32 49.64
Ours w/o RC  60.47 89.19 39.39 51.21
Ours 61.13 88.13 45.98 51.13

Table 2: Accuracies (%) on VQA-CP v2 test set. "Ours
w/o DM" denotes our model variant without the distin-
guishing module. "Ours w/o MF" denotes our model
variant without the modulating factor p;,, in Equation
6. "Ours w/o SC" and "Ours w/o RC" denote our model
without using the synthetic counterparts and the real
counterparts for training, respectively.

Model Overall Yes/No Num Other

SANT 28,60 37.64 11.51 28.54
+DM 3498 50.89 17.75 31.37
UpDn' 4144 43.10 13.24 48.30
+DM  61.13 88.13 4598 51.13

Table 3: Accuracies (%) on VQA-CP v2 test set based
on the architecture of SAN and UpDn model." repre-
sents re-implementation results.

ization, we also compute inter-class and intra-class
Euclidean distances on answer classes with the
same question type. The results for UpDn are 0.47
(intra-class distance in blue), 0.40 (intra-class dis-
tance in red), 0.52 (inter-class distance), and that
for UpDn+DM are 0.32, 0.33, 0.50 respectively. It
further demonstrates that our method’s remarkable
distinguishing ability is achieved by compressing
the distance between intra-class data points.

4.4 Ablation Study

Model ablation. In the first part of Table 2, we
compare our method with its variant without the
whole distinguishing module and the variant with-
out the modulating factor p;,, in Equation 6. We
observe that the model performance drops violently
if we remove the whole distinguishing module or
the modulating factor, which demonstrates that
both of them are indispensable.

Data ablation. As shown in the second part
of Table 2, we observe that both the real counter-
parts and synthetic counterparts contribute to the
improvement, and the synthetic kind contributes
much more. This is reasonable since the real coun-
terparts are far less than the synthetic counterparts

N1 No Overall Yes/No Num Other
1 1 61.17 88.15 46.08 51.16
1 2 61.20 88.55 45.82 51.08
2 1 60.91 88.18 45.28 50.91
1 3 61.22 88.35 46.21 51.13
3 1 60.94 88.05 45.56 50.96
Average  61.09*%7  88.26*%  4579*03% 51,051

Table 4: Accuracies (%) on VQA-CP v2 test set with
different N7 and Ns.
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Figure 6: Overall accuracy (%) on VQA-CP v2 train-
ing/test set when Ap/)\; varies.

in both quantity and diversity. The real counter-
parts only come from the VQA dataset itself with
a limited size; while within the synthetic counter-
parts, a question can be combined with different
images in different batches, which yields a large
amount of diverse superficially similar instances.

4.5 Discussion

Model generalizability. We further conduct ex-
periments on different base models to validate
the generalizability of our model. Besides the
UpDn model, we also apply our method to the
base model Stack Attention Networks (SAN) (Yang
et al., 2016). As shown in Table 3, SAN+DM also
achieves significant improvement in the accuracies
of all categories compared to the original SAN,
which shows our method can be generalized to
other model architectures.

Varying N; and Ns. To investigate the influ-
ence of the sampled number of superficially similar
counterparts in the resource-efficient implementa-
tion, we fix N1 = 1 or Ny = 1 and vary the other
from 1 to 3. As shown in Table 4, the results are
stable with different N; and No. We set both pa-
rameters as 1 as default.

Tuning the influence of L£;;;. We adjust the
ratio A2 /A1 to tune the influence of Ly;5. The re-
sults are shown in Figure 6. As the ratio of L
increases, the performance on the training set drops
constantly, which demonstrates the model is less
dependent on language priors to make predictions.
Moreover, the performance on the test set first in-
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creases in the range of small A\y/\; values, and
then decreases when A becomes too large. We de-
duce that if the ratio is too large, the influence of
L4;s would overwhelmingly exceed that of L4,
and make the VQA model underfit. Overall, we
should set A\2/A; in a reasonable range to alleviate
language priors as well as prevent underfit.

5 Conclusion

In this paper, we introduce the concept superfi-
cially similar instances and propose a novel training
framework for overcoming language priors by ex-
plicitly encouraging the VQA model to distinguish
between such instances. Extensive experiments
show that our approach achieves the state-of-the-art
results on VQA-CP v2, while maintaining compet-
itive performance on VQA v2. Qualitative analysis
also demonstrates that our method alleviates the
language priors effectively and really understands
the input.
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