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Abstract

We explore the task of predicting the lead-
ing political ideology or bias of news articles.
First, we collect and release a large dataset of
34,737 articles that were manually annotated
for political ideology —left, center, or right—,
which is well-balanced across both topics and
media. We further use a challenging exper-
imental setup where the test examples come
from media that were not seen during train-
ing, which prevents the model from learning
to detect the source of the target news arti-
cle instead of predicting its political ideology.
From a modeling perspective, we propose an
adversarial media adaptation, as well as a spe-
cially adapted triplet loss. We further add
background information about the source, and
we show that it is quite helpful for improv-
ing article-level prediction. Our experimental
results show very sizable improvements over
using state-of-the-art pre-trained Transformers
in this challenging setup.

1 Introduction

In any piece of news, there is a chance that the
viewpoint of its authors and of the media organiza-
tion they work for, would be reflected in the way
the story is being told. The emergence of the Web
and of social media has lead to the proliferation of
information sources, whose leading political ide-
ology or bias may not be explicit. Yet, systematic
exposure to such bias may foster intolerance as
well as ideological segregation, and ultimately it
could affect voting behavior, depending on the de-
gree and the direction of the media bias, and on the
voters’ reliance on such media (DellaVigna and Ka-
plan, 2007; Iyengar and Hahn, 2009; Saez-Trumper
et al., 2013; Graber and Dunaway, 2017). Thus,
making the general public aware, e.g., by track-
ing and exposing bias in the news is important for
a healthy public debate given the important role
media play in a democratic society.

Media bias can come in many different forms,
e.g., by omission, by over-reporting on a topic, by
cherry-picking the facts, or by using propaganda
techniques such as appealing to emotions, preju-
dices, fears, etc. (Da San Martino et al., 2019,
2020a,b) Bias can occur with respect to a spe-
cific topic, e.g., COVID-19, immigration, climate
change, gun control, etc. (Darwish et al., 2020;
Stefanov et al., 2020) It could also be more system-
atic, as part of a political ideology, which in the
Western political system is typically defined as left
vs. center vs. right political leaning.

Predicting the bias of individual news articles
can be useful in a number of scenarios. For news
media, it could be an important element of internal
quality assurance as well as of internal or external
monitoring for regulatory compliance. For news
aggregator applications, such as Google News, it
could enable balanced search, similarly to what
is found on AllSides.! For journalists, it could
enable news exploration from a left/center/right
angle. It could also be an important building block
in a system that detects bias at the level of entire
news media (Baly et al., 2018, 2019, 2020), such
as the need to offer explainability, i.e., if a website
is classified as left-leaning, the system should be
able to pinpoint specific articles that support this
decision.

In this paper, we focus on predicting the bias
of news articles as left-, center-, or right-leaning.
Previous work has focused on doing so at the level
of news media (Baly et al., 2020) or social me-
dia users (Darwish et al., 2020), but rarely at the
article level (Kulkarni et al., 2018). The scarce
article-level research has typically used distant su-
pervision, assuming that all articles from a given
medium should share its overall bias, which is not
always the case. Here, we revisit this assumption.

"http://allsides.com/
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Our contributions can be summarized as follows:

e We create a new dataset for predicting the po-
litical ideology of news articles. The dataset
is annotated at the article level and covers
a wide variety of topics, providing balanced
left/center/right perspectives for each topic.

e We develop a framework that discourages the
learning algorithm from modeling the source
instead of focusing on detecting bias in the
article. We validate this framework in an ex-
perimental setup where the test articles come
from media that were not seen at training time.
We show that adversarial media adaptation is
quite helpful in that respect, and we further
propose to use a triplet loss, which shows siz-
able improvements over state-of-the-art pre-
trained Transformers.

e We further incorporate media-level representa-
tion to provide background information about
the source, and we show that this information
is quite helpful for improving the article-level
prediction even further.

The rest of this paper is organized as follows:
We discuss related work in Section 2. Then, we
introduce our dataset in Section 3, we describe
our models for predicting the political ideology of
a news article in Section 4, and we present our
experiments and we discuss the results in Section 5.
Finally, we conclude with possible directions for
future work in Section 6.

2 Related Work

Most existing datasets for predicting the political
ideology at the news article level were created
by crawling the RSS feeds of news websites with
known political bias (Kulkarni et al., 2018), and
then projecting the bias label from a website to all
articles crawled from it, which is a form of distant
supervision. The crawling could be also done us-
ing text search APIs rather than RSS feeds (Horne
et al., 2019; Gruppi et al., 2020).

The media-level annotation of political leaning
is typically obtained from specialized online plat-
forms, such as News Guard,” AllSides,? and Media
Bias/Fact Check,* where highly qualified journal-
ists use carefully designed guidelines to make the
judgments.

http://www.newsguardtech.com

*http://allsides.com/
‘nttp://mediabiasfactcheck.com

As manual annotation at the article level is very
time-consuming, requires domain expertise, and
it could be also subjective, such annotations are
rarely available at the article level. As a result,
automating systems for political bias detection have
opted for using distant supervision as an easy way
to obtain large datasets, which are needed to train
contemporary deep learning models.

Distant supervision is a popular technique for
annotating datasets for related text classification
tasks, such as detecting hyper-partisanship (Horne
et al.,, 2018; Potthast et al., 2018) and propa-
ganda/satire/hoaxes (Rashkin et al., 2017). For
example, Kiesel et al. (2019) created a large cor-
pus for detecting hyper-partisanship (i.e., articles
with extreme left/right bias) consisting of 754,000
articles, annotated via distant supervision, and ad-
ditional 1,273 manually annotated articles, part of
which was used as a test set for the SemEval-2019
task 4 on Hyper-partisan News Detection. The win-
ning system was an ensemble of character-level
CNNs (Jiang et al., 2019). Interestingly, all top-
performing systems in the task achieved their best
results when training on the manually annotated
articles only and ignoring the articles that were la-
beled using distant supervision, which illustrates
the dangers of relying on distant supervision.

Barrén-Cedeno et al. (2019) extensively dis-
cussed the limitations of distant supervision in a
text classification task about article-level propa-
ganda detection, in a setup that is similar to what
we deal with in this paper: the learning systems
may learn to model the source of the article instead
of solving the task they are actually trained for.
Indeed, they have shown that the error rate may
drastically increase if such systems are tested on
articles from sources that were never seen during
training, and that this effect is positively correlated
with the representation power of the learning model.
They analyzed a number of representations and ma-
chine learning models, showing which ones tend
to overfit more, but, unlike our work here, they fell
short of recommending a practical solution.

Budak et al. (2016) measured the bias at the
article level using crowd-sourcing. This is risky
as public awareness of media bias is limited (Ele-
jalde et al., 2018). Moreover, the annotation setup
does not scale. Finally, their dataset is not freely
available, and their approach of randomly crawling
articles does not ensure that topics and events are
covered from different political perspectives.
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Lin et al. (2006) built a dataset annotated with
the ideology of 594 articles related to the Israeli-
Palestinian conflict published on bitterlemons.
org. The articles were written by two editors and
200 guests, which minimizes the risk of modeling
the author style. However, the dataset is too small
to train modern deep learning approaches.

Kulkarni et al. (2018) built a dataset using distant
supervision and labels from AllSides. Distant su-
pervision is fine for the purpose of training, but they
also used it for testing, which can be problematic.
Moreover, their training and test sets contain arti-
cles from the same media, and thus models could
easily learn to predict the article’s source rather
than its bias. In their models, they used both the
text and the URL contents of the articles.

Overall, political bias has been studied at the
level of news outlet (Dinkov et al., 2019; Baly et al.,
2018, 2020; Zhang et al., 2019), user (Darwish
et al., 2020), article (Potthast et al., 2018; Saleh
et al., 2019), and sentence (Sim et al., 2013; Saez-
Trumper et al., 2013). In particular, Baly et al.
(2018) developed a system to predict the political
bias and the factuality of news media. In a follow-
up work, Baly et al. (2019) showed that bias and
factuality of reporting should be predicted jointly.
A finer-grained analysis is performed in (Horne
et al., 2018), where a model was trained on 10K
sentences from a dataset of reviews (Pang and Lee,
2004), and used to discriminate objective versus
non-objective sentences in news articles. Lin et al.
(2006) presented a sentence-level classifier, where
the labels were projected from the document level.

3 Dataset

In this section, we describe the dataset that we cre-
ated and that we used in our experiments. While
most of the platforms that analyze the political
leaning of news media provide in-depth analysis of
particular aspects of the media, AllSides stands out
as it provides annotations of political ideology for
individual articles, which ensures high-quality data
for both training and testing, which is in contrast
with distant supervision approaches used in most
previous research, as we have seen above. In All-
Sides, these annotations are made as a result of a
rigorous process that involves blind bias surveys,
editorial reviews, third-party analysis, independent
reviews, and community feedback.’

Shttp://www.allsides.com/media-bias/
media-bias-rating-methods

Furthermore, AllSides uses the annotated arti-
cles to enable its Balanced Search, which shows
news coverage on a given topic from media with
different political bias. In other words, for each
trending event or topic (e.g., impeachment or coro-
navirus pandemic), the platform pushes news ar-
ticles from all sides of the political spectrum, as
shown in Figure 1. We took advantage of this and
downloaded all articles along with their political
ideology annotations (left, center, or right), their
assigned topic(s), the media in which they were
published, their author(s), and their publication
date. Thus, our dataset contains articles that were
manually selected and annotated, and that are rep-
resentative of the real political scenery. Note that
the center class covers articles that are biased to-
wards a centrist political ideology, and not articles
that lack political bias (e.g., sports and technology),
which commonly exist in news corpora that were
built by scraping RSS feeds.

We collected a total of 34,737 articles published
by 73 news media and covering 109 topics.® In this
dataset, a total of 1,080 individual articles (3.11%)
have a political ideology label that is different from
their source’s. This suggests that, while the distant
supervision assumption generally holds, we would
still find many articles that defy it. Table 1 shows
some statistics about the dataset.

Political Ideology Count Percentage
Left 12,003 34.6%
Center 9,743 28.1%
Right 12,991 37.3%

Table 1: Statistics about our dataset.

Figure 2 illustrates the distribution of the differ-
ent political bias labels within each of the most
frequent topics. We can see that our dataset is able
to represent topics or events from different political
perspectives. This is yet another advantage, as it
enables a more challenging task for machine learn-
ing models to detect the linguistic and the semantic
nuances of different political ideologies in news
articles, as opposed to cases where certain topics
might be coincidentally collocated with certain la-
bels, in which case the models would be actually
learning to detect the topics instead of predicting
the political ideology of the target news article.

®In some cases, an article could be assigned to multiple

topics, e.g., it could go simultaneously into coronavirus, public
health, and healthcare.
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From the Center

As Lockdowns Ease, a Focus on Safety Risks and the Need for

As the U.S. death toll from the COVID-19 coronavirus pandemic surpasses 100,000 in the
coming days, Americans are moving to stay safe and avoid spreading the virus while lockdowns

From the Right From the Left

NPR Online News

From Camping To Dining Out:
Here's How Experts Rate The
Risks Of 14 Summer Activities

The covid-19 lockdown has
served its purpose. It’s time to
end it.

Marc A. Thiessen =

How to weigh the risk of going
out in the coronavirus
pandemic, in one chart

Vox

Figure 1: AllSides: balanced search on the topic of reopening after the coronavirus lockdown.

 left [ center B right
elections immigration
coronavirus politics

Figure 2: Political ideology for the most frequent top-
ics: elections, immigration, coronavirus, and politics.

It is worth noting that since most article labels
are aligned with their source labels, it is likely that
machine learning classifiers would end up model-
ing the source instead of the political ideology of
the individual articles. For example, a model would
be learning the writing style of each medium, and
then it would associate it with a particular ideology.
Therefore, we pre-processed the articles in a way
that eliminates explicit markers such as the name of
the authors, or the name of the medium that usually
appears as a preamble to the article’s content, or in
the content itself. Furthermore, in order to ensure
that we are actually modeling the political ideol-
ogy as it is expressed in the language of the news,
we created evaluation splits in two different ways:
(i) randomly, which is what is typically done (for
comparison only), and (ii) based on media, where
all articles by the same medium appear in either
the training, the validation, or the testing dataset.

The latter form of splitting would help us indi-
cate what a trained classifier has actually learned.
For instance, if it modeled the source, then it would
not be able to perform well on the test set, since all
its articles would belong to sources that were never
seen during training. In order to ensure fair one-to-
one comparisons between experiments, we created
these two different sets of splits, while making sure
that they share the same test set, as follows:

o Media-based Split: We sampled 1,200 arti-
cles from 12 news media (100 per medium)
and used them as the fest set, and we excluded
the remaining 5,470 articles from these media.
Then, we used the articles from the remaining
61 media to create the training and the vali-
dation sets, where all articles from the same
medium would appear in the same set: train-
ing, development, or testing. This ensures that
the model is fine-tuned and tested on articles
whose sources were not seen during training.

e Random Split: Here, the rest set is the same
as in the media-based split. The 5,470 articles
that we excluded from the 12 media are now
added to the articles from the 61 remaining
media. Then, we split this collection of arti-
cles (using stratified random sampling) into
training and validation sets. This ensures that
the model is fine-tuned and evaluated only on
articles whose sources were observed during
training.

Table 2 shows statistics about both splits, includ-
ing the size of each set and the number of media
and topics they cover. We release the dataset, along
with the evaluation splits, and the code,” which can
be used to extend the dataset as more news articles
are added to AllSides.

"http://github.com/ramybaly/
Article-Bias-Prediction
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Train Valid. Test

Count 22,969 5,098 1,200

Media-based Media 46 15 12
Topics 108 105 93

Count 26,828 6,709 1,200

Random Media 73 73 12

Topics 108 107 93

Table 2: Statistics about our dataset and its two splits:
media-based and random.

4 Methodology

4.1 Classifiers

The task of predicting the political ideology of
news articles is typically formulated as a classi-
fication problem, where the textual content of the
articles is encoded into a vector representation that
is used to train a classifier to predict one of C
classes (in our case, C' = 3: left, center, and right).
In our experiments, we use two deep learning archi-
tectures: (i) Long Short-Term Memory networks
(LSTMs), which are Recurrent Neural Networks
(RNNs), which use gating mechanisms to selec-
tively pass information across time and to model
long-term dependencies (Hochreiter and Schmid-
huber, 1997), and (ii) Bidirectional Encoder Rep-
resentations from Transformers (BERT), with a
complex architecture yielding high-quality contex-
tualized embeddings, which have been successful
in several Natural Language Processing tasks (De-
vlin et al., 2019).

4.2 Removing Media Bias

Ultimately, our goal is to develop a model that can
predict the political ideology of a news article. Our
dataset, along with some others, has a special prop-
erty that might stand in the way of achieving this
goal. Most articles published by a given source
have the same ideological leaning. This might con-
fuse the model and cause it to erroneously associate
the output classes with features that characterize en-
tire media outlets (such as detecting specific writing
patterns, or stylistic markers in text). Consequently,
the model would fail when applied to articles that
were published in media that were unseen during
training. The experiments in Section 5 confirm this.
Thus, we apply two techniques to de-bias the mod-
els, i.e., to prevent them from learning the style of
a specific news medium rather than predicting the
political ideology of the target news article.

4.2.1 Adversarial Adaptation (AA)

This model was originally proposed by Ganin et al.
(2016) for unsupervised domain adaptation in im-
age classification. Their objective was to adapt a
model trained on labelled images from a source
domain to a novel target domain, where the images
have no labels for the task at hand. This is done
by adding an adversarial domain classifier with
a gradient reversal layer to predict the examples’
domains. The label predictor’s is minimized for
the labelled examples (from the source domain),
and the adversarial domain classifier’s loss is max-
imized for all examples in the dataset. As a result,
the encoder can extract representation that is (i) dis-
criminative for the main task and also (if) invariant
across domains (due to the gradient reversal layer).
The overall loss is minimized as follows:

> Li05,0,) =X D> Li05,00), (1)
1;1_]0\/ i=1:N

where N is the number of training examples,
E;(~, -) is the label predictor’s loss, the condi-
tion d; = 0 means that only examples from the
source domain are used to calculate the label pre-
dictor’s loss, £ (-, ) is the domain classifier’s loss,
A controls the trade-off between both losses, and
{0¢,0,,04} are the parameters of the encoder, the
label predictor, and the domain classifier, respec-
tively. Further details about the formulation of this
method is available in (Ganin et al., 2016).

We adapt this architecture as follows. Instead of
a domain classifier, we implement a media clas-
sifier, which, given an article, tries to predict the
medium it comes from. As a result, the encoder
should extract representation that is discriminative
for the main task of predicting political ideology,
while being invariant for the different media. This
approach was originally proposed as an unsuper-
vised domain adaptation, since labelled examples
were available for one domain only, whereas in our
case, all articles from different media were labelled
for their political ideology. Therefore, we jointly
minimize the losses of both the label predictor and
the media classifier over the entire dataset. The
new objective function to minimize is as follows:

N LL07.0,) A S Lh(05,0m), @

i=1:N i=1:N
where L¢ (-,-) is the loss of the media classifier,
and 6,, is its set of parameters.
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4.2.2 Triplet Loss Pre-training (TLP)

In this approach, we pre-train the encoder using
a triplet loss (Schroff et al., 2015). The model is
trained on a set of triplets, each composed of an
anchor, a positive, and a negative example. The
objective in Eq. 3 ensures that the positive example
is always closer to the anchor than the negative
example is, where a, p and n are the encodings
of the anchor, of the positive, and of the negative
examples, respectively, and D(-, -) is the Euclidean
distance:

£ = max (D (a,p) — D(a,n) +¢,0). (3)

Figure 3 shows an example of such a triplet. The
positive example shares the same ideology as the
anchor’s, but they are published by different media.
The negative example has a different ideology than
the anchor’s, but they are published by the same
medium. In this way, the encoder will be cluster-
ing examples with similar ideologies close to each
other, regardless of their source. Once the encoder
has been pre-trained, its parameters, along with
the softmax classifier’s, are fine-tuned on the main
task by minimizing the cross-entropy loss when
predicting the political ideology of articles.

Negative
Source: CNN

Ideology: Right
Anchor

Source: CNN

Ideology: Left
el Positive

Source: Fox News
Ideology: Left

Figure 3: An example triplet used for de-biasing.

4.3 Media-level Representation

Finally, we explore the benefits of incorporating
information describing the target medium, which
can serve as a complementary representation for
the article. While this seems to be counter-intuitive
to what we have been proposing in Subsection 4.2,
we believe that medium-level representation can be
valuable when combined with an accurate represen-
tation of the article. Intuitively, having an accurate
understanding of the natural language in the article,
together with a glimpse into the medium it is pub-
lished in, should provide a more complete picture
of its underlying political ideology.

Baly et al. (2020) proposed a comprehensive set
of representation to characterize news media from
different angles: how a medium portrays itself, who
is its audience, and what is written about it. Their
results indicate that exploring the Twitter bios of a
medium’s followers offers a good insight into its
political leaning. To a lesser extent, the content
of a Wikipedia page describing a medium can also
help unravel its political leaning. Therefore, we
concatenated these representations to the encoded
articles, at the output of the encoder and right be-
fore the SOFTMAX layer, so that both the article
encoder and the classification layer that is based on
the article and the external media representations
are trained jointly and end-to-end.

Similarly to (Baly et al., 2020), we retrieved
the profiles of up to a 1,000 Twitter followers for
each medium, we encoded their bios using the
Sentence-BERT model (Reimers and Gurevych,
2019), and we then averaged these encodings to
obtain a single representation for that medium. As
for the Wikipedia representation, we automatically
retrieved the content of the page describing each
medium, whenever applicable. Then, we used
the pre-trained base BERT model to encode this
content by averaging the word representations ex-
tracted from BERT’s second-to-last layer, which is
common practice, since the last layer may be biased
towards the pre-training objectives of BERT.

5 Experiments and Results

We evaluated both the LSTM and the BERT mod-
els, assessing the impact of (i) de-biasing and
(if) incorporating media-level representation.

5.1 Experimental Setup

We fine-tuned the hyper-parameters of both models
on the validation set using a guided grid search
trial while fixing the seeds of the random weights
initialization. For LSTM, we varied the length of
the input (128-1,024 tokens), the number of layers
(1-3), the size of the LSTM cell (200-400), the
dropout rate (0-0.8), the learning rate (le—3 to
le—5), the gradient clipping value (0-5), and the
batch size (8-256). The best results were obtained
with a 512-token input, a 2-layer LSTM of size
256, a dropout rate of 0.7, a learning rate of le—3,
gradient clipping at 0.5, and a batch size of 32.
This model has around 1.1M trainable parameters,
and was trained with 300-dimensional GloVe input
word embeddings (Pennington et al., 2014).
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For BERT, we varied the length of the input, the
learning rate, and the gradient clipping value. The
best results were obtained using a 512-token input,
a learning rate of 2e—5, and gradient clipping at 1.
This model has 110M trainable parameters.

We trained our models on 4 Titan X Pascal GPUs,
and the runtime for each epoch was 25 seconds for
the LSTM-based models and 22 minutes for the
BERT-based models. For each experiment, the
model was trained only once with fixed seeds used
to initialize the models’ weights.

For the Adversarial Adaptation (AA), we have
an additional hyper-parameter A (see Equation 2),
which we varied from O to 1, where 0 means no
adaptation at all. The best results were obtained
with A = 0.7, which means that we need to pay
significant attention to the adversarial classifier’s
loss in order to mitigate the media bias.

For the Triplet Loss Pre-training (PLT), we sam-
pled 35,017 triplets from the training set, such that
the examples in each triplet discuss the same topic
in order to ensure that the change in topic has mini-
mal impact on the distance between the examples.

To evaluate our models, we use accuracy and
macro-F score (F} averaged across all classes),
which we also used as an early stopping criterion,
since the classes were slightly imbalanced. More-
over, given the ordinal nature of the labels, we
report the Mean Absolute Error (MAE), shown in
Equation (4), where N is the number of instances,
and y; and g; are the number of correct and of
predicted labels, respectively.

N
1 .
MAE = N;Hﬁ—yﬂ 4)
1=

5.2 Results

Baseline Results The results in Table 3 show the
performance for LSTM and for BERT at predicting
the political ideology of news articles for both the
media-based and the random splits. We observe
sizable differences in performance between the two
splits. In particular, both models perform much
better when they are trained and evaluated on the
random split, whereas they both fail on the media-
based split, where they are tested on articles from
media that were not seen during training. This
observation confirms our initial concerns that the
models would tend to learn general characteristics
about news media, and then would face difficulties
with articles coming from new unseen media.

Model Split Macro F; Acc. MAE
Majority 19.61 41.67 092
Media-based 31.51 3230  0.97
LST™M Random 65.50 66.17 0.52
Media-based 35.53 36.75 0.90
BERT Random 80.19 79.83 0.33

Table 3: Baseline experiments (without de-biasing or
media-level representation) for the two splits.

Removing the Source Bias In order to further
confirm the bias towards modeling the media, we
ran a side experiment of fine-tuning BERT on the
task of predicting the medium given the article’s
content, which is a 73-way classification problem.
We used stratified random sampling to create the
evaluation splits and to make sure each set contains
all labels (media). The results in Table 4 confirm
that BERT is much stronger than the majority class
baseline, despite the high number of classes, which
means that predicting the medium in which a target
news article was published is a fairly easy task.

Model Macro F;  Acc.
Majority 0.25 10.21
BERT 59.72  80.12

Table 4: Predicting the medium in which a target news
article was published.

In order to remove the bias towards modeling the
medium, we evaluated the impact of the adversarial
adaptation (AA) and the Triplet Loss Pre-training
(TLP) with the media-based split. The results in
Table 5 show sizeable improvements when either
of these approaches is used, compared to the base-
line (no de-biasing). In particular, TLP yields an
improvement of 14.12 points absolute in terms of
accuracy, and 12.73 points in terms of macro-Fj.

Model De-bias Macro F; Acc. MAE
None 31.51 32.30 0.97
LSTM AA 40.33 40.57 0.69
TLP 45.44 46.42 0.62
None 35.53 36.75 0.90
BERT AA 43.87 46.22  0.59
TLP 48.26 5141 0.51

Table 5: Impact of de-biasing (adversarial adaptation
and triplet loss) on article-level bias detection.
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LSTM BERT
# Representation Macro F; Acec. MAE Macro F; Acc. MAE
1 Article (baseline) 31.51 3230 097 35.53 36.75 0.90
2 Article with TLP 45.44 46.42 0.62 48.26 5141 0.51
3 Wikipedia 41.39 41.86 0.92 41.39 41.86 0.92
4 Wikipedia + Article 40.49 40.79 092 42.33 4190 0.90
5 Wikipedia + Article with TLP 48.25 46.47 0.69 51.16 49.75 0.32
6  Twitter bios 60.30 62.69 042 60.30 62.69 042
7  Twitter bios + Article 60.30 62.69 042 60.42 63.12 0.40
8  Twitter bios + Article with TLP 62.02 70.03 0.32 64.29 72.00 0.29

Table 6: Impact of adding media-level representations to the article-level representations (with and without de-
biasing). Note that the results in rows 3 and 6 are the same for both LSTM and BERT because no articles were
involved, and the media-level representations were directly used to train the classifier.

Impact of Media-Level Representation Fi-
nally, we evaluated the impact of incorporating the
media-level representation (Twitter followers’ bios
and Wikipedia content) in addition to teh article-
level representation. Table 6 illustrates these re-
sults in an incremental way. First, we evaluated
the performance of the media-level representation
alone at predicting the political ideology of news
articles (see rows 3 and 6). We should note that
these results are identical for the LSTM and the
BERT columns since no article was encoded in
these experiments, and the media representation
was used directly to train the logistic regression
classifier. Then, adding the article representation
from either model, without any de-biasing, had
no or little impact on the performance (see rows
4vs. 3, and 7 vs. 6). This is not surprising, since we
have shown that, without de-biasing, both models
learn more about the source than about the bias in
the language used by the article. Therefore, the
ill-encoded articles do not provide more informa-
tion than what the medium representation already
gives, which is why no or too little improvement
was observed.

When we use the triplet loss to mitigate the
source bias, the resulting article representation is
more accurate and meaningful, and the medium rep-
resentation does offer complementary information,
and eventually contributes to sizeable performance
gains (see rows 5 and 8 vs. 2). The Twitter bios rep-
resentation appears to be much more important than
the representation from Wikipedia, which shows
the importance of inspecting the media followers’
background and their point of views, which is also
one of the observations in (Baly et al., 2020).

Overall, comparing the best results to the base-
line (rows 8 vs. 1), we can see that (i) using the
triplet loss to remove the source bias, and (ii) in-
corporating media-level representation from Twit-
ter followers yields 30.51 and 28.76 absolute im-
provement in terms of macro Fj on the challenging
media-based split.

6 Conclusion and Future Work

We have explored the task of predicting the leading
political ideology of news articles. In particular, we
created a new large dataset for this task, which fea-
tures article-level annotations and is well-balanced
across topics and media. We further proposed an
adversarial media adaptation approach, as well as a
special triplet loss in order to prevent modeling the
source instead of the political bias in the news arti-
cle, which is a common pitfall for approaches deal-
ing with data that exhibit high correlation between
the source of a news article and its class, as is the
case with our task here. Finally, our experimental
results have shown very sizable improvements over
using state-of-the-art pre-trained Transformers.

In future work, we plan to explore topic-level
bias prediction as well as going beyond left-center-
right bias. We further want to develop models that
would be able to detect specific fragments in an
article where the bias occurs, thus enabling explain-
ability. Last but not least, we plan to experiment
with other languages, and to explore to what extent
a model for one language is transferable to another
one given that the left-center-right division is not
universal and does not align perfectly across coun-
tries and cultures, even when staying within the
Western political world.
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