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What is translationese?



Translationese

Translated text (translationese) 6= original text

• The differences do not indicate poor translation but rather a statistical

phenomenon (Gellerstam, 1986)

• Simpler, more homogeneous, more explicit, interference from source

language, aka translation universals (Baker, 1993)
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Translationese in MT data sets



Translationese in MT data sets

What is the effect of translationese on MT?

• Mainly studied wrt training data (Kurokawa et al., 2009; Lembersky, 2013)

• (Sourceoriginal ,Targettranslationese) > (Sourcetranslationese ,Targetoriginal)

• Also wrt dev data, in SMT (Stymne, 2017)

• Using tuning texts translated in the same original direction as the MT

system tended to give a better score

• What about test data?
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Translationese in Test

• Toral et al. (2018): translationese input favours MT systems, on Hassan

et al. (2018)
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Translationese in Test

• Toral et al. (2018): translationese input favours MT systems, on Hassan

et al. (2018)

• Läubli, Sennrich, and Volk (2018) in similar fashion, show stronger

preference for human translations over MT when evaluating documents

compared to isolated sentences, on Hassan et al. (2018)

• Taking the two works above, Graham, Haddow, and Koehn (2019) found

evidence that translationese compared to original text can potentially

negatively impact the accuracy of machine translation evaluations
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Research Questions



Research Question(s)

1. Does the use of translationese in the source side of MT test sets unfairly

favour MT systems?

2. If the answer to RQ1 is yes, does this effect of translationese have an impact

on WMT’s system rankings?

3. If the answer to RQ1 is yes, would some language pairs be more affected

than others?
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This study

• Dataset: WMT16, WMT17, and WMT18 → 17 translation directions, 10

unique languages (Bojar et al., 2016, 2017, 2018).

• Human evaluation: Direct Assessment (DA), by bilingual crowd workers

and participants (Graham et al., 2013, 2014, 2017).
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RQ1: Does Translationese

Affect Human Evaluation

Scores?



RQ1: favouritism for translationese, WMT16
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WMT17
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WMT18
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RQ2: Do Systems’ Rankings

Change?



RQ2: impact on WMT’s system rankings? (e.g. ZH → EN)
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RQ2: impact on WMT’s system rankings? (e.g. ZH → EN)

• Clusters change: WMT(1,4,7,8,11,12)→ORG(1,6,7,12)→TRS(1,3,5,12,14)
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Another example (RU → EN)
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Another example (RU → EN)

• Clusters change: WMT(1,5,10)→ORG(1,10)→TRS(1,5,8,10)

• So would there be ranking changes?

• Yes, and clusters too!

• However, half data
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RQ3: Are Some Languages

More Affected?



Research Question 3: is there a trend?
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Conclusions & Future work



Conclusion

• Translationese: if present, it inflates DA scores. If removed, it lowers DA

scores.

• Translation quality:

• Correlation between the effect of translationese and the translation quality

attainable for translation directions.

• The effect of translationese tends to be high when an under-resourced

language is present.

• Recommendations (?): the WMT organizers have addressed this issue by

providing completely source-language native test sets for WMT19.

• Future work: characteristics of translationese in the WMT test sets.
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Ack. WMT: for providing the data

Thank you!

Questions?

Mike Zhang & Antonio Toral

j.j.zhang.1@student.rug.nl — a.toral.ruiz@rug.nl
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With Ties
Mean

Without Ties

Language Direction WMT16 WMT17 WMT18 WMT16 WMT17 WMT18 Language Direction

Romanian → English† 1.000* - - 1.000 1.000 1.000* - - Romanian → English †
Turkish → English 0.983* 0.948* 1.000* 0.977 1.000 1.000* 1.000* 1.000* Czech → English

Finnish → English 0.943* 0.966* 1.000* 0.970 0.978 - - 0.978* English → Estonian †
Czech → English 0.929* 1.000* 0.949* 0.959 0.956 - - 0.956* Estonian → English †
German → English 0.979* 0.939* 0.906* 0.941 0.944 - 0.944* - Latvian → English †
English → Czech - 0.904* 0.949* 0.927 0.929 - 0.929* 0.929* English → Turkish

Latvian → English† - 0.921* - 0.921 0.917 - 0.889* 0.944* English → Russian

English → Finnish - 0.868* 0.968* 0.918 0.898 - 0.927* 0.868* English → Chinese

English → Russian - 0.873* 0.935* 0.904 0.882 - 0.882* - English → Latvian †
Chinese → English - 0.923* 0.882* 0.903 0.869 0.733* 0.944* 0.929* Russian → English

English → German - 0.863* 0.856* 0.860 0.852 1.000* 1.000* 0.556* Finnish → English

English → Estonian† - - 0.845* 0.845 0.848 0.833* 0.911* 0.800* Turkish → English

Estonian → English† - - 0.830* 0.830 0.784 - 0.633* 0.934* Chinese → English

English → Chinese - 0.847* 0.789* 0.818 0.726 - 0.451* 1.000* English → Czech

English → Turkish - 0.890* 0.734* 0.812 0.713 0.911* 0.345 0.883* German → English

Russian → English 0.557 0.845* 0.890* 0.764 0.675 - 0.817* 0.533* English → German

English → Latvian † - 0.718* - 0.718 0.637 - 0.970* 0.303 English → Finnish
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