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BACKGROUND
Natural languages are constantly evolv-

ing and adapting to the needs of their users
and the environment of their use. Diachronic
differences measure semantic drift specifi-
cally for languages over time.

1. Because of diachronic differences, pre-
dictive models trained on language
may go`stale'.

2. No existing work has investigated
whether, and how, language models
degrade over time.

RESEARCH QUESTIONS
Supervised language models trained on

user traits can degrade in performance over
time. We explore the extent of the degrada-
tion by evaluating:

1. The predictive performance of lan-
guage models trained at one point in
time, in a subsequent time period

2. The implications of diachronic differ-
ences in language use on Twitter

DATA
1. 150,000 Twitter posts shared after in-

formed consent by 554 adults in the
United States who also answered a
Qualtrics survey and reported their
age and gender.

2. 130 and 179 million geolocated Twit-
ter posts from the United States, col-
lected from a 10% random sample of
the real-time Twitter firehose courtesy
the TrendMiner Project [3].
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RESOURCES
2000 LDA topics modeled from Facebook
posts are available at
http://www.wwbp.org/data.html

METHOD

1. We establish the diachronic validity of language-based models through predictive eval-
uations, and also compare against [1].

2. We use topic models and word embeddings to study the diachronic differences in the
language of social media users, using methods described in [2].

3. We use linear methods to interpret diachronic differences in user trait prediction as the
differences between standardized coefficients in the language models.

INSIGHTS
1. In every subsequent year, the language

of lateteens and early-twenties is more
different from the language of their
contemporaries from the year before

2. The language of each cohort of 35-year-
olds changes little over the previous
year.

3. Over time, young users from 2011 con-
tinued to use certain topics, while older
users adopted newer trends.

4. A part of the language drift appeared
because 1/5th of the population was
shifting along the temporal axis.

RESULTS

CONCLUSION
1. Language models degrade over time!
2. The language of social media posts can be used to study semantic drift over short periods

of time, even from small datasets.
3. There is a need to disentangle which differences are due to the changing use of language

from the ones due to changes in topics and trends.
4. Domain adaptation techniques can potentially resolve diachronic performance

differences

• Models have the lowest mean
error in the year that they were
trained on, but error increases
or decreases in previous or
subsequent years respectively.

• This is observed even for in-
sample prediction and
irrespective of the size of the
training set.

• The direction and magnitude
of prediction errors are 
different for different cohorts  

• A number of the predictors in a 2011
language model changed the sign of
their coefficients in a 2015 language
model for predicting age, or were no
longer relevant for predicting gender.

• The kind of adjectives associated with
positive emotions and LGBTQ issues
changed in 2014 vs 2011.




