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physicians. To address these issues, we study the
automatic generation of medical imaging reports.

Impression: No acute cardiopulmonary
abnormality.

Findings: There are no focal areas of
consolidation. No suspicious pulmonary
opacities. Heart size within normal
limits. No pleural effusions. There is no
evidence of pneumothorax. Degenerative
changes of the thoracic spine.

MTI Tags: degenerative change

Encoding Process

Figure 2: Overview of the Proposed Model

Visual Information: (1) We use a CNN to learn visual features for different sub-regions of a given image.
(2) These visual features are fed into a multi-label classification (MLC) network to predict relevant tags.
Semantic Information: (1)

Fach tag is represented by a word-embedding vector. (2) The word-

limits. There are multilevel degenerative
changes of the spine.

No acute cardiopulmonary abnormality.
Normal heart size mediastinal contours.
Eventration of the right hemidiaphragm.
No focal airspace consolidation. No
pleural effusion or pneumothorax.

No acute cardiopulmonary abnormality.
Heart size appears within normal limits .
Pulmonary vasculature appears within
normal limits. Overlying the middle

consolidation. Degenerative changes of
the spine. This is moderate exam of the
hydropneumothorax. Lungs are clear.
There is no focal airspace consolidation
pleural effusion or pneumothorax.

No acute cardiopulmonary abnormality.
Stable appearance of the thoracic aorta.
The right lateral lower lobe is noted in the
right lower right midlung. No large
pleural effusion or focal airspace disease.
Mild interstitial opacities.
Atherosclerotic _calcifications _ bony
structures bilaterally. There is no pleural
effusion or pneumothorax developed in
the right lower lobe.

No active disease. The heart and lungs
have in the interval. Nipple and lateral
lucency in the lungs suggestive of focal
airspace  disease. The lungs are

cardiac silhouette representing a hiatal
hernia. No focal consolidation pleural

hyperexpanded consistent with
emphysema in the left lower lobe. This is

embedding vectors of tags serve as the semantic features of this image.
Mix Visual & Semantic Information The visual and semantic features are fed into a co-attention
model to generate a context vector that simultaneously captures the visual and semantic information.

effusion or pneumothorax. No acute bony
abnormality.

most at the upper lobes. This may
indicate hypoventilated irregularities or
effusions. The Iungs are otherwise
grossly clear. Resolution of by normal
pleural effusion.

Figure 1: Example of Medical Report for a Chest X-ray Image

Figure 3: Examples of generated paragraphs.

Challenges

Decoding Process Co-Attention Learning

(1) A report contains multiple heterogeneous
forms of information, including findings and tags.
(2) Abnormal regions in medical images are diffi-
cult to identity.
(3) The reports are typically long and contain
many sentences.

(1) Sentence LSTM: The context vector is input into the sentence LSTM, which produces topic vectors
through topic generator and controls the termination through stop control. (2) Word LSTM: Given a
topic vector, the word LSTM takes it as input and generates a sequence of words to form a sentence.

Ground truth Image: Generated Sentence (1): Generated Sentence (2): Generated Sentence (3):

Ground truth tag: normal; degencrative change;
degenerative change; nodule; calcificd granuloma;

normal: dcecncrative change:
nodule; calcificd granuloma;

normal; dcgencrative change;
nodule; calcificd granuloma;

obstruction hyper cxpansion; hyper expansion; hyper cxpansion;
granulomatous discasc; granulomatous discase; granulomatous discasc;
granuloma; pneumonia; granuloma; pncumonia; granuloma; pncumonia;
scarring; sternotomy scarring; sternotomy scarring; sternotomy

Ground truth paragraph: No
acute cardiopulmonary finding.
The heart size and
cardiopulmonary silhouette is
normal. There is no focal
airspace opacity pleural effusion
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Generated Sentence (4): Generated Sentence (5):
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Figure 4. Co-Attention Learning.
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Table 2: Tag prediction on |U X-Ray and PEIR Gross dataset.
R denotes recall.



