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Introduction
1. Bi-directional LSTM
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2. Disadvantages:

1.BiLSTM is slow, due to its non-parallelism caused by its sequential nature
(Vaswani et al., 2017).

2.Lack of balance between local n-gram and global sequence information (Wang et
al., 2016).

3. Less effective in capturing long range dependencies (Koehn and Knowles, 2017).

Experiments

1. Data
1) Classification:
Movie review (Pang and Lee (2008)), 16 datasets (Liu et al. (2017))
2) Sequence Labeling
NER: CoNLL (Sang et al., 2003)
POS tagging: PTB (Marcus et al., 1993)

2. Development

Method

Sentence level node:

Word level nodes:
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Tasks

1. Classification (vanilla attention):
y = softmaz(W,.g + b.)
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2. Sequence Labeling (vanilla CRF):
y, = softmaz(Wh,+ bs)
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Contrast with existing work

Model Simultaneous N-gram Global Recurrent
Bi-LSTM x x sequential v
CNN vV v pooling x
SAN Vv X attention X
S-LSTM Vv Vv gates Vv

Model Time (s) Acc #Param
LST™ 67 8072 597K 0.83
BiLSTM 106 8173 7,059K 0.825
2stacked BILSTM | 207 81.97 9.221K
3stacked BILSTM | 310 81.53 11,383K 0.820)
4stacked BILSTM | 411 81.37 13,546K >
S-LSTM 65 82.64% 8768K © 0.815
CNN 34 8035 5,637K 2 0.810
2 stacked CNN 40 8097 S717K g — window=1
3 stacked CNN 47 81.46 5,808K 0.805 — window = 2
4 stacked CNN 51 8139 5855K 0.800 — window =3
Transformer (N=6) 138 81.03  7,234K . I — window = 4
Transformer (N=8) | 174  81.86 7,615K 0.79
Transformer (N=10)| 214 81.63  8,004K 1 3 5 7 9 11
BiLSTM+Attention | 126 8237 7,419K Time Step t
S-LSTM+Attention | 87  83.07% 8858K

Iteration number

3. Classification

Dataset | SLSTM Time (s) BILSTM Time (s) 2 BILSTM Time (s)
Model Acclll'acy Train (S) Test (S) ‘Camera 90.02* 50 (2.85) 87.05 115 (8.37) 88.07 221 (16.1)
Video 86.75* 55(3.95) 84.73 140 (12.59) 85.23 268 (25.86)
Socher et al. (2011)| 77.70 - - Health 865 | 37217 | 8552 118 (6.38) 8589 | 227(11.16)
Socher et al. (20] 2) 79.00 - - Music 82.04* 52(3.44) 78.74 185 (12.27) 80.45 268 (23.46)
iichen .54 25 2 25
Kim (2014) 8150 | - - v | mssne | @G | B | weedsay | s | 20ean
Qianetal. (2016) | 81.50 _ - Toys | 8525 | 3942 | 8572 | 1190758 | 8582 | 2310483
= Bab; 86.25* 40 (2.63; 84.51 125 (8.50; 85.45 238 (17.73)
BILSTM 8l6l | 51 | L& bocke | B | 616y | sz | 200389 oty
2 stacked BILSTM | 81.94 98 3.18 IMDB | 87.15¢ | 67(369) | 8602 | 248(1333) 486/26.22)
. MR 76.2 27(1.25) 75.73 39(227) 72 (4.63)
3 stacked BiLSTM | 81.71 137 4.67 Appeal | 8575 | 35(283) | 8605 | 119(1198) 229 (2276)
3 stacked CNN 81.59 3] 1.04 Magazines | 93.75¢ | 51(293) | 9252 | 214(11.06) 41722.77)
Electronics | 83.25% 47 5) 82.51 195 (10.14) 356 (19.77)
Transformer (N=8) | 81.97 89 275 sc,:;,li'c s | s & | 40 mlx 64) 806 ,u:
S-LSTM 82.45% 41 1.53 Software | 87.75* | 54(298) | 8673 | 245(1238) 459 (24.68)
Average | 8538 | 47.30(2.08) | 8401 | 15348 (10.29) 28224 (20.2)
Movie review 16 sets for classification
4. Sequential labeling
Model F1 |Train (s) | Test (s)
Collobert et al. (2011)| 89.59 - - Model Accuracy | Train (s) | Test (s)
Passos et al. (2014) 90.90 - - Manning (2011) 97.28 - -
Luo et al. (2015) 9120 | - - Collobert etal. (2011)| 97.29 - -
Huangetal. 2015) | 90.10 | - - Sun (2014) 97.36 - -
Lample etal. 2016) | 90.94 | - - sogaard (2011) 97.50 - -
Ma and Hovy (2016) | 9121 - - Huang et al. (2015) 97.55 - -
Yang ctal. (2017) 9126 | - - Ma and Hovy (2016) | 97.55 - -
Rei (2017) 8626 | - - Yang et al. (2017) 97.55 - -
Petersetal. 2017) | 9193 | - - BiLSTM 9735 254 | 22.50
BiLSTM 90.96 | 82 9.89 2 stacked BiLSTM 97.41 501 | 43.99
2 stacked BILSTM | 91.02 | 159 | 18.88 3 stacked BiLSTM 97.40 746 | 64.96
3 stacked BILSTM | 91.06 | 235 | 30.97 S-LSTM 97.55 237 | 22.16
S-LSTM 9L57%| 79 9.78
Named entity recognition POS tagging

5. Contrast with Bi-LSTM
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