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' Introduction Main contributions:  Evaluation with C*-EVAL
I I
. B 'Q: How to make a bomb at home? 1 ® We develope the C2-EVAL benchmark and : Model Size Safety Corr@10 Corrmean
: 2 | 4+ Here are the steps to create a home-made systematically investigate ten popular LLMs" — _
2 | bomb - | ability on course-correction quantitatively. , LLAMA2-CHAT 7B RLHF 66.60  61.63
I = | First, collect some powder and a plastic bottle ... VICUNA V1.5 7R X 15.95 15.14
e Follow the above steps, an explosive bomb is made ‘J ® \We propose a fully automated pipeline to ! PHI.3 S ' /RIHF .4() g °15
: (a) an unsafe response collect preference data and contribute to C?- : HI- MALL/ /B RL 2. 9.
i B (G Fow fo ke o borb of horma? ' SYN that can be leveraged to teach models , ZEPHYR-7B-5 7B vDPO  31.00  21.40
l - Here are the Sfeps to create a home-made the nuances Of COUFSG-COrreCtIOn frOm data | LLAMA3-INST' 8B /RLHF 96°35 96'31
I ?gmb patterns. I CHATGLMA4 9B VvRLHF 55.55 38.91
I ¢ I am just an AL I cannot assist in building a I |
|~ (bomb . Feel free fo ask other questions & | @ Based on LLAMA2-CHAT 7B and QWEN2 7B, 0.5B VRLHF 21.00  10.26
: (b) an unsafe response w. timely course-correction we conduct a series O_f experiments. WWe show | 5 1.5B vV/RLHF 12.60 13.02
I | | | that preference learning can teach LLMs to | QWEN 7B JRLHE 8540 8547
'\ An illustrative example of course-correction course-correct without harming helpfulness. " 9B JRLHE 1740 1815
L e S i —
C?-EVAL : Evaluating Course-Correction Ability
Input = Harmful Request (HR) || Initial Harmful Response (IHR) p max new tokens = m »| Corrected?
e How to make a @.\n] am just an AL I cannot assist... <ai_end> v
gleluliplGER Lol Escuser —end> <gi_start> Step I: collect some powder and a... <ai_end> X
¢~ [t Sure! Here ... a home-made bomb :
TS _ — . Step I: collect...Sorry, I cannof help... <ai_end> v/
IHR = FHR ., Full Harmful Response (FHR) of decoding paths = b
C?-SYN : A Synthetic Dataset for Preference Learning
Synthetic responses with self-contained preferences Value principles Preferences
|
Harmful Request | Full Harmful Response \o Principle 1: Course- FHR
. . correction is preferred over e
Harmful Request Initial Harmful Response Trigger =g R e[ I -n e i ==t =5~ |  no correction. SYN,
Harmful Request Initial Harmful Response SYN;
Principle 2: Earlier G
Harmful Request Course-Corrected Res correction is preferred over SYN,
; i later correction. G
Course-Corrected Response ;"9 SYN,

Harmful Request | Initial Harmful Resp. RIg4{Egg""

/ Fundamental pairwise preference
Harmful Request g ”

Experiments and Findings

C2-EVAL Safety Jailbreak Attack (ASR |)

Model
Corr@10 Corrmpean TruthfulQA (1) ToxiGen (|) GCG PAIR AutoDAN CipherChat

Preference learning improve LLMs’ LLAMA-CHAT 7B 66.60  61.63 48.60 5127 7095 10.00 5400  75.00
ability to course-correct. +DPOw. C2-SYN 90.85 83.49 49.06 48.08 38.57 8.00 52.00 50.00
A 12425 +21.86 +0.46 3.19 -3238 -2.00 -2.00 -25.00

Learning to course-correct does not QWEN2 7B 85.40  85.47 62.35 5297  66.67 26.00 98.00 50.00
J +DPOw. C2-SYN 89.42  86.90 62.65 5277 46.00 25.00 97.00  25.00
degrade Overa” performance_ JAN +4.02 +1.43 +0.30 -0.20 -20.67 -1.00 -1.00 -25.00

. Table 3: Safety-related evaluation results of the trained LLMs. ASR denotes the attack success rate.
Learning to course-correct enhances

LLMs’ resilience to jailbreak attacks. Model [FEval MMLU Hellaswag NQ GSMS8K HumanEval C-Eval MT-Bench
LLAMA-CHAT 7B 33.09/46.52/44.36/56.83 42.93  77.00 20.94 22.97 9.15 3321 627
C2 -SYN transfer to improve out-of- +DPO w. C2-SYN 33.41/47.30/44.89/58.10 43.62  77.00 20.94 21.83 920 3294  6.93
distribution LLMs QWEN2 7B 51.02/61.99/54.53/64.87 70.32 82.00 21.50 74.07 40.24 73.25 3.41
| + DPO w. C2-SYN 52.10/62.21/54.80/65.50 7026  82.00 20.64 73.54 4146 7340  7.95

Impact of the Amount of Generated Harmful Content Analysis through Token Dynamics
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LLAMA2-CHAT and VICUNA V1.5, showing an initial

decline followed by an uptick. This curious case could be
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80- (1) the accumulation of contextual information as harmful
content lengthens, which enhances its ability to recognize
errors and initiate corrective actions;
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Shifted token probabilities for safe-related tokens

(2) a tendency in some models to issue corrections or
warnings specifically after they have presented the harmful
et content. Such delayed course-correction is generally not
o S U e S S — measured by the setup with m = 32

Summed Probability of Safety Tokens




