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Introduction Main contributions:
l We develope the C2-EVAL benchmark and 

systematically investigate ten popular LLMs’ 
ability on course-correction quantitatively.

l We propose a fully automated pipeline to 
collect preference data and contribute to C2-
SYN that can be leveraged to teach models 
the nuances of course-correction from data 
patterns. 

l Based on LLAMA2-CHAT 7B and QWEN2 7B, 
we conduct a series of experiments. We show 
that preference learning can teach LLMs to 
course-correct without harming helpfulness.An illustrative example of course-correction

Preference learning improve LLMs’ 
ability to course-correct.

Learning to course-correct does not 
degrade overall performance.

Learning to course-correct enhances 

LLMs’ resilience to jailbreak attacks.

C2 -SYN transfer to improve out-of-

distribution LLMs.

: Evaluating Course-Correction Ability

Evaluation with

: A Synthetic Dataset for Preference Learning

Experiments and Findings

Impact of the Amount of Generated Harmful Content
LLAMA2-CHAT and VICUNA V1.5, showing an initial 
decline followed by an uptick. This curious case could be 
attributed to: 
(1) the accumulation of contextual information as harmful 
content lengthens, which enhances its ability to recognize 
errors and initiate corrective actions; 
(2) a tendency in some models to issue corrections or 
warnings specifically after they have presented the harmful 
content. Such delayed course-correction is generally not 
measured by the setup with m = 32

Analysis through Token Dynamics

Shifted token probabilities for safe-related tokens


