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Abstract
Statistical generators increasingly dominate
the research in NLG. However, grammar-
based generators that are grounded in a solid
linguistic framework remain very competitive,
especially for generation from deep knowl-
edge structures. Furthermore, if built modu-
larly, they can be ported to other genres and
languages with a limited amount of work,
without the need of the annotation of a consid-
erable amount of training data. One of these
generators is FORGe, which is based on the
Meaning-Text Model. In the recent WebNLG
challenge (the first comprehensive task ad-
dressing the mapping of RDF triples to text)
FORGe ranked first with respect to the over-
all quality in human evaluation. We extend the
coverage of FORGE’s open source grammati-
cal and lexical resources for English, so as to
further improve the English outcome, and port
them to Spanish, to achieve a comparable qual-
ity. This confirms that, as already observed
in the case of SimpleNLG, a robust universal
grammar-driven framework and a systematic
organization of the linguistic resources can be
an adequate choice for NLG applications.

1 Introduction

The origins of Natural Language Generation
(NLG) are in rule-based sentence/text genera-
tion from numerical data or deep semantic struc-
tures. With the availability of large scale syn-
tactically annotated corpora and the lack of pub-
licly available knowledge repositories, the focus
had shifted to statistical surface generation. How-
ever, thanks to Semantic Web (SW) initiatives
such as the W3C Linking Open Data Project,1

1https://www.w3.org/wiki/SweoIG/
TaskForces/CommunityProjects/
LinkingOpenData

a tremendous amount of structured knowledge
has been made publicly available as language-
independent triples; the Linked Open Data (LOD)
cloud currently contains over one thousand inter-
linked datasets (e.g., DBpedia, Wikidata), which
cover a large range of domains and amount to
billions of different triples. The verbalization of
LOD triples, i.e., their mapping onto sentences in
natural languages, has been attracting a growing
interest in the past years, as shown by the organi-
zation of dedicated events such as the WebNLG
2016 workshop (Gardent and Gangemi, 2016)
and the 2017 WebNLG challenge (Gardent et al.,
2017b). As a result, a variety of new NLG systems
designed specifically for handling structured data
have emerged, most of them statistical, as seen in
the 2017 WebNLG challenge, although a number
of rule-based generators have also been presented.
All systems focus on English, mainly because no
training data other than for English are available as
yet. Given the high cost for the creation of train-
ing data, this state of affairs is likely to persist for
some time. Therefore, the question on the compet-
itiveness of rule-based generators arises.

One of the rule-based generators presented at
WebNLG was FORGe (Mille and Dasiopoulou,
2017), which ranked first with respect to over-
all quality in the human evaluation. FORGe is
grounded in the linguistic model of the Meaning-
Text Theory (Mel’čuk, 1988). The multistratal
nature of this model allows for a modular or-
ganization of blocks of graph-transduction rules,
from blocks that are universal, i.e., multilingual,
to blocks that are language-specific. The graph-
transduction framework MATE (Bohnet and Wan-
ner, 2010) furthermore facilitates a systematic hi-
erarchical rule writing and testing. SimpleNLG

https://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
https://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
https://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
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(Gatt and Reiter, 2009) demonstrated that a well-
defined generation infrastructure, along with a
transparent, easy to handle rule and structure for-
mat, is a key for its take up and use for creation
of generation modules for multiple languages. In
what follows, we aim to demonstrate that the
FORGe generator can also well serve as a multi-
lingual portable text generator for verbalization of
structured data and that its lexical and grammatical
resources can be easily extended to reach a higher
coverage of linguistic constructions. For this, we
extend its publicly available resources for English,
so as to improve the quality of the English texts
and port the resources to Spanish with a compara-
ble output quality.

In the next section, we summarize the related
work. Section 3 introduces FORGe. In Section
4, we outline our work on the extension of the
available English resources and on the adaptation
of FORGe to Spanish. Section 5 presents the re-
sults of the automatic evaluation of the extended
system, and Section 6 a qualitative evaluation of
the outputs in both languages. Section 7, finally,
draws some conclusions and presents the future
work.

2 Related work

The most prominent recent illustration of the
portability of a generation framework is Sim-
pleNLG. Originally developed for generation of
English in practical applications (Gatt and Re-
iter, 2009), in the meantime it has been ported to
generate, among others, in Brasilian Portuguese
(De Oliveira and Sripada, 2014), Dutch (de Jong
and Theune, 2018), German (Bollmann, 2011),
Italian (Mazzei et al., 2016), and Spanish (Soto
et al., 2017). However, while SimpleNLG is a
framework for surface generation, usually with a
limited coverage, we are interested in a portable
multilingual framework for large scale text gener-
ation from structured data, more precisely, from
DBpedia properties (Lehmann et al., 2015).

Although most existing NLG generators com-
bine different techniques, there are three main ap-
proaches to generating texts from an input se-
quence of structured data (Bouayad-Agha et al.,
2014; Gatt and Krahmer, 2018): (i) filling slot
values in predefined sentence templates (Androut-
sopoulos et al., 2013), (ii) applying grammars
(rules) that encode different types of linguistic
knowledge (Wanner et al., 2010), and (iii) predict-

ing statistically the most appropriate output (Gar-
dent et al., 2017b; Belz et al., 2011). Template-
based systems are very robust, but also limited in
terms of portability since new templates need to
be defined for every new domain, style, language,
etc. Statistical systems have the best coverage, but
the relevance and the quality of the produced texts
cannot be ensured. Furthermore, they are fully de-
pendent on the available (still scarce and mostly
monolingual) training data. The development of
grammar-based systems is time-consuming and
they usually have coverage issues. However, they
do not require training material, allow for a greater
control over the outputs (e.g. for mitigating er-
rors or tuning the output to a desired style), and
the linguistic knowledge used for one domain or
language can be reused for other domains and lan-
guages. In addition to these, a number of systems
actually address the whole sequence as one step,
by combining approaches (i) and (iii) and filling
the slot values of pre-existing templates using neu-
ral network techniques (Nayak et al., 2017).

In the WebNLG challenge (Gardent et al.,
2017a), systems of types (ii) and (iii) have been
presented. The task consisted in generating texts
from up to 7 DBpedia triples from 15 categories,
covering in total 373 distinct DBpedia properties.
Nine categories appeared in the training data (‘As-
tronaut’, ‘Building’, ‘University’, etc.), i.e., were
“seen”, and five categories were “unseen”, i.e.,
they did not appear in the training data (‘Athlete’,
‘Artist’, etc.). At the time of the challenge, the
WebNLG dataset contained about 10K distinct in-
puts and 25K data-text pairs; a sample data-text
pair is shown in Figure 1. The neural genera-
tor ADAPT (Elder et al., 2018) performed best on
seen data, and FORGe on unseen data and over-
all. In what follows, we aim to improve the per-
formance of FORGe on seen data for English and
furthermore port it to Spanish.

3 Overview of FORGe

FORGe is an open-source generator implemented
in terms of graph transducers; it covers the last
two typical NLG tasks (text planning and linguis-
tic generation). Following the Meaning-Text The-
ory (Mel’čuk, 1988), FORGe is based on the no-
tion of linguistic dependencies, that is, the seman-
tic, syntactic and morphological relations between
the components of the sentence. Input predicate-
argument structures are mapped onto sentences by
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Reference 1: Charles Michel is the leader of Belgium where
the German language is spoken. Antwerp is located in the
country and served by Antwerp International airport.
Reference 2: Antwerp International Airport serves the city
of Antwerp which is a popular tourist destination in Belgium.
One of the languages spoken in Belgium is German, and the
leader is Charles Michel.

Figure 1: Sample pair of data (subject-property-object)
and human-produced texts (references).

applying a series of rule-based graph transducers.
The generator handles Semantic Web inputs by
means of introducing abstract predicate-argument
(PredArg) templates and micro-planning gram-
mars before the core linguistic generation module
(Mille and Dasiopoulou, 2017).

3.1 Mapping properties to PredArg
templates

Predicate-argument templates in a PropBank
(Kingsbury and Palmer, 2002; Babko-Malaya,
2005) fashion were defined taking into account the
property as well as the type of the subject and ob-
ject values.2 Thus, each of the properties found
in the evaluation triples was associated to one of
these templates. Parts of speech (e.g., NP –proper
noun), grammatical features (e.g., verbal tense or
nominal definiteness), or information from DBpe-
dia (e.g., classes), for instance, can be specified
in the template.3 Figure 2 shows sample PredArg
templates for the DBpedia properties leader and
language respectively;4 318 templates were used
for the 373 properties of WebNLG.

3.2 Population of the templates
Using the aforementioned mappings, each input
triple is transformed into a respective PredArg
structure. This involves two main steps. First,
the cleaning of the object, including the extrac-
tion of value/unit information from datatype fillers
and distinct values from list-like fillers. Second,
if different from the template, the assignment of

2Inspection of subject and object types was needed as
some properties denoted more than one meaning and corre-
sponded to different templates.

3Unspecified values are assigned later in the process.
4Note that is possible to refer to a particular PropBank

class in the PredArg graphs as, e.g., speak VB 02, which cor-
responds to the second meaning of speak in ProbBank; if no
class is indicated (e.g. leader), the first PropBank sense is
assigned by default.

subject leader object
dpos=NP definiteness=DEF dpos=NP

class=Person

A2 A1

subject speak object
dpos=NP lex=speak VB 02 definiteness=DEF

Location
A2

Figure 2: Sample PredArg templates corresponding to
the leader (top) and language (bottom) properties.

pertinent subject/object class labels, which are
geared to the subsequent linguistic generation
steps and currently include ‘Person’, ‘Location’,
‘Time’ (further distinguishing between date, year,
month), and ‘Literal’ (i.e. datatype values). Dur-
ing this step, cardinality and number information
labels are also assigned. Last, in the case of mul-
tiple triple inputs, the triples are ordered (as a
preliminary step for the subsequent aggregation)
based on the number of appearances of their sub-
jects and on whether a subject of a triple serves
also as an object in another triple. For the popula-
tion of the templates of Figure 2, the subject and
object placeholders are simply replaced by the cor-
responding subjects and objects of Figure 1, with-
out cleaning or further modification.

3.3 Aggregation of PredArg structures

Figure 3: Aggregation of populated templates (step 2)

In order to group triples into complex sen-
tences, a graph-transduction module that performs
aggregation in two steps was developed. First,
shared predicate–object argument pairs in the pop-
ulated templates are targeted: if the object argu-
ments have the same relation with their respective
predicates, they will be coordinated (e.g., JazzS
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influencedP funkO1 and afrobeatO2.); if the rela-
tions are different, the objects become siblings un-
der the first occurrence of the predicate (e.g. [Alan
Bean]S [was born]P [in Wheeler (Texas)]O1 [on
March 15]O2.); the duplicated nodes are removed.
What is targeted in the second place is an argu-
ment of a predicate that appears further down in
the ordered list of PredArg structures. If identi-
fied, the PredArg structures are merged by fusing
the common argument; see e.g. Antwerp and Bel-
gium in Figure 3, which are merged at the end
of the process, c.f. Figure 4. During linguistic
generation, this results in the introduction of post-
nominal modifiers such as relative and participial
clauses or appositions (see next section). In order
to avoid the formation of heavy nominal groups, at
most one aggregation is allowed per argument.

Figure 4: Aggregated PredArg structures

3.4 Linguistic generation

The next and last step is the rendering of the ag-
gregated PredArg structures into sentences. This
part of the system performs the following actions:
(i) syntacticization of predicate-argument graphs;
(ii) introduction of function words; (iii) lineariza-
tion and retrieval of surface forms. First, a deep-
syntactic (DSynt) structure is generated: missing
parts of speech are assigned, the syntactic root of
the sentence is chosen, and from there a syntactic
tree over content words is built node by node; see
Figure 5.5 Then, as shown in Figure 6, functional
words (prepositions, auxiliaries, determiners, etc.)
are introduced and fine-grained surface-syntactic
(SSynt) labels are established, using a subcate-

5Note that the node brought together during the previous
step are not necessarily split up at this level.

Figure 5: Deep-syntactic structures

gorisation lexicon. For this purpose, lexical re-
sources derived from PropBank (Kingsbury and
Palmer, 2002), NomBank (Meyers et al., 2004)
or VerbNet (Schuler, 2005) are used; see (Mille
and Wanner, 2015; Lareau et al., 2018). Per-
sonal and relative pronouns are introduced using
the coreference relations (dotted arrows) and the
class feature, which allows for distinguishing be-
tween human and non-human antecedents. Fi-
nally, morpho-syntactic agreements are resolved,
the syntactic tree is linearized through the ordering
of (i) governor/dependent and (ii) dependents with
each other, and the surface forms are retrieved.
Post-processing rules are then applied: upper cas-
ing, replacement of underscores by spaces, etc.

Figure 6: Surface-syntactic structures

Consider for instance the leader property of
Figure 2 and selected phenomena: (i) the sup-
port verb be is established as the root (Fig. 5),
(ii) the preposition of is introduced below leader
(Fig. 6), and the SBJ relation is introduced be-
tween be and Charles Michel, which (iii) causes
the verb to be placed after the noun and get mor-
phological agreement features from it (third per-
son singular), while NMOD towards a preposi-
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tion causes the opposite order and no agreement,
etc.: Charles Michel3sg > is3sg > the > leader
>of >Belgium. The final sentence generated for
the four triples is The Antwerp International Air-
port serves Antwerp, which is in Belgium. Charles
Michel is the leader of Belgium, in which the Ger-
man language is spoken.

4 Multilingual extension of FORGe

FORGe was developed primarily for English gen-
eration, and in order to port it to Spanish, four
main aspects had to be addressed: (i) the PredArg
templates, (ii) the grammatical resources, (iii) the
lexical resources, and (iv) the translation of the
Subject and Object values from the original DB-
pedia triples, in which English is used.

4.1 Adaptation of the PredArg templates

130 out of the 217 templates that cover all the
WebNLG seen dataset were left unchanged, and
87 of them had to be adapted to Spanish (all tem-
plates stay in English). The adaptation of the
templates consisted of two major modifications:
on the one hand, some predicates were changed,
such as the English predicate parent company,
which was modified to daughter company, more
idiomatic in Spanish (28 cases); and on the other
hand, some predicate-argument relations have
been updated in order to match the entries in the
Spanish lexicon (50 cases).6 The other modifica-
tions include: a change in the definiteness of a
noun (7 cases, e.g. chickensINDEF in Chickens
belong to the class “bird” would be rendered as
elDEF pollo in Spanish) or the tense or aspect of
a verb (6 cases), or the addition of a new predicate
(1 case)7.

4.2 Adapting the rules to Spanish

The most important rules added for Spanish are
(i) rules introducing the surface-syntactic rela-
tions, based on which linear order and morpho-
logical agreements are resolved, (ii) rules for gen-
der and number agreements in noun groups and
auxiliary constructions, and (iii) word ordering
rules. Note that the rules for Spanish also apply
to other Romance languages with similar features
(e.g. French, Italian, etc.).

6The mismatch between the relations in English and
Spanish is simply practical; it originates from a detail in the
implementation of the mapping of the arguments in both lan-
guages, so a unification of the rule design would solve it.

7More than one change can happen in one template.

For designing the rules, we followed the ap-
proach of AnCora-UPF (Mille et al., 2013), a
Spanish dataset in which each dependency rela-
tion is associated with a set of syntactic properties.
For instance, a subject is characterized by being
linearized to the left of its governing verb (by de-
fault), by being removable, by triggering the num-
ber and person agreements on the verb, etc. Dur-
ing the linguistic generation stage, 27 out of the 47
relations proposed in AnCora-UPF 8 are currently
supported.

In order to generalize the ordering rules across
languages, the dependencies were introduced in
the lexicon with details about how they are lin-
earized with respect to their governor (vertical or-
dering). Generic linearization rules also apply. For
instance, for the copul dependency (such as be-
tween be and retired), pronominal dependents are
linearized BEFORE the finite verb, and the other
dependents AFTER it. If several dependents end
up at the same height with respect to their gov-
ernor, they need to be ordered with each other.
21 rules were added to manage these horizontal
orderings. They facilitate the ordering of, for in-
stance, determiners before the adjectives, or small
adverbial groups before the objects. Finally, 18
rules for resolving the agreements between verb
and subject, adjective/determiner and noun, cop-
ulatives and subjects, etc. were implemented.
For instance, in the structure Joana3−FEM−SING

←subj estar copul→ jubilado, will be linearized
and inflected as follows: Juana está jubilada (lit.
‘Joana is3−SING retiredFEM−SING’).

4.3 Crafting the Spanish dictionaries

Several types of dictionaries are needed for gen-
eration: (i) a dictionary that maps the input mean-
ings/concepts onto lexical units of a particular lan-
guage (called concepticon), (ii) a dictionary that
contains the combinatorial properties of each lex-
ical unit (lexicon), (iii) a dictionary with the full
forms of the words (called morphologicon). Some
other information, such as linearization properties
of dependencies (see Section 4.2) are also better
stored in the lexicon in order to allow for more
generic (hence less numerous) rules.

As explained in Section 3.1, the DBpedia prop-
erties are mapped to PredArg structures. For the

8adjunct, adv, agent, analyt fut, analyt pass, analyt perf,
analyt progr, aux phras, appos, attr, compar, coord,
coord conj, copul, det, dobj, iobj, modal, modif, obl compl,
obl obj, prepos, punc, quant, relat, sub conj, and subj.
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WebNLG challenge, English was the only lan-
guage to generate, so the labels of the nodes in
the PredArg templates were in English. In order
to take advantage of the templates developed for
FORGe in 2017, we also use these structures with
English vocabulary as input to the generator. Thus,
we manually crafted the concepticon (255 entries),
in which the keys are the predicates from the tem-
plates, and the values are lexical units in Spanish;
for instance, the predicate locate is mapped to the
Spanish verb estar VB 04 (“to be”).

In the lexicon, lexical units such as estar VB 04
are described; this fourth entry for estar corre-
sponds to a verb that has two arguments, the sec-
ond being an adverb or a prepositional group.
estar VB 01 is the simple copula, estar VB 02 is
the existential be, which has only one argument,
and estar VB 03 is the auxiliary. Each lexical unit
contained in the concepticon is a key in the lexi-
con. The lexicon has been crafted manually for the
experiments in this paper, but we are developing
an automatic conversion of AnCora-Verb (Apari-
cio et al., 2008) to obtain a large scale resource.
Finally, in order to store the surface forms of the
inflected words, we crafted a very small morpho-
logical dictionary of about 450 entries to cover the
needed forms in the experiments.

4.4 Obtaining Spanish property values

The DBpedia project uses the Resource Descrip-
tion Framework (RDF) as a data model for repre-
senting and publishing on the Web structured in-
formation that has been extracted from Wikipedia.
Each DBpedia entity (resource) is directly tied
to a Wikipedia article and denoted using a de-
referenceable URI or IRI. Until DBpedia re-
lease 3.6, data were extracted from non-English
Wikipedia pages only if an equivalent English
page existed, in order to ensure that each entity
is uniquely identified by a single de-referenceable
URI of the form http://dbpedia.org/
resource/Name (e.g., http://dbpedia.
org/page/Switzerland), where Name is
derived from the URL of the source (En-
glish) Wikipedia article. As of DBpedia re-
lease 3.7, localized datasets are provided that
contain data from all Wikipedia pages in a
specific language, using IRIs and language-
specific namespaces of the form http://xx.
dbpedia.org/resource/Name, where ‘xx’
is the Wikipedia language code and ‘Name’ is
now derived from the respective language-specific

Wikipedia URL, e.g., http://es.dbpedia.
org/page/Suiza; inter-language links from
the different Wikipedia editions are also extracted
and the owl:sameAs property is used to link the
localized DBpedia IRI to its equivalent in English
DBpedia edition URI.

Thus, whenever an inter-language link between
a non-English Wikipedia page and its English
equivalent exists, by querying the owl:sameAs
property links of the English DBpedia entity and
filtering them using the language code, respective
language-specific names can be obtained. How-
ever, not every English Wikipedia page has an
equivalent page in every non-English Wikipedia
edition; moreover, even if an equivalent non-
English page exists, the respective owl:sameAs
link does not necessarily pertain to the En-
glish DBpedia entity at hand (as for example,
in the case of the Spanish entity http://
es.dbpedia.org/page/Galleta that can
be accessed only when starting from the En-
glish resource http://es.dbpedia.org/
page/Biscuit, but not from http://es.
dbpedia.org/page/Cookie). Further com-
plications may still arise, as sometimes the ob-
tained language-specific name corresponds to the
most rigorously rather than commonly used name,
which, in the context of NLG, can affect the
fluency of the resulting verbalization; for exam-
ple, starting from the English entity Chicken, the
Spanish value is Gallus gallus domesticus, in-
stead of Gallo. Moreover, sometimes datatype val-
ues (i.e., raw data) rather than entities are used
as object values (e.g., Bakewell pudding ‖
ingredientName ‖ ‘‘Ground almond, jam,
butter, eggs’’.

4.5 Improving language-independent rules

FORGe received good evaluation marks at the
WebNLG challenge, especially in the human as-
sessments, according to which it was close to the
quality of human-written text. However, after an
error analysis of FORGe’s outputs, we found a se-
ries of general problems impairing the quality of
the generated texts in terms of contents and gram-
maticality. In particular: (i) some properties were
not verbalized due to the failure to produce relative
clauses in some specific cases; (ii) the aggrega-
tions were at times excessive, erroneously merging
verbs with different tenses (e.g. X created Y, which
was created by Z, instead of X and Z created Y),
failing to merge (e.g. X is the headquarters of Y. Z

http://dbpedia.org/resource/Name
http://dbpedia.org/resource/Name
http://dbpedia.org/page/Switzerland
http://dbpedia.org/page/Switzerland
http://xx.dbpedia.org/resource/Name
http://xx.dbpedia.org/resource/Name
http://es.dbpedia.org/page/Suiza
http://es.dbpedia.org/page/Suiza
http://es.dbpedia.org/page/Galleta
http://es.dbpedia.org/page/Galleta
http://es.dbpedia.org/page/Biscuit
http://es.dbpedia.org/page/Biscuit
http://es.dbpedia.org/page/Cookie
http://es.dbpedia.org/page/Cookie
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is the headquarters of Y), or leading to an ungram-
matical outcome, with for instance the presence of
several also; (iii) the construction of some relative
clauses were faulty, as e.g. X can a variation of
which be Y, instead of X, which can be a varia-
tion of Y; (iv) the referring expression module was
applying excessively, resulting in ambiguous pro-
nouns, and sometimes incorrectly pronominaliz-
ing non-human entities with he; (v) some agree-
ments were not solved (e.g. the main ingredient
are); (vi) some determiners were erroneously in-
troduced, and some others not in the correct form
(a instead of an). And for English in particular,
(vii) some templates were mixed up (e.g. runway
name with runway number), and some were incor-
rect, with present instead of past tense.

Many occurrences of these issues were fixed
in the grammars, by modifying and adding rules,
and some new features were added, as for in-
stance, new aggregation and pronominalization
types in order to improve the fluency of the out-
puts, and new rules to cover more cases of embed-
ded clauses generation. For developing the gram-
mars, we used the 6 and 7 triple inputs from the
WebNLG training data, and the whole develop-
ment set. A qualitative evaluation of the new out-
puts is provided in Section 6.

As a result, the extended version of the DB-
pedia generator comprises 971 active rules. 73%
of the rules (702) are language-independent, 19%
are for English, and 8% for Spanish.9 For in-
stance, all (82/82) of the aggregation rules and
most (365/395) of the sentence structuring rules,
which map PredArg graph onto Deep-Syntactic
graphs, apply for both languages. When getting
closer to the surface, the rules are less language-
independent, representing about half of the DSynt-
SSynt rules (108/239) and of the linearization and
agreement resolution rules (66/129).

5 Evaluation

In this section, we detail how we built a new
dataset for evaluating the outputs, and describe the
results of the automatic evaluations.

5.1 Selection of triples for evaluation

For evaluation purposes, we compiled a bench-
mark dataset of 200 inputs, i.e., sets of DBpe-

9Note that we exclude from the count all rules than sim-
ply transfer individual attributes at each level, which amount
to about 250. There are more English-specific rules simply
because the coverage of the English generator is higher.

dia triples, with sizes ranging from 1 to 7 triples,
using as reference pool the WebNLG challenge
test set. The reason for using as reference ba-
sis the WebNLG challenge dataset is that it is the
most recent and comprehensive dataset with re-
spect to text generation from RDF data that has
been specifically designed to promote data and
text variety (Perez-Beltrachini et al., 2016). More-
over, it allows the direct comparison with the gen-
erators that participated in the challenge. In or-
der to ensure future comparisons with machine
learning-based systems in terms of their best ob-
tained performance, only the seen categories sub-
set of the original test set has been considered, i.e.,
only inputs with entities that belonged to DBpedia
categories that were contained in the training data.

The compilation methodology for our bench-
mark dataset implements a twofold goal. On one
hand, we want to ensure that all properties appear-
ing in the seen categories subset are included. On
the other hand, and unlike the WebNLG human
evaluation test set, we aim towards a more bal-
anced number of inputs of different sizes. In prac-
tice, since the inputs of size 6 and 7 in the original
seen categories subset of the WebNLG test set are
24 and 21 respectively, we chose to include them
all in the benchmark; 31 inputs for each of the re-
maining input sizes were subsequently added.

5.2 Reference sentences

The English reference texts are taken from the
WebNLG dataset, for which there could be more
than one reference per triple set. For Spanish, one
single reference text was produced for each triple
set, with natural and grammatical constructions
containing all and only the entities and relations in
the triples. The reference texts were written by one
of the authors, a native Spanish speaker, having
at hand the English references from the WebNLG
challenge to serve as a potential model.

5.3 Automatic evaluation

The predicted outputs in English and Spanish were
compared to the reference sentences in the cor-
responding language; three metrics were used:
BLEU (Papineni et al., 2002), which matches ex-
act words, METEOR (Banerjee and Lavie, 2005),
which matches also synonyms, and TER (Snover
et al., 2006), which reflects the amount of edits
needed to transform the predicted output into the
reference output. Table 1 shows the results of the
automatic evaluation on the English and Spanish
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extensions proposed in this paper using for each
input its corresponding reference text(s). The first
two rows show that in terms of automatic metrics,
the extended FORGe and the 2017 FORGe have
almost exactly the same scores on the English data
(which are also very close to the WebNLG scores:
40.88, 0.40, 0.55). In other words, the quality im-
provements in English are not reflected by these
metrics. To compare English and Spanish results,
we calculated the scores using one sentence as ref-
erence (only one reference per text is available in
Spanish). The English scores drop (third row) due
to the way the scores are calculated by the in-
dividual metrics.10 In the last row of the table,
the scores of the Spanish generator look contra-
dictory: the BLEU is 10 points below the English
BLEU with the same number of reference (1), but
METEOR is 8 points above, that is, the predicted
outputs do not match the exact word forms, but
they do match similar words. One reason for the
low BLEU score could be the higher morphologi-
cal variation in Spanish. However, the METEOR
score is surprisingly high, actually even higher
than the highest METEOR score at WebNLG, ob-
tained by ADAPT and calculated with multiple
references (0.44).

Reference set BLEU METEOR TER
EN (AllFORGe−2017) 39.87 0.40 0.58
EN (AllFORGe−Ext) 39.33 0.40 0.58
EN (1FORGe−Ext) 29.18 0.38 0.65
ES (1FORGe−Ext) 18.68 0.46 0.77

Table 1: English and Spanish scores according to
BLEU, METEOR and TER, with 1 and All references
on the 200-triples test set.

6 Qualitative analysis of the results

In the 200 outputs of the 2017 generator, 275 er-
rors were detected, compared to 166 in the cur-
rent one in English (170 in Spanish), and 26.5%
of the texts were error-free, as opposed to 43.5%
now (45.5% in Spanish). In this section, we report
on the examination of both English and Spanish
outputs, in order to identify the main issues of the
grammars in both languages.11

6.1 English
The qualitative analysis of the generated English
texts showed that the resulting texts are of a higher

10BLEU matches n-grams in all candidate references, and
METEOR and TER consider the best scoring reference.

11Outputs are available as supplementary material below.

grammaticality and fluency than the 2017 ones.
Below, we discuss the observed remaining errors
and their respective causes.

Determiners: Definite determiners are missed
with the property language, when referring to
the language of a written work. The reason of this
error lies in the discrepancy between the respec-
tive PredArg template that was defined based on
the premise that the object value of this property is
a language name (i.e., English, Italian), hence not
admitting a determiner, and the form of the DBpe-
dia language entities that in practice concatenate
the language name with the word language (cf.,
English language); this type of error is the most
frequent, being found about 65 times in the test set
and representing about 40% of the total amount
of errors (166). This underlies the need for fur-
ther normalization of the DBpedia property val-
ues, so that during the PredArg templates instanti-
ation, consistent linguistic features will be ensured
for argument values of the same type.

Tense: Errors are observed with respect to the
verb tense selection (6% of the errors). More
specifically, in some cases the present tense is used
instead of the past, as, e.g., in Alan Shepard, who
graduated from NWC in 1957 with a M.A., is de-
ceased. [...] He is a test pilot. This is a direct
consequence of the fact that in the current imple-
mentation, tense selection does not take into ac-
count the temporal context as defined by the rest
of the input triples.

Aggregations: Another type of error relates to
the generation of unintuitive, yet still grammati-
cal, constructs when aggregating the contents of
more than one triple when certain properties are
involved (11% of the errors). More specifically,
when the property occupation is selected to
be expressed as a relative clause, it fails to ap-
pend the occupation information to the referring
entity as shown in Alan Bean, born in wheeler
(Texas) on March 15, 1932, is from the United
States (test pilot); a similar behaviour has been
observed with the property category. This is
a result of the current implementation of aggre-
gation that takes place in a single step and tries
to avoid orphan clauses by attaching them to the
closest reference head; introducing iterative aggre-
gation steps and incorporating semantic coherence
information would mitigate such effects.

A related issue is, for instance, the way location
information is verbalized in the presence of multi-
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ple subdivision references (15% of the errors), as,
for example, in the Acharya Institute of Technol-
ogy is in Bangalore, Karnataka and India, where
the three involved location-denoting properties,
namely city, state and country have been
aggregated in a semantics-agnostic manner. Nav-
igating DBpedia and obtaining information about
their interrelations would enable more fluent ver-
balizations. Fluency and meaning accuracy are
also impacted when the input triples capture in
practice n-ary relations. This is the case with the
leader and leaderTitle properties, which
in the absence of any semantic preprocessing be-
fore the instantiation of the PredArg templates, re-
sult in verbalizations such as the leaders of Roma-
nia are the prime minister of Romania and Klaus
Iohannis, which does not communicate the fact
that Klaus Iohannis is the prime minister.
Subject/Object values: Last, a number of dis-
fluent verbalizations is the direct result of id-
iosyncrasies in the involved DBpedia properties
and/or the respective subject and object values
(4% of the errors). There are properties that al-
though meant to capture different types of in-
formation are not used consistently, thus impact-
ing the resulting verbalizations; the properties
mainIngredient(s) and ingredient(s)
are such an example, e.g. in an input about the dish
Ayam Penyet, which is described as having as main
ingredient the fried chicken and as a further ingre-
dient chicken. Some minor errors such as unnat-
ural word ordering (11%) or lexicalizations (8%)
were also detected.

6.2 Spanish

The aforementioned errors listed for English are
mostly independent of the language and thus also
apply to Spanish, except from the first aggrega-
tion error, which does not appear due to a differ-
ence in the templates. The determiner error rep-
resents 30% of the total number of detected errors
(51/170), the location aggregation 12%, the values
and word choices 7%, the ordering 6%, the verbal
tense 5%. However, despite its overall good qual-
ity, Spanish has some additional specific issues.
English words: There are some not-translated
nouns (52 minutes) or phrases (está dedicado
a Ottoman army soldiers killed in the battle of
Baku), which in addition of not being understand-
able, may produce subsequent morphological er-
rors (21% of the errors).
Morphology: Morphological errors, mainly gen-

der (invisible in English) and number disagree-
ments, are found in the Spanish texts (5% of the
errors). For example, in Dianne Feinstein es un
senador de california, (lit. ‘Dianne Feinstein is
aMASC senatorMASC of California’), both a and
senator should be feminine, but there is no infor-
mation that D. Feinstein is a woman in the input.
Complex relative clauses: The main syntactic er-
ror is related to the genitive relatives with cuyo
(‘of which’), in particular when the antecedent is
a location (5% of the errors). For example, in the
sentence Alba Iulia , en el cual está el 1 Decem-
brie 1918 University, lit. ‘Alba Iulia, in the which
is the 1 Decembrie 1918 University’, the proper
pronoun should be donde ‘where’ instead of en el
cual. Even when gramatically correct, sentences
with these relative clauses tend to lack naturalness.

Other series of errors that produce sub-optimal
Spanish constructions include: occasional choice
of a relative clause instead of a past participle
modifier, and various other constructions that lack
naturalness (10% of the errors).

7 Conclusions and future work

This paper reports on the extension of the FORGe
system for verbalizing DBpedia triples, which re-
sults in a better quality of English texts, and the
adaption of FORGe to Spanish. The qualita-
tive evaluation of both English and Spanish texts
showed that overall, the grammaticality and flu-
ency of the resulting verbalizations was high, but
could be further improved, in particular by getting
more information about the subject and object en-
tities. The next step is to run a large-scale human
assessment of the outputs in terms of quality of
language and contents. Furthermore, the DBpedia
cross-language overlap is not sufficiently high to
obtain property values in languages other English
by using only inter-language links; in our evalua-
tion, it approximated 55%, but this percentage can
vary, depending on how well-known the referred
entities are, thus requiring complementary inves-
tigations. Another objective is to port FORGe to
other languages.

Acknowledgements.
This work has been partly supported by the
European Commission (H2020 Programme) un-
der the contract numbers 700475-IA, 700024-
RIA, 779962-RIA, 786731-RIA and 825079-ICT-
STARTS. We thank Anastasia Shimorina and the
reviewers for their valuable help and feedback.



482

References
Ion Androutsopoulos, Gerasimos Lampouras, and

Dimitrios Galanis. 2013. Generating natural lan-
guage descriptions from owl ontologies: the natu-
ralowl system. Journal of Artificial Intelligence Re-
search, 48:671–715.

Juan Aparicio, Mariona Taulé, and M Antònia Martı́.
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A Supplementary Material
Sample sentences with no detected problems.
ES: Antioch (California), cuya población total es
102372, tiene una diferencia horaria UTC de -7.

Su código de área es 925. La superficie total de
Antioch (California) es 753 kilómetros cuadrados.
ENExt: Antioch, California, the total population
of which is 102372, has a UTC offset of -7. Its area
code is 925. The total area of Antioch, California
is 753 square kilometers.
EN2017: Antioch, California, the total population
of which is 102372, has a UTC offset of -7. The
area code of Antioch, California is 925. The
total area of Antioch, California is 753 square
kilometers.

Sample sentences with a missing translation and
unnatural word ordering (ES).
ES: 1634: The Ram Rebellion se publica en Es-
tados Unidos. Barack Obama es el lı́der de Esta-
dos Unidos, en el cual viven americans. La capi-
tal de Estados Unidos, un grupo étnico del cual es
afroamericanos, es Washington D.C..
ENExt: 1634: The Ram Rebellion is published in
the United States. Barack Obama is the leader of
the United States, in which Americans live. the
capital of the United States is Washington (D.C.).
An ethnic group of the United States are African
Americans.
EN2017: 1634: The Ram Rebellion is published in
the United States. Barack Obama is the leader of
the United States, Americans live in which. The
capital of the United States is Washington (D.C.).
An ethnic group of the United States are African
Americans.

Sample sentences with a missing translation
(ES) and determiner error (EN, ES).
ES: Asilomar Conference Grounds, que fue in-
corporado al National Register of Historic Places
el 27 de febrero de 1987, está en Pacific Grove.
Su número de referencia en registro nacional de
sitios históricos es 87000823. Asilomar confer-
ence grounds se construyó en 1913.
ENExt: Asilomar Conference Grounds, which
was added to the National Register of Historic
Places on February 27 (1987), is in Pacific Grove
(California). The reference number in the National
Register of Historic places of Asilomar Confer-
ence Grounds, built in 1913, is 87000823.
EN2017: Asilomar Conference Grounds, the refer-
ence number in the National Register of Historic
Places of which is 87000823, is in Pacific Grove
(California) in added to the National Register of
Historic Places on February 27 (1987). It was built
in 1913.


