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Abstract

A hybrid pipeline comprising rules and ma-
chine learning is used to filter a noisy web
English-German parallel corpus for the Par-
allel Corpus Filtering task. The core of the
pipeline is a module based on the logistic re-
gression algorithm that returns the probability
that a translation unit is accepted. The train-
ing set for the logistic regression is created by
automatic annotation. The quality of the auto-
matic annotation is estimated by manually la-
beling the training set.

1 Introduction

The task “Parallel Corpus Filtering” presented
a noisy web crawled parallel corpora (English-
German) whose English side contains one billion
words. The participants had to select two “clean”
subsets consisting of 10 million words and 100
million words, respectively. The quality of the
two subsets was determined by the BLEU score of
a statistical machine translation (based on Moses)
and a neural machine translation system (Marian)
trained on these subsets. The BLEU scores were
computed for multiple not disclosed sets.

The parallel corpus filtering task bears similar-
ity to translation memory cleaning task and Qual-
ity estimation task.

Some systems that spot false translation units
in translation memories are surveyed in Barbu
(2016). One of the most successful systems is
trained not only on features related to translation
quality, but also on features related to grammati-
cal errors and features related to fluency and lexi-
cal choice (Wolff, 2016).

Given the similarity between the translation
memory cleaning task and this task we have
adapted part of our system for cleaning the trans-
lation memories. The system requires supervision
and word alignment knowledge. However, the

“Parallel Corpus Filtering” task specifications re-
strict the usage of external parallel corpora and al-
low minimum alignment information. Therefore,
we had to re-engineer the above mentioned sys-
tem and produce a pipeline that respects the task
requirements.

In the next section we present the re-engineered
pipeline. The section 3 shows an in-house evalu-
ation and in the last section we draw the conclu-
sions.

2 Pipeline description

The pipeline for finding the best translation units
for the Parallel corpus filtering task is shown in
figure 1. The pipeline consists of three modules,
which we describe below.

The module Filtering Rules filters those trans-
lation units that are not good to train machine
translation systems on because they are either too
short or are prone to errors. The discarded units
have less than 10 words in source or target, or
the language codes assigned by the language de-
tector Cybozu1 do not coincide with the expected
language codes (“en” for the source segment and
“de” for the target segment), or have a Church-
Gale score (Gale and Church, 1993) that is less
than −4 or greater than 4. In the task submission
the translation units that do not fulfill the above
criteria have a score equal to −100. The initial
number of translation units is 104.002.521. After
filtering there remain 11.030.014 translation units.
The English side of the remaining units contains
269.949.547 words corresponding to 241.984.520
German words. From this filtered set the two sub-
sets required by the task description are selected.

The module Machine Learning is the core of
the pipeline. Because the manual annotation was

1https://github.com/shuyo/
language-detection
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Figure 1: The pipeline for translation units selection

not allowed, the training set was generated by a
simple heuristic rule. From the translation units
not scored by the previous module we have drawn
randomly approximately 1700 translation units.
These units are annotated automatically in the fol-
lowing way. If the Hunalign (Varga et al., 2005)
score, provided with the test file, for a translation
unit is higher than a fixed threshold 0.92 we con-
sider that translation unit as a positive example. If
the Hunalign score is less or equal to the thresh-
old the translation unit is a negative example. In
section 3 we evaluate how accurate the automatic
annotation is.

The Machine Learning module uses three
kinds of features: Presence/Absence features,
Alignment Features and Fluency Features. The
feature values are all numerical because for clas-
sification we use scikit-learn machine learning
toolkit (Pedregosa et al., 2011).

1. Presence/Absence features. This category of
features signal the presence/absence of an en-
tity in source or target segments. The fea-
tures capture the intuition that if an entity is
present in the source segment and if the tar-
get segment is a translation of the source seg-
ment it is very probable that the same entity
is present in the target segment.

• Entity Features. These features are tag,
URL, email, name entity, punctuation,
number, capital letters, words in capital
letters. The value of these features is 1
if the source or target segments contain
a tag, URL, email, name entity, punctu-
ation, capital letters or words written in
capital letters, otherwise is 0.

• Entity Similarity Features. For features
tag, URL, email, name entity, punctua-
tion, number, the cosine similarity be-

2The threshold value comes from our previous experience
with Hunalign aligner.

tween the source and target segments
entity features vectors is computed. If
the respective features are present in the
source segment and the target segment is
the translation of the source we expect
that the system learns the range of the
admissible similarity values.

• Capital letters word difference. The
value of this feature is the ratio between
the difference of the number of words
containing at least a capital letter in the
source segment and the target segment
and the sum of the capital letter words
in the translation unit. It is complemen-
tary to the feature capital letters.

• Only capital letters difference. The
value of the feature is the ratio be-
tween the difference of the number of
words containing only capital letters in
the source segment and the target seg-
ments and the sum of only the capital
letter words in the translation unit. It is
complementary to the feature words in
capital letters.

2. Alignment Features. The idea behind align-
ment features is that sentence alignments, or
the information that can help to decide if an
alignment is likely or not, provide an impor-
tant clue for the hypothesis that source and
target segments are translations.

• language difference. If the language
codes identified by Cybozu language de-
tector for the source and target segments
coincide with the language codes de-
clared for the same source and target
segments, then the feature value is 1,
otherwise the feature value is 0. As we
have seen, the English and German seg-
ments have more than 10 words, there-
fore the language detector has enough
information to return the segment lan-
guage with good precision.

• Gale-Church score. This feature is the
slightly modified Gale-Church score de-
scribed in the equation 1 and introduced
in (2011). This score reflects the idea
that the length of the source (ls) and
target segments (ld) that are true trans-
lations is correlated. We expect that
the classifiers learn the threshold that
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separates the positive and negative ex-
amples. However, relying exclusively
on the Gale-Church score is tricky be-
cause there are cases when a high Gale-
Church score is perfectly legitimate. For
example, when the acronyms in the
source language are expanded in the tar-
get language.

CG =
ls − ld√

3.4(ls + ld)
(1)

• Hunalign score. This is the score re-
turned by Hunalign sentence aligner and
was provided by the task organizers.
The score depends on the quality of the
English-German dictionary used by the
aligner.

3. Fluency Features. These features values
correlate with fluency of the translation units
in source and target languages.

• Perplexity To capture the fluency of the
source and target we compute the per-
plexity of the segments in English and
German using KenLM toolkit (Heafield,
2011). The KenLM language model
was trained as advised on the shared-
task web page - on the WMT 2018
news translation task data for German-
English from which we have eliminated
the Paracrawl parallel corpus. More-
over, we have also run Cybozu lan-
guage detector to eliminate sentences
that are not identified as written in
English or German. Thus, the En-
glish corpus for training KenLM lan-
guage model has 5.802.775 sentences
and 126.831.658 words and the German
corpus has 5.673.375 and 116.360.460
words.

The classification algorithm used by the Ma-
chine Learning module is logistic regression. For
each filtered translation unit this module outputs
the probability score that the respective unit is pos-
itive. One hopes that this probability score corre-
lates with the translation unit quality.

The last module, Re-ranking rules, comprises
a set of rules to re-score the probability scores out-
putted by the previous module. It implements the
following rules :

1. Same Digits Rule. This rule states that if the
target segment is a translation of the source
segment, and the source segment contains
some digits, then the target segment should
contain the same digits, possibly in a differ-
ent order. If this is not the case, the transla-
tion unit is re-scored by subtracting 1 from
its probability score. Please, notice that the
rule allows for the dates to be written in dif-
ferent formats. For example, if the source
segment contains the date “02/01/2001” (for-
mat mm/dd/yyyy) and in the target segment
the date is written as “01/02/2001” (format
dd/mm/yyyy), then the translation unit is not
re-scored.

2. Same Numbers. This rule states that if the tar-
get segment is a translation of the source seg-
ment, and the source segment contains some
numbers, then the target segment should con-
tain the same numbers possibly in a different
order. If a translation unit passes the first rule
by chance and if it does not pass this rule,
then it will be downgraded subtracting 1 from
is probability score.

3. Rule URL. This rule applies to those transla-
tion units that contain Uniform Resource Lo-
cators like web addresses, for example. If the
length of the web address is longer than the
portion of normal text in the source or target
segment, then the translation unit is re-scored
by subtracting 1 from its probability score.

4. Rule Tags. If the source and target segments
are translations and they contain tags, then
we expect that the tags are the same. If this is
not the case 1 is subtracted from the transla-
tion unit probability score.

Finally, to ensure diversity among the best rated
translation units that comprise the first evaluated
set containing 10 millions of words we compute
the cosine similarity between the English seg-
ments. We keep in the first set only those transla-
tion units whose cosine similarity (computed be-
tween English segments) is less than 0.853

3To compute the cosine matrix we have used “TfidfVec-
torizer” from “sklearn”. Unfortunately, on our server we
could not compute the matrix for all units and had to restrict
to compute matrices with 30000 lines.
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Confusion Matrix Predicted 1 Predicted 0
Actual 1 1010 233
Actual 0 67 404

Table 1: The Confusion Matrix

3 Evaluation

We have manually annotated the automatically
annotated pairs used to train the logistic regres-
sion algorithm. A non-native German language
speaker has annotated this set with the label ”1”
if the translation unit is accurate and ”0” other-
wise. Two examples of annotated translation units
are given bellow.

• A correctly automatic annotated transla-
tion unit

– In a nutshell: the usage of the machin-
ery for sifting, to loosen and rasp, or to
prepare powdery substances and hygro-
scopic materials.

– Kurz: Überall zum maschinellen
Passieren, Auflockern und Raspeln
oder zum Aufbereiten pulverförmiger
Massen und hygroskopischer Materi-
alien.

• An incorrectly automatic annotated trans-
lation unit

– Large swimming pool and gym, for
those who want to combine open air and
relaxing activities with indoor training

– Die Räume liegen direkt neben dem
großen Pool und dem Fitnessraum, für
all diejenigen die zu den vielzähligen
Outdoor-Aktivitäten ein Trainigspro-
gramm in den Innenräumen kom-
binieren möchten.

In both examples the Hunalign score is higher
than the fixed threshold but only the first exam-
ple is correctly annotated automatically. The au-
tomatic annotator is a binary classifier and we can
evaluate this classifier as is customary by compar-
ing its annotation with a gold standard (the man-
ual annotation). As one can see from the confu-
sion matrix in table 1 the training set is imbalanced
with only 27 percent negative examples.

The precision, recall, F1-score and the balanced
accuracy for the positive and negative classes are
shown in table 2. All scores are high, showing

Measure Value
Precision Positive class 0.93
Precision Negative class 0.63
Recall Positive class 0.81
Recall Negative class 0.86
F1 score Positive class 0.87
F1 score Negative class 0.73
Balanced Accuracy 0.83

Table 2: Classification results

that the heuristic based on Hunalign threshold is
a good one. However, one should also consider
that the automatically annotated set is not a rep-
resentative sample of the test set provided by the
organizers of the task. To have a representative
sample much more translation units should have
been annotated.

The annotation errors are mitigated by the fact
that the Logistic regression classifier trained on the
automatically annotated set will return the proba-
bility of the positive class. If the probability corre-
lates with translation unit quality, then some trans-
lation units, even if not perfect, could be useful for
training machine translation systems.

We counted some cases when the sentence in
one language translates the sentence in the other
language, but, at the same time, is more informa-
tive, as it contains another part for which there
is no translation in the other language. Another
worth making remark is the existence of many
Bible passages, at least in the set we have man-
ually annotated. They have lexical, morphological
and syntactic characteristics which are specific to
this kind of writing and which, when applied to
other kinds of writing, will give inappropriate re-
sults. Although accepted as useful for MT in this
task, they are probably good only for translating
similar kinds of texts (i.e., religious ones).

A much better evaluation is provided by the task
organizers. They have determined the quality of
the cleaning performed by the teams by the BLEU
score of a statistical machine translation (based on
Moses) and a neural machine translation system
(Marian) trained on two subsets as explained in
the introduction section. There were 48 submis-
sions and our system ranked in the range 22 - 31
depending on the subset and machine translation
system used in the evaluation. For details regard-
ing shared task preparation, the official results ta-
ble and a survey of the methods used by the partic-
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ipating systems one should consult (Koehn et al.,
2018).

4 Conclusions

In this paper we have presented a hybrid pipeline
comprising rules and machine learning that was
used to filter a noisy web English-German paral-
lel corpus. The core of the pipeline is a logis-
tic regression algorithm trained on an automatic
annotated set. We have seen that the heuristic
used to automatically annotate the training set is
very good having 0.83 balanced accuracy (com-
puted against the same set manually annotated).
The pipeline also contains rules for re-scoring the
translation units and a module based on cosine
similarity to enhance the diversity of translation
unit selection.

The core system, the manually annotated set
and the python script for the evaluation procedure
described in section 3 are publicly available on
github4.
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