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Abstract
We describe our submissions to the Third So-
cial Media Mining for Health Applications
Shared Task. We participated in two tasks
(tasks 1 and 3). For both tasks, we ex-
perimented with a traditional machine learn-
ing model (Naive Bayes Support Vector Ma-
chine (NBSVM)), deep learning models (Con-
volutional Neural Networks (CNN), Long
Short-Term Memory (LSTM), and Bidirec-
tional LSTM (BiLSTM)), and the combination
of deep learning model with SVM. We ob-
served that the NBSVM reaches superior per-
formance on both tasks on our development
split of the training data sets. Official result for
task 1 based on the blind evaluation data shows
that the predictions of the NBSVM achieved
our team’s best F-score of 0.910 which is
above the average score received by all sub-
missions to the task. On task 3, the combina-
tion of of BiLSTM and SVM gives our best
F-score for the positive class of 0.394.

1 Introduction

The emergence of social media platforms such as
Twitter has led to the availability of huge amount
of data for research purposes. Public health mon-
itoring using this non-traditional mode of com-
munication has received attention in recent times.
The third edition of Social Media Mining for
Health Applications (SMM4H) (Davy et al., 2018)
shared task aims to facilitate pharmacovigilance
research using social media data.

We participated in tasks 1 and 3. The purpose
of task 1 is to identify tweets that contain drug
name(s) while task 3 focuses on recognizing Twit-
ter posts mentioning adverse drug reaction (ADR).
Both tasks are binary classification tasks. The
evaluation metrics for both tasks are the precision,
recall, and F1 scores of the positive class.

In the following sections, we describe the data,
our approach, results, and conclusion.

Task Train set Test set
neg class pos class

1 4356 4700 5382
3 15326 1351 5000

Table 1: Number of Examples in the Train and Test
Sets for Tasks 1 and 3

2 Data

The shared task organizers provided datasets con-
sisting of tweet IDs and their corresponding la-
bel as well as a script to download the text of the
tweets. Using the IDs, textual data was gathered
from Twitter. For task 1, the tweets were anno-
tated for the presence of at least one mention of
drug name. The presence of ADR mention was
equally annotated for task 3. We downloaded a to-
tal of 9056 tweets out of 9625 expected tweets as
training data for task 1. Also, 16677 tweets were
retrieved out of 25630 expected tweets for task3.
Table 1 shows the number of examples per label in
the training data for task 1 and task 3. For task 1,
the number of examples per class is almost equal.
For task 3, the number of examples per label are
highly imbalanced with almost 92% of the exam-
ples belonging to the negative class (non-ADR)
and approximately 8% of the training data are of
the positive class (ADR). The blind test set con-
sists of 5382 tweets and 5000 tweets for task 1 and
task 3 respectively. We cleaned the datasets by re-
moving special and repeated characters, numbers,
URL, and hashtags. To handle mispellings, we ran
a spell checker.

3 Method

Our approach to both tasks 1 and 3 is very simi-
lar. We experimented with NBSVM, deep learning
models, and the combination of a deep learning
model as feature extractor and SVM as classifier.
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Task Classifiers
NBSVM CNN LSTM BiLSTM

1 0.909 0.877 (0.888) 0.848 (0.781) 0.876 (0.798)
3 0.624 0.619 (0.549) 0.591 (0.391) 0.622 (0.321)

Table 2: F1 Score of the Positive Class on our Devel-
opment Split of the Training set using NBSVM and
Deep Learning Models (For the deep learning models,
the scores are the average of three runs and the values
in parenthesis are for the corresponding character level
model)

NBSVM is a strong baseline (Wang and Manning,
2012). The choice of the deep learning model to
use as feature extractor was informed by the av-
erage performance across three runs on our devel-
opment split. The train-development split used for
task 1 is 90% for training and 10% for develop-
ment. For task 3, the development split was gen-
erated after random undersampling of the majority
class. We maintained class imbalance in the ratio
1:3 of the minority class to the majority class. As
shown in Table 2, the best performing deep learn-
ing model for task 1 was CNN and BiLSTM for
task 3.

In our experiments, the NBSVM model uses the
log-count ratios over character n-grams ranging
from 1 to 5 characters as features. In the deep
learning models, we employed the pre-trained
fastText word embedding 1. The SVM model was
trained using the RBF kernel.

For the deep learning models, we used the bi-
nary cross entropy loss function as our objective
function. To optimize the loss function through
backpropagation, we used ADAM optimizer with
learning rate of 0.001. We ran the models for 100
epochs with earlystopping and dropout layers with
probability of 0.2 in order to avoid overfitting.

4 Results

Table 3 shows the performance of our systems on
the task 1 evaluation data. The NBSVM model
achieved our best recall (0.899) and F1 (0.910)
scores. These scores are above average. The av-
erage precsion, recall, and F1 scores are 0.8904,
0.872, and 0.880 respectively. The CNN model
was marginally higher than the NBSVM by 0.002
on the precision score. For task 3, Table 4 shows
that our BiLSTM+SVM model is our best submis-
sion reaching our best score on precision (0.314)
and F1 (0.394) scores for the ADR class. The NB-

1https://s3-us-west-1.amazonaws.com/
fasttext-vectors/wiki.en.zip

System P R F
NBSVM 0.920 0.899 0.910

CNN 0.922 0.786 0.848
CNN+SVM 0.909 0.803 0.853

Table 3: Scores on the Evaluation Data for Task 1 (P-
Precision; R-Recall; F-F1 measure)

System P R F
NBSVM 0.258 0.795 0.390
BiLSTM 0.293 0.586 0.390

BiLSTM+SVM 0.314 0.529 0.394

Table 4: Scores on the Evaluation Data for Task 3 (P-
Precision for the ADR class; R-Recall for the ADR
class; F-F1 measure for the ADR class)

SVM model achieves a better recall on the ADR
class, 0.795. The difference in recall scores sug-
gests that an ensemble of classifiers might lead to
a better F1 score.

5 Conclusion

In this paper, we describe our participation in tasks
1 and 3 of the SMM4H shared tasks. We de-
veloped three classifiers for both tasks using NB-
SVM, deep learning models (CNN, LSTM, and
BiLSTM), and the comboination of a deep learn-
ing model and SVM. For task 1, we achieved
our best submission using the NBSVM. The BiL-
STM+SVM model achieved our best F1 score for
the ADR class on task 3 while the NBSVM model
scores better in terms of recall.

As future direction, we would like to investigate
the use of informed sampling techniques in han-
dling class imbalance. Also, we will explore the
enrichment of the training data with semantic and
conceptual domain knowledge that could provide
relevant priors for the classifiers.
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