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Abstract 

In this paper, we report a short answer 

grading system in Chinese. We build a 

system based on standard machine 

learning approaches and test it with 

translated corpus from two publicly 

available corpus in English. The experi-

ment results show similar results on two 

different corpus as in English. 

1 Introduction 

To assess the learning outcomes of students 

with tests in various question types and grading 

methods, short answer question is one type of 

test that can test the level of students’ under-

standing of specific concepts in a subject do-

main. Since grading short answer question re-

quires natural language understanding, the test 

was manually graded by teachers.  

Although technically similar to automatic 

essay grading, automatic short answer grading 

is not as mature as automatic essay grading. 

(Burrows et al., 2015) gives a survey on how the 

automatic short answer grading is dealt by var-

ious researchers. The traditional approach is 

string matching, which could be very efficient 

but not very effective. 

Early work relied on regular expression pat-

terns which were manually extracted from ref-

erence answers (Mitchell et al., 2002). The pat-

terns included keywords in the reference an-

swers. Patterns could also be learnt from the ref-

erence answers (Ramachandran et al., 2015). 

(Sultan et al., 2016) adopted the simpler notion 

of semantic alignment to avoid explicitly gener-

ating complicated patterns. 

Semantic matching had also been proposed 

in early work (Leacock and Chodorow, 2003). 

This approach was also used by many research-

ers (Mohler et al., 2009; Mohler et al., 2011; 

Heilman and Madnani, 2013) in supervised 

learning machine learning. A large set of simi-

larity measures is defined as features for a su-

pervised learning model. Features range from 

word level n-gram overlap to deeper semantic 

similarity measures based on dictionary and dis-

tributional methods.  

The short-text grading in SemEval Semantic 

Textual Similarity (STS) task (Agirre et al., 

2012; Agirre et al., 2013; Agirre et al., 2014; 

Agirre et al., 2015) drew the attention of many 

researchers and provided an evaluation plat-

form. Since then, several systems have been 

proposed for short answer grading based on the 

semantic similarity with given reference an-

swers (Mohler and Mihalcea, 2009; Mohler et 

al., 2011; Heilman and Madnani, 2013; Rama-

chandran et al., 2015).  (Sultan et al., 2016) pre-

sented a simple short answer grading system for 

short answer in English. Given a question and 

its reference answers, a system measures the 

correctness of a student answer by calculating 

the similarity with the correct answers.  

Comparing to the field in English, there are 

very little research projects on short answer 

grading in Chinese, and there is no publicly 

available corpus for short answering grading in 

Chinese. 

In this paper we report how we build a sys-

tem and how to test it with a translated corpus 

from two publicly available English corpus. 

The system first extracts the text similarity 

features, and the features are used in a support 

vector model. In the first corpus, answers are 

graded from 0 to 5; we use support vector re-

gression (SVR) model to learn the grading. In 

the second corpus, answers are graded as cor-

rect/incorrect; we use a support vector machine 

(SVM) classifier approach to deal with it. In the 

following sections, we will show the system ar-

chitecture and experimental results.  
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2 System Architecture 

We adopt the previous works on the textual en-

tailment (TE) as our prototype to tackle the short 

answer grading problem in Chinese. TE can be 

briefly defined as: ”Given a pair of sentences 

(Student Answer, Reference answer), a program 

has to decide whether the information in Refer-

ence answer can be inferred by the Student an-

swer”. TE can be used in various applications, 

such as question answering system, information 

extraction, information retrieval, and machine 

translation. Once a system is able to decide 

whether T1 entails T2 or not, it can be regarded 

as an information filter to help users find useful 

information. Traditional approaches to TE are 

based on the semantic and syntactic similarities 

of the words in the sentences. 

2.1 Support Vector Machines 

Support vector machines (SVM) is a supervised 

machine learning classification algorithm, which 

can be used for classifying problem in n-dimen-

sion space. It is used widely in various natural 

language processing research projects and gener-

ally generates good results. Comparing to other 

classification algorithms, SVM algorithm usu-

ally has better result when the number of features 

is quite large and the data is sparse.  

SVM uses 𝑔(𝑥) = 𝑤𝑇∅(𝑥) + 𝑏 as the linear 

separation hyperplane, where w is the weight 

vector, b is the bias, ∅(∙) is a set of high dimen-

sional non-linear transformation function, where 

w and b is determined by training data that opti-

mizes the following formulas: 

 

min
1

2
 WtW + C ∑ ξi

N
i=1                            (1) 

s. t. {
yig(xi) ≥ 1 − ξi

ξi ≥ 0, i = 1 ⋯ N
 

 

where ξI  is the slack variables, and C is the pen-

alty coefficient for all the training samples 

(𝑥𝑖, yi). 

2.2 Support Vector Regression 

 Support Vector Regression (SVR) is using the 

SVM algorithm on regression problem. The goal 

of SVM is to find the separation hyperplane, and 

the goal of SVR is to find the regression hyper-

plane. For the given training set:  
                                                      
1 https://www.csie.ntu.edu.tw/~cjlin/libsvm/ 

{(𝑥1, 𝑧1), … , (𝑥1, 𝑧1)} 

where 𝑥𝑖 ∈ 𝑅𝑛 is a feature vector, and 𝑧𝑖 ∈ 𝑅1 is 

the target output. In order to find the hyperplane, 

two parameters C > 0, and ε > 0 must be given 

and the support vector regression can be defined: 

  
1

2
𝑤𝑇𝑤𝑤,𝑏,𝜉,𝜉∗

𝑚𝑖𝑛 + 𝐶 ∑ 𝜉𝑖
𝑙
𝑖=1 + ∑ 𝜉𝑖

∗𝑙
𝑖=1            (2) 

Subject to    𝑤𝑇𝜙(𝑥𝑖) + 𝑏 − 𝑧𝑖 ≤ 𝜖 + 𝜉𝑖  , 

𝑧𝑖 −  𝑤𝑇𝜙(𝑥𝑖) − 𝑏 ≤ 𝜖 + 𝜉𝑖
∗ , 

𝜉𝑖 , 𝜉𝑖
∗ ≥ 0, 𝑖 = 1, … , 𝑙 

 

    In our experiment, we use a free SVM toolkit, 

LIBSVM, to train the SVR model.1 (Chang and 

Lin, 2011) 

2.3 Feature extraction  

In this section, we briefly introduce the features 

used in SVM, which are the same as those used 

in previous work. Table 1 shows the ten features 

used in the experiments. The first three features 

are the numbers of common terms both in T1 and 

T2. The next three features are the BLEU scores. 

The rest four features are the numbers and differ-

ences of sentence length of T1 and T2. 

3 Data Sets 

3.1 Data Sets in English 

SciEntBank: 

This data set was used in SemEval-2013 and 

available via github2. The data set assigns one of 

five labels to a student response: correct, partially 

2 https://github.com/leocomelli/score-freetext-answer/ar-

chive/master.zip 

No  Feature  

1  unigram_recall  

2  unigram_precision  

3  unigram_F_measure  

4  log_bleu_recall  

5  log_bleu_precision  

6  log_bleu_F_measure  

7  difference in sentence length (charac-

ter)  

8  absolute difference in sentence length 

(character)  

9  difference in sentence length (term)  

10  absolute difference in sentence length 

(term)  

Table 1:  Features used in the system 
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correct/incomplete, contradictory, irrelevant, and 

non-domain.  

SciEntBank corpus in English contains 9,804 

answers to 197 questions in 15 scientific do-

mains.  There is one reference answer for each 

question. 

Data Structure Data Set:3 

The data set is provided by (Mohler and Mihal-

cea, 2009), which is Data Structure questions and 

student responses graded by two judges. The data 

set assigns one of two labels to a student response: 

correct or incorrect. The questions are collected 

from ten assignments and two tests, and each one 

has a topic such as programming basics or sort-

ing algorithms. A reference answer is also pro-

vided for each question. The interannotator 

agreement is 0.586 (Pearson’s r) and .659 

(RMSE on a 5-point scale). Average score of the 

two judges is used as the final gold score for each 

student answer. 

3.2 Chinese Corpus Translation 

Since there is no publicly available data set in 

Chinese, our experiments are conducted on the 

translated corpus. With the help of machine 

translation, we translate the two data set into Chi-

nese and use them in our experiments. The sen-

tences are then segmented into words by the 

Jieba4 word segmentation toolkit. The quality of 

machine translation is not perfect, 12% of the 

sentences have to be corrected manually. The 

major error types are synonyms with improper 

usage in the context for both nouns and adjec-

tives. There are also sentences with bad grammar.  

4 Experiments 

Since the SciEntBank data set has 5 way label-

ling, we use regression model to predict the 

scores of the student responses. And the Data 

Structure Data Set has 2 way labelling, we use 

the classification model to predict the scores of 

the student responses. 

4.1 Metrics 

For a regression result evaluation, we adopt the 

squared correlation coefficient and mean 

squared error. For a classification result evalua-

tion, we adopt the accuracy.  

Squared correlation coefficient, R2 

                                                      
3 http://web.eecs.umich.edu/mmihalcea/down-

loads/ShortAnswerGrading_v1.0.tar.gz 

R2 is the square of the Pearson correlation coeffi-

cient between the observed x and modeled (pre-

dicted) y data values of the score. Pearson's cor-

relation coefficient is commonly represented by 

the letter r. So if we have one dataset {x1,...,xn} 

containing n values and the prediction of the da-

taset {y1,...,yn} containing n values, then that for-

mula for r is: 

r = 
∑ (𝑥𝑖−�̅�)(𝑦𝑖−�̅�)𝑛

𝑖=1

√∑ (𝑥𝑖−�̅�)2𝑛
𝑖=1 √∑ (𝑦𝑖−�̅�)2𝑛

𝑖=1

 

where n is the sample size, xi is the sample in-

dexed with i, yi is the correspondent system pre-

diction, and �̅�, �̅� are the means of xi, and yi, re-

spectively. 

Root mean squared error (RMSE) 

RMSE is defined as 

RMSE = √
1

𝑛
∑ (𝑥𝑖 − 𝑦𝑖)2𝑛

𝑖=1  

4.2 Results 

 

Features 𝑹𝟐 RMSE 

all features 0.083041 1.173427 

only bleu 0.127850 1.102370 

Table 2 shows the regression results on the 

Chinese version of the Mohler et al. (2011) da-

taset. Where all features means the system uses 

all the features listed in Table 1, and only bleu 

means the system uses only the bleu features. 

The experiment result shows that more features 

can improve the performance. 

Table 3 shows the classification result on the 

Chinese version of the SemEval-2013 dataset,  

where all features means the system uses all the 

features listed in Table 1, and only bleu means 

 
4 https://github.com/fxsjy/jieba 

Features 𝑹𝟐 RMSE 

all features 0.083041 1.173427 

only bleu 0.127850 1.102370 

Table 2:  Performance on the Chinse version 

of the Mohler et al. (2011) dataset with in-do-

main training. 

 

 

Features Accuracy(%) 

all features 59.569 

only bleu 59.568 

Table 3:  Performance on the Chinse ver-

sion of the SemEval-2013 datasets. 

http://web.eecs.umich.edu/~mihalcea/downloads/ShortAnswerGrading_v1.0.tar.gz
http://web.eecs.umich.edu/~mihalcea/downloads/ShortAnswerGrading_v1.0.tar.gz
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the system uses only the bleu features.  In this 

experiment, the accuracy is almost the same. The 

result shows that more features do not improve 

the performance. 

4.3 Discussions 

Since the data sets are translated ones, it is not 

suitable to compare the results to the original 

ones. However, comparing to the result in Eng-

lish (Sultan et al., 2016), we find that the perfor-

mance is similar. 

5 Conclusion and Future Works 

In this paper, we report a short answer grading 

system in Chinese based on a machine learning 

approach. We test it with translated corpus from 

two publicly available corpus in English. The ex-

periment result shows that the results on the two 

different corpus is promising. 

In the future, we will further develop the sys-

tem with deep learning models. First at all, we 

will use distributed word embedding technique, 

such as word2vec, to improve the representation 

of the text. Then a recurrent neural network with 

long short term memory neuron is desired to re-

place the SVM model. Also curate corpus from 

native Chinese students is also important. Word 

segmentation is also important; instead of Jieba, 

we might use CKIP word segmentation service 

(Ma and Chen, 2003). 

Most research projects require reference an-

swers, and unsupervised automatic short answer 

grading is an interesting way to bypass the re-

quirement (Adams et al., 2016) 
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