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Abstract

In this paper, we investigate the applica-
tion of machine learning techniques and
word embeddings to the task of Recog-
nizing Textual Entailment (RTE) in Social
Media. We look at a manually labeled
dataset (Lendvai et al., 2016) consisting of
user generated short texts posted on Twit-
ter (tweets) and related to four recent me-
dia events (the Charlie Hebdo shooting,
the Ottawa shooting, the Sydney Siege,
and the German Wings crash) and test
to what extent neural techniques and em-
beddings are able to distinguish between
tweets that entail or contradict each other
or that claim unrelated things. We obtain
comparable results to the state of the art
in a train-test setting, but we show that,
due to the noisy aspect of the data, results
plummet in an evaluation strategy crafted
to better simulate a real-life train-test sce-
nario.

1 Introduction

The ability to automatically deduce how the mean-
ing of text flows from one sentence to the next is
a central part of Natural Language Understanding
(NLU) and highly important in many Natural Lan-
guage Processing tasks (NLP). Recognizing Tex-
tual Entailment (RTE), started as a challenge in
2004 from this very need and reaching its 8th it-
eration in 2013 at SemEval1, falls at the intersec-
tion between NLU, NLP, Information Extraction,
and Information Retrieval (Dagan et al., 2006). Its
goal is, given a pair of sentences dubbed text and
hypothesis, to determine whether the meaning of
either (traditionally, of the hypothesis) entails the

1https://www.cs.york.ac.uk/
semeval-2013/task7/

meaning of the other, contradicts it, or whether
nothing can be said of the relationship between
the two sentences. Here, the notion of entailment
and contradiction are not necessarily related to the
linguistic notions, where entailment is always ex-
plained in contrast with presupposition and some-
times implicature(Sauerland, 2007), but are out-
lined in (de Marneffe et al., 2008).

Interest in this task was amplified with the cre-
ation of the SNLI corpus (Bowman et al., 2015)
which lead to a few studies using Deep Neu-
ral Networks (DNN) (Wang and Jiang, 2016;
Rocktäschel et al., 2015). Previous to this, the
Excitement Open Platform 2 was considered the
state-of-the-art model.

On the hand, interest in ways to represent text
in order to improve performance in text classifi-
cation (Lilleberg et al., 2015; Joulin et al., 2016),
machine translation (Zou et al., 2013; Sulea et al.,
2016) or question answering tasks (Sharp et al.,
2016) has been rekindled with the introduction of
the highly cited word2vec model (Mikolov et al.,
2013) and the avenue of deep neural word embed-
dings (Palangi et al., 2016).

Our present research revolved around three
questions:

• Can we apply state of the art neural methods
created for large datasets or longer texts to
small datasets containing very short texts?

• Will these methods work for fine grained con-
tradictions?

• Can word embeddings, which were success-
fully used for word-level semantic tasks, im-
prove performance in tasks pertaining to dis-
course level semantics?

2http://hltfbk.github.io/
Excitement-Open-Platform/
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2 Approach

In this paper we investigate the application of sev-
eral state-of-the art approaches to the RTE task in
the social media domain and investigate the use
of word embeddings for what is essentially a dis-
course level semantic task. We use neural net-
works and compare our results with the results
obtained previously using classical ”feature engi-
neering” methods.

2.1 Data
The data we used was presented in (Lendvai et al.,
2016). It contains around 5000 Tweet pairs, dis-
tributed over four recent media events, reported in
the press. These pairs were hand labeled as be-
ing either in a relationship of entailment, meaning
that the underlying sense of each of the two text
snippets was effectively the same, a relationship
of contradiction, meaning that information in one
of the tweets as minor as the number of victims
or location of the event at hand contradicted the
information expressed in the other tweet, or the
two tweets were labeled to be in an unknown rela-
tionship, meaning that their underlying stories did
not entail nor contradict each other, although they
were referring to the same event. The dataset was
slightly unbalanced, with the majority class per-
taining to that of the unknown relationship and the
minority class to the contradiction relationship.

Since the contradiction manifested between
tweet pairs labeled was very fine grained, we ex-
pected bag of word models to perform poorly and
confusion between entailment and contradiction
to be high. Also, since, for each event, all three
classes were represented, there was an expecta-
tion that BOW and similarity measures based on
BOW would also fail, since pairs of tweets talk-
ing about the same event, but being in completely
different relationships were abundant. Indeed, as
can be seen from the results reported in (Lendvai
et al., 2016), the f1 measure is slightly above the
random baseline when using such features.

2.2 Classifier Implementation and Settings
For the implementation of the Multi Layer Percep-
tron classifier, we used the python library Keras
3 which wraps over the Deep Learning library
for Python, Theano (Theano Development Team,
2016). The pre-trained word2vec model offered
by Google was loaded into our system using the

3https://keras.io

Gensim library (Řehůřek and Sojka, 2010). For
the word-mover distance, we used pyemd 4, a
Python wrapper for Pele and Werman’s implemen-
tation of the Earth Mover’s Distance metric (Pele
and Werman, 2008).

The neural network was trained using several
settings for the hyper-parameters (batch size and
number of epochs) and we report the results for a
batch size of 50 over 100 epochs. We also investi-
gated several ways of representing the t and h text
pairs.

2.3 Feature Representation

The first choice in representing the sentence pairs
was to sum the 300-sized vector representation for
each word in each of the two sentences separately
and then concatenate the resulting 300-sized vec-
tors into one. This lead to one 600-sized vecto-
rial representation of the sentence pair. The sec-
ond strategy lead to a 900-sized vector: the first
300 elements represented the sum of the vectors
of words in the t text, the following 300 elements
were 0s representing the separation vector, and the
final 300 positions in the vector represented the
sum of the vector for each word in the h text.

We also applied different similarity measures,
including cosine and word mover’s distance (Kus-
ner et al., 2015), over the vectorial representations
of the tweets. Ultimately, in terms of feature rep-
resentation, we wanted to test two things:

• whether distance metrics between vecto-
rial representations (weather one-hot or
word2vec) of tweets are sufficient in predict-
ing the RTE class

• whether inserting a separation vector be-
tween the two vectors for each of the texts
in the pair leads to better results.

2.4 Event-based Cross Validation

In order to have a testing setup as close to a real-
life scenario as possible, we employed the event-
based cross validation, as proposed in (Lendvai
et al., 2016). This effectively meant that, for each
of the four events, we kept the tweets related to the
other three events for training and used the tweets
from the fourth event for testing. This meant that
we had a 4-fold cross validation, where, for each
fold, the train-test split was based on the event

4https://github.com/wmayner/pyemd
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each pair belonged to. This in turn meant that, al-
though the event label was never directly used as a
feature or as the predicted label, it was indirectly
used in cross-validation. This strategy was em-
ployed to simulate a real-life scenario where the
end user of such an RTE system (e.g. a journal-
ist trying to make sense of a large set of tweets on
one event), would already have at their disposal
a classification model pre-trained on other, possi-
bly unrelated, events. We compared the results of
event based cross-validation with typical train-test
split results.

3 Results

Table 1 show the event-based cross validation re-
sults for the 3-way classification task when the fea-
tures used are cosine distance between the sum
of word2vec representation of the words in each
tweet and word mover distance. More precisely,
the cosine value and the word-mover distance
value were concatenated to form a Nx2 feature
matrix, where N was the number of input exam-
ples.

Model Method P R F
SVM avg. 0.45 0.52 0.45
LR avg. 0.46 0.52 0.45

Base avg. 0.33 0.33 0.33
SVM cont 0.38 0.49 0.40
LR cont 0.43 0.53 0.46

Base cont 0.26 0.31 0.28

Table 1: Event-based CV results using cosine sim-
ilarity and word mover distance on the minority
class and averaged

As can be seen from Figure 1, the distance met-
rics on occurrence vectors and word2vec summa-
tion vector are not good features to separate the
three classes.

Logistic regression performed similar to Linear
SVC when applied to the word2vec representation
coupled with the word mover distance and aver-
aging the event-based cross-validation results over
all three classes. However, for the minority class
contradiction, LR seemed to perform slightly bet-
ter, although the standard deviation computed over
each fold was higher.

For the 600 and 900 dimensional vector repre-
sentation, the event-based CV results were slightly
lower, as can be seen from Table 2.

Model Method P R F
MLP avg. 0.41 0.34 0.30
LR avg. 0.42 0.47 0.41

Dummy avg. 0.35 0.35 0.35

Table 2: Event Based CV results for 900 dimen-
sional vectors

Table 3 shows the train-test split results for the
MLP and LR models over 900 dimensional vector

Model Method P R F
MLP avg. 0.91 0.90 0.90
LR avg. 0.78 0.78 0.78

Dummy avg. 0.33 0.33 0.33
MLP cont 0.87 0.77 0.82
LR cont 0.62 0.60 0.61

Dummy cont 0.26 0.26 0.26

Table 3: Train-Test Split results for LSTM and Lo-
gistic Regression

4 Conclusions and Future Work

In this paper we’ve investigated the use of current
day classification tools for the task of recognizing
textual entailment in Twitter data. We’ve shown
that the same neural network models successfully
used in the same task but on larger datasets per-
form similarly well (with only a small drop in per-
formance) in a train-test split evaluation setting,
but they perform as poorly as any other classi-
fier in the event-based cross validation setting, a
novel evaluation strategy, which was previously
proposed to better simulate real life scenarios of
RTE systems on Twitter.

We’ve also seen that using only the distance (co-
sine, word mover) between vector representations
of the tweets, be those bow or sum of word2vec,
was not enough to distinguish the minority class
in the event-based cross validation setting and that
using concatenation of word2vec leads to minor
improvements in the same setting, but consider-
able in the train-test one.
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Figure 1: Plot of cosine distance on occurrence vector representation and word mover distance on
word2vec summation representation for h and t; the horizontal axis represents the three classes and
the vertical represents the distance values
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