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Abstract

We present the problem of “bringing text to
life” via 3D interactive storytelling, where nat-
ural language processing (NLP) techniques are
used to transform narrative text into events in
a virtual world that the user can interact with.
This is a challenging problem, which requires
deep understanding of the semantics of a story
and the ability to ground those semantic ele-
ments to the actors and events of the 3D world’s
graphical engine. We show how this problem
has motivated interesting extensions to some
classic NLP tasks, identify some of the key
lessons learned from the work so far, and pro-
pose some future research directions.

1 Introduction

Our primary goal is to take as input natural language
text, such as children’s stories, translate the text into
formal knowledge that represents the actions, actors,
plots, and surrounding world, and render this formal
representation as virtual 3D worlds via a graphical
engine. We believe that translating text to another
modality (in our case, a visual modality) is a good test
case for evaluating language understanding systems.

We have developed an initial approach to this text-
to-virtual-world translation problem based on a prob-
abilistic graphical model that maps text and its se-
mantic annotations (generated by more traditional
NLP modules, like semantic role labelers or corefer-
ence resolvers) to the knowledge representation of
the graphical engine, which is defined in predicate
logic. In the process, we discovered several failings
of traditional NLP systems when faced with this task:

Semantic Role Labeling We observed that current
state-of-the-art semantic role labeling (SRL)
systems perform poorly on children’s stories,
failing to recognize many of the expressed argu-
ment roles. Much of this is due to the domain
mismatch between the available training data
(primarily newswire) and our evaluation (stories
for 3D visualization).

To address this, we introduced a technique based
on recurrent neural networks for automatically
generating additional training data that was sim-
ilar to the target domain (Do et al., 2014; Do et
al., 2015b). For each selected word (predicate,
argument head word) from the source domain,
a list of replacement words from the target do-
main which we believe can occur at the same
position as the selected word, are generated by
using a recurrent neural network (RNN) lan-
guage model (Mikolov et al., 2010). In addition,
linguistic resources such as part of speech tags,
WordNet (Miller, 1995), and VerbNet (Schuler,
2005), are used as filters to select the best re-
placement words.

We primarily targeted improving the results
of the four circumstance roles AM-LOC, AM-
TMP, AM-MNR and AM-DIR, which are impor-
tant for semantic frame understanding but not
well recognized by standard SRL systems. New
training examples were generated specifically
for the four selected roles. In an experiment with
the out-of-domain setting of the CoNLL 2009
shared task and the SRL system of (Björkelund
et al., 2009), training the semantic role labeller
on the expanded training data outperforms the
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model trained on the original training data by
+3.36%, +2.77%, +2.84% and +14% F1 over
the roles AM-LOC, AM-TMP, AM-MNR and
AM-DIR respectively (Do et al., 2015b), but
we still need linguistic resources to filter the
words obtained by the language model. In an
experiment where the same model was again
trained on CoNLL 2009 training data, but the
RNN training included a collection of 252 chil-
dren stories (mostly fairy tales), we obtained F1
gains of +9.19,% +7.67%, +17.92% and +7.84%
respectively over the four selected roles AM-
LOC, AM-TMP, AM-MNR and AM-DIR, when
testing on the story “The Day Tuk Became a
Hunter” (Ronald and Carol, 1967) (Do et al.,
2014).

Coreference Resolution We observed that current
state-of-the-art coreference resolution systems
are ignorant of some constraints that are impor-
tant in storytelling. For example, a character is
often first presented as an indefinite noun phrase
(such as “a woman”), then later as a definite
noun phrase (such as “the woman”), but this
change in definiteness often resulted on missed
coreference links.

To address this, we replaced the inference of the
Berkeley coreference resolution system (Dur-
rett and Klein, 2013) with a global inference
algorithm which incorporated narrative specific
constraints through integer linear programming
(Do et al., 2015a). Our formulation models three
phenomena that are important for short narrative
stories: local discourse coherence, which we
model via centering theory constraints, speaker-
listener relations, which we model via direct
speech act constraints, and character-naming,
which we model via definite noun phrase and
exact match constraints. When testing on the
UMIREC1 and N22 corpora with the corefer-
ence resolution system of (Durrett and Klein,
2013) trained on OntoNotes3, our inference
substantially improves the original inference
on the CoNLL 2011 AVG score by +5.42 (for
UMIREC) and +5.22 (for N2) points when using

1http://dspace.mit.edu/handle/1721.1/57507
2http://dspace.mit.edu/handle/1721.1/85893
3https://catalog.ldc.upenn.edu/LDC2011T03

gold mentions and by +1.15 (for UMIREC) and
+2.36 (for N2) points when using predicted men-
tions. When testing on the story “The Day Tuk
Became a Hunter” (Ronald and Carol, 1967),
our inference outperforms the original inference
by 4.46 points on the CoNLL 2011 AVG score4.

Having corrected some of the more serious failures
of NLP systems on stories, we turn to the problem
of mapping the semantic analysis of these NLP sys-
tems to the knowledge representation of the graphi-
cal engine. Our initial approach is implemented as
a probabilistic graphical model, where the input is a
sentence and its (probabilistic) semantic and coref-
erence annotations, and the output is a set of logical
predicate-argument structures. Each structure rep-
resents an action and the parameters of that action
(e.g., person/object performing the action, location
of the action). The domain is bounded by a finite
set of actions, actors and objects, representable by
the graphical environment. In our implementation,
decoding of the model is done through an efficient
formulation of a genetic algorithm that exploits con-
ditional independence (Alazzam and Lewis III, 2013)
and improves parallel scalability.

In an evaluation on three stories (“The Day Tuk
Became a Hunter” (Ronald and Carol, 1967), “The
Bear and the Travellers”5, and “The First Tears”6),
this model achieved F1 scores of 81% on recognizing
the correct graphical engine actions, and above 60%
on recognizing the correct action parameters (Ludwig
et al., Under review). Example scenes generated by
the MUSE software are shown in Figure 1, and a
web-based demonstration can be accessed at http:
//roshi.cs.kuleuven.be/muse_demon/.

2 Lessons learned

Studying the problem of translating natural language
narratives to 3D interactive stories has been instruc-
tive about the capabilities of current natural process-
ing for language understanding and the battles that
still have to be fought. The truthful rendering of lan-
guage content in a virtual world acts as a testbed for

4We only evaluate the entities that are available in our virtual
domain such as tuk, father, mother, bear, sister, igloo, sled, etc.

5http://fairytalesoftheworld.com/quick-reads/

the-bear-and-the-travellers/
6http://americanfolklore.net/folklore/2010/09/

the\_first\_tears.html
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Figure 1: MUSE-generated scenes from “The Day Tuk Became a Hunter” (Ludwig et al., Under review).

natural language understanding, making this multi-
modal translation a real-life evaluation task.

On the positive side, some NLP tasks such as
semantic role labeling and coreference resolution
proved to be useful for instantiating the correct ac-
tion frames in the virtual world with their correct
actors. However, some NLP tasks that we imagined
would be important turned out not to be. For example,
temporal relation recognition was not very important,
since children’s stories have simpler timelines, and
since the constraints of the actions in the 3D inter-
active storytelling representation could sometimes
exclude the inappropriate interpretations. Moreover,
across all of the NLP tasks, we saw significant drops
in performance when applied to narratives like chil-
dren’s stories. While we introduced solutions to some
of these problems, much work remains to be done
to achieve easy and effective transfer of the learning
models to other target texts.

Given the almost complete lack of training data for
translating children’s stories to the representations
needed by the graphical engine (we only used two
quite unrelated annotated stories to optimize the in-
ference in the Bayesian network when our system
parsed a test story), we had to rely on a pipelined ap-
proach. In this way we could exploit the knowledge
obtained by the semantic role labeler and coreference
resolver, which were trained on other annotated texts
and adapted by the novel methods described above.
The Bayesian framework of the probabilistic graph-
ical model allows it to realize the most plausible
mapping or translation to a knowledge representa-
tion given the provided evidences obtained from the

features in a sentence and a previous sentence, the
(probabilistic) outcome of the semantic role labeler
and the (probabilistic) outcome of the coreference
resolver, and to model dependencies between the
variables of the network. This Bayesian framework
for evidence combination makes it possible to re-
cover from errors made by the semantic role labeler
or coreference resolver.

Our most striking finding was that the text leaves
a large part of its content implicit, but this content is
actually needed for a truthful rendering of the text in
the virtual world. For instance, often the action words
used in the story were more abstract than the actions
defined by the graphical engine (e.g., “take care” in
reference to a knife, where actually “sharpen” was
meant). Sometimes using word similarities based on
embeddings (Mikolov et al., 2013) helped in such
cases, but more often the meaning of such abstract
words depends on the specific previous discourse,
which is not captured by general embeddings. Adapt-
ing the embeddings, which are trained on a large
corpus to the specific discourse context as is done
in (Deschacht et al., 2012) is advisable. Moreover,
certain content was not mentioned in the text, but a
human could infer. For example, given “Tuk and his
father tied the last things on the sled and then set off,”
a human would infer that the two people most likely
sat down on the sled. Such knowledge is important
for rendering a believable 3D interactive story, but
can hardly be inferred from text data, instead need-
ing grounding in the real world, perhaps captured by
other modalities, such as images.

Another problem we encountered was scalability.
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If the goal is to allow users to bring any text “to
life”, then all of the parsing and translation to the 3D
world needs to happen online. Although the compu-
tational complexity when the machine comprehends
the story is reduced by limiting the possible actions
and actors (e.g., characters, objects) to the ones men-
tioned in the story and the ones inferred, parsing of
the story is still slow. But even with the genetic al-
gorithm inspired parallel processing we introduced,
our graphical model is still too slow to operate in an
online environment. Instead of considering parallel
processing, it would be interesting to give priority
to the most likely interpretation based on event lan-
guage models (Do et al., Under review).

Finally, while working closely with researchers in
3D interactive storytelling, we learned that there is lit-
tle consistency across designers of graphical worlds
on the structure of basic actions, actors, objects, etc.
Thus a model that has been trained to translate stories
that take place in one digital world will produce in-
valid representations for other digital worlds. Gener-
alizing across different digital worlds is a challenging
but interesting future direction. Proposing standards
could make a major impact in this field, and in addi-
tion could promote cross-modal translation between
language and graphical content. We witness an in-
creasing interest in easy to program languages for
robotics that operate in virtual worlds (e.g., Mind-
storms, ROBOTC) and in formalizing knowledge
of virtual words by ontologies (Mezati et al., 2015).
Although valuable, such approaches translate yet to
another human made language. If we really want
to test language understanding in a real-life setting,
translation to perceptual images and video might be
more suited, but more difficult to realize unless we
find a way of composing realistic images and video
out of primitive visual patterns.
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