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Introduction

This volume contains the proceedings of the 2nd Workshop on Computing News Storylines
(CNewsStory 2016) held in conjunction with the 2016 Conference on Empirical Methods in Natural
Language Processing (EMNLP 2016) in Austin, Texas, USA, on 5 November 2016. Narratives are
at the heart of information sharing. Ever since people began to share their experiences, they have
connected them to form narratives. The study of storytelling and the field of literary theory called
narratology have developed complex frameworks and models related to various aspects of narrative
such as plots structures, narrative embeddings, characters’ perspectives, reader response, point of view,
narrative voice, narrative goals, and many others. These notions from narratology have been applied
mainly in Artificial Intelligence and to model formal semantic approaches to narratives (e.g. Plot
Units developed by Lehnert (1981)). In recent years, computational narratology has qualified as an
autonomous field of study and research. Narrative has been the focus of a number of workshops and
conferences (AAAI Symposia, Interactive Storytelling Conference (ICIDS), Computational Models of
Narrative). Furthermore, reference annotation schemes for narratives have been proposed (NarrativeML
by Mani (2013)).

The workshop aims to bring together researchers from different communities working on representing
and extracting narrative structures in news, a text genre popular in NLP research but which has received
little attention in research into narrative structure, representation and analysis.

Current advances in NLP technology have made it possible to look beyond scenario-driven, atomic
extraction of events from single documents and work towards extracting story structures from multiple
documents, while these documents are published over time as news streams. Policy makers and
information specialists are increasingly in need of tools that support them in finding salient stories in
large amounts of information to more effectively implement policies, monitor actions of “big players”
in society and check facts. Their tasks often revolve around reconstructing cases either with respect to
specific entities (e.g. person or organisations) or events (e.g. the 2016 presidential elections). Storylines
represent explanatory schemas that enable us to make better selections of relevant information but also
projections for the future. They constitute a huge potential for exploiting news data in an innovative
way.

Of the 14 submissions we received, 8 were accepted that touch upon different aspects of narrative
research in news. Three contributions describe approaches to detect storylines either from news
(Brüggermann et al.), from Tweets (Krishnan and Eisenstein), or from news but with metadata added
via Twitter (Poghosyan and Ifrim). Besides detecting storylines, different aspects of storylines such
as diegesis and point of view are also addressed (Eisenberg and Finlayson). The second topic that
is addressed is annotation and representation of storylines (Caselli and Vossen and O’Gorman et al.).
Related to this is the analysis of the distribution of narrative schemas in a corpus, which may help
further the discussion on corpus creation (Simonson and Davis). Finally, ideas on how to put storylines
to use in a newsroom are discussed in Caswell.

We would like to thank the members of the Program Committee for their timely reviews and the authors
for their contributions.
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Computable News Ecosystems: Roles for Humans and Machines

David Caswell

Reynolds Journalism Institute, Missouri School of Journalism, Columbia, MO

Abstract

Two contrasting paradigms for structuring
news events and storylines are identified and
described: the automated paradigm and the
manual paradigm. A specific manual news
structuring system is described, and the high-
level results of three reporting experiments
conducted using the system are presented. In
light of these results I then compare automated
and manual approaches and argue that they are
complementary. A proposal for integrating au-
tomated and manual techniques within a struc-
tured news ecosystem is presented, and rec-
ommendations for integrated approaches are
provided.

1 Introduction

News is produced and consumed within local, na-
tional and global ecosystems. These ecosystems are
made up of large numbers of diverse organizations
and individuals, playing a variety of roles: news-
papers, news websites, television channels, wire
services, aggregators, specialty publishers, sources,
freelance reporters, bloggers, social media contrib-
utors, advertisers, business and government intelli-
gence organizations, individual news consumers and
many others. These ecosystem participants collec-
tively create, remix, exchange, distribute and con-
sume vast quantities of information, almost entirely
as discrete blocks of natural language in the form of
text articles or scripted video segments.

News ecosystems are currently being disrupted
by the internet-driven democratization of publishing
and the resulting commodification of text and video

(Anderson et al., 2014). This commodification has
damaged the economic foundations of news produc-
ers, but it has also dramatically increased the depth
and breadth of news available to consumers. Un-
fortunately it is difficult for news consumers to take
full advantage of this increased quantity of news, be-
cause of the difficulty of converting the information
content of large numbers of text articles or video
segments into coherent narratives necessary for hu-
man understanding (Holton and Chyi, 2012). Over-
whelming quantities of text articles and the resulting
sense-making challenge for news consumers have
been partially addressed by search, personalized ar-
ticle ranking, collaborative filtering, social media
curation and other approaches, however, while use-
ful, these technologies have not solved the text over-
load problem.

A new approach to this sense-making challenge
is emerging. It proposes replacing the text article
as the primary ‘unit of news’ with new informa-
tion artifacts that are aligned with human models
of narrative coherence but which are also directly
computable. These information artifacts are typi-
cally forms of structured ‘storylines’, in which news
events and narratives are recorded as structured rep-
resentations based on ontologies of semantic frames
or event abstractions, each containing well-defined
semantic roles. Actual news events can then be in-
stantiated by ‘filling in’ these semantic roles with
references to nodes within knowledge graphs. These
structured records of events are then organized into
storyline structures that exhibit characteristics of co-
herent narratives, such as semantic zoom, differen-
tial value of events and networked interconnection.
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By structuring news and making it directly avail-
able for computation it becomes possible to develop
novel news products that are more efficient vehi-
cles for human understanding than corpora of text
articles, including summarizations, interactive inter-
faces, personalized news delivery, query tools, ques-
tion answering, analytics, etc.

The most common paradigm proposed for this
new approach is one of automation, specifically
of automated reading (Strassel et al., 2010). This
paradigm holds that the source of news events and
narratives is in vast corpora and continuous streams
of text articles, and that the creation of structured
news storylines requires systematically examining
those text articles with various natural language pro-
cessing tools in order to automatically identify and
de-duplicate news events across documents, and or-
ganize those events into structured storylines based
on common locations, characters and entities. The
automation paradigm is well-aligned with the cur-
rent preference within software development for sta-
tistical and machine learning approaches to knowl-
edge engineering tasks. This paradigm is also
aligned with many previous research projects on
computational narratives (Mani, 2013)(Chambers
and Jurafsky, 2008)(Zarri, 2009), which often as-
sumed text as the source of narratives and sought the
representation of those text narratives as their objec-
tive.

This position paper proposes a different
paradigm. I describe the operation and evalua-
tion of a manual structured news platform, called
‘Structured Stories’, and I draw on that experi-
ence to examine the potential for human editorial
workflows in directly structuring news. I argue that
human editorial judgement is essential for creating
and maintaining high-quality structured storylines
and can be feasibly applied at ecosystem scales.
The paper also reviews both paradigms from an
ecosystem perspective, and identifies complemen-
tary opportunities for both approaches within a
computable news ecosystem.

2 Automated Structuring of News

The automated construction of structured storylines
from corpora of text articles is challenging because
of the absence of any theory of natural language that

might formalize the recovery of meaning across doc-
uments, or even across sentence boundaries within a
single document (Hauser et al., 2002). Without such
a theory the event and narrative information con-
tained within natural language text must be extracted
indirectly, using an array of Natural Language Pro-
cessing (NLP) tools. This extraction typically re-
quires identifying discrete news events from refer-
ences to action within text, capturing those events
and their participants as semantic frames and asso-
ciated semantic roles, de-duplicating the events from
other references found in other texts, and then orga-
nizing the structured events in context within struc-
tured storylines using time, location, common enti-
ties or cause-and-effect relationships. None of these
steps is trivial and errors compound across all steps,
but NLP tools such as frame parsers and named en-
tity recognition (NER) have substantially improved
the state of the art.

Automated news reading systems have been at-
tempted in university environments since the 1970s
(Cullingford, 1978), however practical, scalable
products capable of constructing structured story-
lines from corpora or streams of news articles have
only recently been achieved. Two of these systems,
GDELT and EventRegistry (Kwak and An, 2016),
are essentially databases of news events structured
using relatively coarse ontologies of event abstrac-
tions and semantic roles, and supporting only sim-
plified storylines based on time, location or com-
mon entities. A third system, called NewsReader,
supports more complex storylines, including causal
chains, and also includes information about pre- and
post-event ‘states’ within its ontology (Rospocher et
al., 2016).

These pioneering systems have successfully
demonstrated that it is possible to automatically read
large corpora or streams of text news articles, indi-
viduate discrete news events, and organize them into
explorable structured storylines. These structured
storylines are clearly useful and can be deployed at
scale, but they convey only a tiny fraction of the
information available from storylines conveyed us-
ing natural language, and they are also subject to
a range of errors. The resolution and quality of
these structured events and storylines will improve
as the NLP technologies upon which they depend
improves, however there may be limits to resolution
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and quality achievable from statistical NLP tech-
niques (Hovy, 2016), and those limits may be sub-
stantially below levels necessary for these structured
storylines to replace natural language text as units of
news within news ecosystems.

3 Manual Structuring of News

‘Structured writing’ is an alternative to the auto-
mated reading paradigm for generating structured
news storylines. The structured writing paradigm
holds that the source of news events and narratives
is in human editorial judgement - existing under-
standing that resides in the minds of skilled and in-
formed journalists or analysts. Like automated read-
ing systems, structured writing systems provide an
ontology of event abstractions with which to struc-
ture news events and assemble storylines, but they
require human operators, using dedicated interfaces
and tools, to decide which news events to encode
as structure, which entities fill the semantic roles
within those events, and how those events are or-
ganized into storylines. Although they have simi-
lar utility, and are based on similar structured rep-
resentations, structured writing systems differ from
automated reading systems in that they exhibit ad-
vantages and disadvantages associated with human-
centered workflows.

The Structured Stories platform (Caswell, 2015)
is an example of a structured writing system. This
platform was designed primarily as a knowledge
representation system for general news, at a level of
semantic granularity substantially finer than repre-
sentation schemes designed for automated systems,
such as NewsReader’s Events and Situations On-
tology, or GDELT’s ontology. The semantic foun-
dation used in the Structured Stories ontology is
FrameNet (Baker, 2008), and the additional seman-
tic resolution is added by enabling controlled exten-
sion of the FrameNet ontology to form journalistic
‘event frames’. Actual news events are then instanti-
ated by assigning knowledge graph references to the
semantic roles within these event frames. The plat-
form provides an organization scheme for arranging
structured events into structured narratives, includ-
ing a recursive ‘sub-narrative’ mechanism to provide
semantic zoom and a differential value mechanism
for detail management. The resulting structured

narratives are assembled from references to events,
forming a multi-dimensional graph from common
events, common characters, common entities, com-
mon locations, etc. Event entry by human reporters
is achieved using a simplified sequential user inter-
face that is initiated by the selection of a verb and
completed by sequential menu selections that en-
able the reporter to assign references to the seman-
tic roles, provide time/duration, location, etc. The
consumption of structured storylines from the Struc-
tured Stories database is enabled by a range of inter-
active techniques, including timelines, flowcharts,
image slideshows, bullet points and text articles gen-
erated using natural language generation technol-
ogy. These interactive techniques are delivered via
different user interfaces, including a database man-
agement interface, an image-centered interface and
a mobile interface.

The feasibility of using human reporters to report
directly into the Structured Stories platform was as-
sessed during 2015 and early 2016 in three major
reporting projects employing a total of 10 reporters.
All of these projects reported real-world news, and
reporters were not substantially restricted in what
they could choose to report. One was conducted
as a stand-alone project with full-time reporters un-
der the guidance of a senior editor (Caswell et al.,
2015), one was conducted at a major school of jour-
nalism, and one was conducted in the newsroom of
a major media company. In aggregate this assess-
ment generated about 120 individual structured sto-
rylines, containing about 2300 structured events en-
coded using about 530 event frames and involving
about 1100 different participants (characters, enti-
ties, locations, etc.). The level of semantic granular-
ity of the structured events was loosely equivalent to
that of the primary events reported in informational
articles in a regional newspaper (typically 2-3 events
per article), and therefore the assessment produced
the event information equivalent of approximately
920 de-duplicated text articles. By comparison the
Wall Street Journal produces about 240 articles per
day (Meyer, 2016), many of which substantially du-
plicate events across articles.

This experience of manually reporting structured
events into the Structured Stories platform produced
several high-level results. The granularity of the
event representation scheme was sufficient to cap-
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ture almost all news events that the reporters wanted
to report, suggesting that FrameNet is now rela-
tively comprehensive and that the extension to event
frames is relatively practical. All reporters were
able to individuate discrete news events, to struc-
ture those events appropriately and to assemble sto-
rylines from those structured events, however there
was wide variability in the ability of reporters to do
so. Of the ten reporters three adapted very quickly to
the process and became very productive within days,
four adapted more slowly, requiring experience and
feedback to gradually achieve a moderate level of
productivity, and three were unable to adapt and
remained at a relatively low level of productivity.
Based on post-project interviews it appears that the
determining factor in a reporter’s ability to adapt to
the structuring of news may be their general comfort
with abstraction. The actual structuring of events
by reporters using the user interface appeared to be
relatively easy, typically requiring only 1-2 minutes
per event, however the reporting and decision mak-
ing about events and their semantic roles and charac-
teristics was much more time-consuming. Some re-
porters described experiencing significant boredom
in approaching journalism in this way, and some
described a loss of satisfaction in being ‘arrangers’
of news rather than originators of news using tradi-
tional journalistic practices. Nonetheless most re-
porters saw promise in the technique and thought
that it might appeal to some journalists, especially
with improvements to the user interface and to the
editorial workflow.

Other examples of manual systems for structur-
ing news exist. A major research effort has been
ongoing at the BBC since 2010, centered on their
News Storyline Ontology (Rissen et al., 2013). This
ontology is simpler than the Structured Stories on-
tology and is intended to be eventually used by re-
porters as part of regular journalism operations at the
BBC, and as part of broader recording of the global
news activity by the BBC Monitoring team. An-
other example is Circa (Coddington, 2015), a San
Francisco-based news start-up that was founded in
2010 and closed in 2015 and which used a 10-person
editorial team to manually structure journalism into
discrete ‘atomic units’ of news, including events,
and assemble those ‘atoms’ into structured story-
lines. Other, similar, attempts at manually struc-

turing events exist outside of journalism, includ-
ing the Nano-publication movement (Mons and Vel-
terop, 2009), which seeks to complement or replace
scientific publishing using text papers with much
more granular ‘nano publications’ expressed as RDF
triples, from which large-scale networked knowl-
edge structures can be assembled. Nano-publication
assumes ‘crowdsourced’ structuring of research re-
sults, in which researchers manually structure their
own results. Each of these projects is exploring the
feasibility of manually creating and curating reposi-
tories of semantically-structured storyline-like infor-
mation artifacts that originate directly as structure
rather than as features extracted from text.

The efficiency of data entry into the Struc-
tured Stories platform and into other manual news-
structuring systems could be substantially improved
in several ways. There is a large and growing body
of news that is already available as structured data
and which could be mapped into structured events
and storylines, including sports news, financial news
and increasingly large portions of political news.
There are novel techniques based on Controlled Nat-
ural Language (Schwitter, 2010) that may enable
structured events and storylines to be entered us-
ing forms of written language that are more fa-
miliar to journalists and analysts. There are also
clearly opportunities for at least partial automation
of event identification and individuation, using tools
and techniques developed for fully-automated news
structuring.

4 Comparison

The automatic and manual paradigms for structuring
news are complementary. The underlying knowl-
edge representation schemes with which they record
structured news events and storylines are broadly
similar, and the approaches can therefore be con-
sidered as different input mechanisms to a sin-
gle structured news database. The advantages of
each method generally address the disadvantages of
the other, suggesting that integrating manual and
automated approaches is desirable. Similar ap-
proaches, which combine machine learning with hu-
man decision-making and oversight, are sometimes
called ’human-in-the-loop’ (HITL) systems and are
increasingly being applied in commercial environ-
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ments (Bridgwater, 2016).
The primary advantage of manual news structur-

ing is that it enables the application of human edito-
rial judgement in event entry and in the creation and
editing of storylines. This has numerous benefits,
including the ability to substantially increase the se-
mantic granularity of the represented news events,
the ability to avoid and correct errors, the ability
to anticipate the needs of consumers, the ability to
easily handle unusual events or storyline situations,
the ability to handle ambiguity, easily de-duplicate
events, etc. The primary disadvantage of manual
news structuring is the limited scale at which struc-
turing can be done - i.e. the number and breadth
of events and storylines that can be structured - and
the lack of consistency with which structuring can
be done. Other disadvantages arise from the cul-
tural and workflow challenges inherent in using rel-
atively high-skill human reporters or analysts to per-
form relatively unsatisfying tasks, as observed in the
Structured Stories reporting experiments.

The primary advantage of automated news struc-
turing is the scale of news structuring that can be
achieved and the consistency by which that struc-
turing can be done. It is possible, for example,
to continually scan the entire global news stream,
about 5 million text news articles per day (Weden-
berg and Sjberg, 2014), and to detect, de-duplicate
and structure major news events for insertion into
storylines. The challenges of building and deploy-
ing automated news structuring tools are significant,
however. There are a series of technical challenges
in key tasks, including event detection, assignment
of semantic roles, de-duplication of events and or-
ganization of structured events into storylines. Each
of these can be done, but only with relatively high
error rates and at relatively simplistic semantic gran-
ularity of the structured events. Storylines produced
by automated systems are relatively simplistic and
may not be engaging enough for broad communica-
tion of news to consumers beyond decision-makers
with strong information needs. Furthermore, as the
economic basis of professional news organizations
erodes, automated news structuring approaches are
facing a rapid deterioration in the quality of the cor-
pus of text news articles from which they source
news events. This reduction in corpus quality is oc-
curring simultaneously with an increase in the quan-

tity of digital text artifacts, thereby forcing auto-
mated systems to detect less semantic signal embed-
ded in more semantic noise.

A comparison of automated and manual ap-
proaches to structuring news also reveals differing
assumptions about the nature of storylines, and of
stories generally. The automated approach loosely
assumes that storylines are objective features that al-
ready exist in reality (or at least in the source cor-
pus) and that must be found or discovered. The
manual approach loosely assumes that storylines are
necessarily human-created artifacts, with a human
purpose, and that therefore there cannot be a story
without an author or authors. This is an impor-
tant distinction, because it determines whether com-
putational storylines are mechanisms that are pri-
marily useful for search in text corpora or mecha-
nisms that are primarily useful for the storage and
communication of human understanding. An auto-
mated approach to structuring news is essentially a
kind of search engine, albeit one that can deliver
unusual and valuable results and therefore aid hu-
mans in building understanding. In contrast a news
structuring method that is subject to human editing,
judgement and oversight could directly accumulate
the understanding of skilled and informed journal-
ists and analysts and could refine that understanding
over time.

5 Computable News as an ecosystem

It is useful to consider the end-to-end creation, man-
agement and use of structured news storylines as an
ecosystem, or at least as a highly modular system,
because such a view encourages the application of
automated or manual techniques as appropriate to
the common objective of managing news as struc-
tured semantic data rather than as collections of text
articles. The possible ecosystem described below
(and shown in Figure 1) is hypothetical only regard-
ing the integration of its various components, each
of which have already been developed, deployed and
evaluated in various stand-alone experimental and
commercial systems.

A structured news ecosystem would be centered
on a single schema for representing news events and
storylines as structure, deployed either as multiple
interconnected news databases or possibly as a sin-
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gle centralized news database. A wide variety of
sources and methods for capturing news events as
structure and for entering them into structured sto-
rylines within those databases would be deployed,
including manual, semi-automated and entirely au-
tomated methods. Manual methods could include
sequential user interfaces, such as that used in Struc-
tured Stories, controlled natural language interfaces,
managed crowdsourcing similar to Wikipedia’s edi-
torial process and the use of task marketplaces such
as Amazon’s Mechanical Turk. Semi-automated
methods could include workflows that automatically
parse events and semantic roles from text, and pre-
sented them to human reporter/analysts for verifica-
tion. Fully automated methods would include the
automated parsing of simple, easily-identified events
from text in web corpora, the detection of events
in raw structured data and the mapping of events
from existing structured event data. These various
input methods would be only loosely coupled to the
data repository, and new sources of structured news
events would be integrated as they were developed.

Regardless of the sources of structured news data,
it would be necessary for the resulting structured
news database(s) to be under human editorial super-
vision. This is essential for detecting and respond-
ing to errors, for handling unusual events or situ-
ations, for enabling the use of events of finer se-
mantic granularity than could be handled automat-
ically, for applying judgement about sub-narratives
and detail management, for assessing and manag-
ing the various event input methods, and for ensur-
ing the coherence of storylines. The burden of such
supervision could be managed using various auto-
mated processes and analytical tools while retaining
human editorial authority over the overall structured
dataset.

The methods of using and consuming structured
news events and storylines from a news database
would also be varied and modular. Simple interac-
tive interfaces, such as lists, timelines, flowcharts,
slideshows, cards, etc. would be necessary, as would
basic query and search tools. The available semantic
structure would also enable advanced interactive in-
terfaces, especially ’chat bot’ interfaces that deliver
detailed question-answering. Other advanced inter-
faces could also be integrated, such as on-demand
text articles produced using Natural Language Gen-

Figure 1: An integrated structured news ecosystem.

erations (NLG) tools (Graefe, 2016), automatically
generated comics, or on-demand video segments
produced using automated video production tools
(Kay, 2015).

All of these components already exist and have
been deployed in experimental and commercial sys-
tems, therefore the technical challenges of assem-
bling an integrated manual/automated structured
news ecosystem would primarily involve integra-
tion. The human factor and cultural challenges
would probably be more difficult, however there is
substantial motivation within existing news organi-
zations to find new ways of automating, bundling
and exploiting news. These organizations already
have a trained workforce of many tens of thousands
of skilled reporters and editors, and it appears from
the Structured Stories reporting experiments that
portions of this workforce may have the analytical
and abstraction skills necessary to transition to new
‘meta-journalism’ or ‘meta-editorial’ roles within a
structured news environment.

6 Conclusions

The existing text-based news ecosystem is failing for
both producers and consumers of news, and novel
structured and automated approaches to news are re-
quired. The assumption that news events and story-
lines originate in natural language text and that au-
tomated reading is the sole method available to ac-
cess and structure those events and storylines is lim-
iting. Lessons from the Structured Stories reporting
experiments, and from other manual news structur-
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ing projects, have shown that applying human ed-
itorial judgement to structured news environments
is feasible, and can potentially address some of the
weaknesses of fully automated systems. Integration
of automated and manual approaches to structuring
news could enable a structured news ecosystem that
exhibits the advantages of each method.

Facilitating the development of a structured news
ecosystem requires viewing computable news func-
tionality as modular, with manual, semi-automated
and automated components. Integration of these
modular components within an ecosystem will re-
quire standards - particularly a standard representa-
tion schema for structured news events and story-
lines, and standard interfaces for event entry mod-
ules and for storyline consumption modules. Ad-
dressing the human factors challenges of an inte-
grated structured news ecosystem will require de-
velopment of the abstraction skills of reporters, ed-
itors and analysts and enabling journalists to prac-
tice their profession at a higher level of abstraction.
These are not simple challenges, however the experi-
ence of building and evaluating both automated and
manual news structuring systems has demonstrated
that they are achievable.
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Abstract

In this paper we consider the problem
of detecting and tracking storylines over
time using news text corpora. World
wide web creates vast amounts of infor-
mation and handling, managing and uti-
lizing this information is difficult with-
out having systems that are able to iden-
tify trends, arcs and stories and how they
evolve through time. The proposed ap-
proach utilizes a dynamic version of La-
tent Dirichlet Allocation (DLDA) over
discrete time steps and makes it possi-
ble to identify topics within storylines as
they appear and track them through time.
Moreover, a graphical tool for visualiz-
ing topics and changes is implemented
and allows for easy navigation through
the topics and their corresponding docu-
ments. Experimental analysis on Reuters
RCV1 corpus reveals that the proposed
approach can be effectively used as a
tool for identifying turning points in sto-
rylines and their evolutions while at the
same time allowing for an efficient visu-
alization.

∗ Authors contributed equally to the manuscript,
thus appear in alphabetical order. Correspondence to:
jerry.spanakis@maastrichtuniversity.nl

1 Introduction

Growth of internet came along with an increas-
ingly complex amount of text data from emails,
news sources, forums, etc. As a consequence,
it is impossible for individuals to keep track of
all relevant storylines and moreover to detect
changes in emerging trends or topics.

Many stakeholders (companies, individuals,
policy makers, etc.) would be interested to har-
ness the amount of free text data available in
the web in order to develop intelligent algo-
rithms that are able to react to emerging topics
as fast as possible and at the same time track
existing topics over long time spans. There
are many techniques about topic extraction like
Nonnegative Matrix Factorization (NMF) (Sra
and Dhillon, 2005) or Latent Dirichlet Allo-
cation (LDA) (Blei et al., 2003) but there are
not many extensions to dynamic data handling.
Time dependent modeling of documents can be
computationally expensive and complex (Allan
et al., 1998) and despite the fact that such ap-
proaches can be effective, none of these effec-
tively handles the visualization issue which can
make results more intuitive. Thus, effective ap-
proaches in terms of both computation and vi-
sualization of the results need to be pursued.
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This research work aims at implementing a
technique to present stories and their changes
from a news items flow by detecting and track-
ing topics through time. Results will be visu-
alized and evaluated using the (fully annotated
and immediately available) RCV1 Reuters cor-
pus (810.000 documents) which is partly uti-
lized in this work. The remainder of the paper
is organized as follows. Section 2 presents an
overview of current research work in the area.
The proposed approach is described in Section
3, while experimental results are presented in
Section 4. Finally, Section 5 concludes the pa-
per and presents future improvement work.

2 Related Work

Topic detection and tracking is a long studied
task (Fiscus and Doddington, 2002) and many
approaches have already been attempted. Non-
negative matrix factorization is used in the field
of text mining to factorize and thereby decrease
the dimension of a large matrix (Lee and Se-
ung, 1999). For topic detection, the original
matrix can be composed of terms represented
in the rows and documents represented in the
columns, while the cell values represent the TF-
IDF value (Sparck Jones, 1972) of each term in
each document. As TF-IDF values cannot be
negative, the algorithm’s requirement of a ma-
trix with only non-negative values is fulfilled.
Ranking the terms of a topic by their matrix
value reveals the most relevant terms that can
make up the description of this topic. In a sim-
ilar way, documents of a topic can be ranked as
well. This makes it possible to visualize topics
according to their importance amongst all doc-
uments (Godfrey et al., 2014).

There exist only few approaches so far that
applied NMF for dynamically changing text
data, i.e. when detecting and tracking topics

over time. Although the original data size can
be too large for matrix factorization, there al-
ready exist variants of the algorithm using an
dynamic approach, processing data in chunks
(Wang et al., 2011). (Cao et al., 2007) use an
online NMF algorithm that applies the factor-
ization to the data of each time step and then
updates the matrix bases from the previous cal-
culations accordingly by some metric. How-
ever, both these algorithms are not able to detect
emerging topics. (Saha and Sindhwani, 2012)
defines an evolving set and an emerging set of
topics within the NMF algorithm and appends
the matrices accordingly in both dimensions
whenever a new time step is considered. Topics
are only detected when they emerge rapidly, and
removing topics that are not relevant anymore is
not discussed (the matrices increase gradually).
(Tannenbaum et al., 2015) introduces a sliding
window over the time steps. First, NMF is ap-
plied on a certain time step, and then the dis-
covered topics are assigned to the topic model
defined by the previous time steps, if possible.
If they do not fit into the model, they are added
to the emerging set of topics, which are added
to the model as soon as there are enough doc-
uments that cover this new topic. Within the
emerging set, the texts are categorized into new
topics using hierarchical clustering.

All these works have several drawbacks.
First, they mostly focus on sources like social
media (Yang and Leskovec, 2011), (Paul and
Girju, 2009), thus the magnitude of their data
is several orders smaller than ours. Moreover,
temporal dimension introduces further com-
plexity due to the need for additional distribu-
tions or function that characterize this dynamic
change (Hong et al., 2011).

Latent Dirichlet Allocation (LDA) (Blei et
al., 2003) is a generative probabilistic mixture
model for topic detection. In such a model,
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words define a vocabulary and topics are rep-
resented by a probabilistic distribution of words
from this vocabulary. Each word may be part
of several topic representations. LDA assumes
that each document from a collection of docu-
ments is generated from a probabilistic distribu-
tion of topics. Bayes’ Theorem in combination
with a Dirichlet distribution as prior distribution
are used to approximate the true posterior dis-
tribution. The probability space defined by the
probabilities of the words and topics is multi-
dimensional which is represented by a multino-
mial distribution. For the a priori estimation the
conjugate distribution is needed, which corre-
sponds to a Dirichlet distribution in this case.
Information gain is used as measure for the dif-
ference between two iterated probability distri-
butions and thereby acts as convergence crite-
rion.

LDA has been extended in order to handle
documents over long periods and many varia-
tions exist. Other approaches have been pro-
posed as well (Banerjee and Basu, 2007) but
scalability is an issue and visualization is not
feasible. A milestone in the area was the
work of (Wang and McCallum, 2006) since they
associated a beta distribution over time with
each topic to capture its popularity. There are
also nonparametric models developed either us-
ing Gaussian mixture distributions (Ahmed and
Xing, 2012) or utilizing Markovian assump-
tions (Dubey et al., 2013). These models are
very effective but it is very difficult to choose
a good distribution over time that allows both
flexible changes and effective inferences. Dis-
advantage of these methods is that they ei-
ther exhibit limited forms of temporal variation,
or require computationally expensive inference
methods.

There are extensions of the LDA model to-
wards topic tracking over time such as (Wei et

al., 2007). But according to (Wang et al., 2008),
these methods deal with constant topics and the
timestamps are used for better discovery. Op-
posed to that, our approach utilizes a dynamic
model of LDA (Blei and Lafferty, 2006) that
after examining the generated distributions for
changes is able to detect turning points or sto-
ryline arcs. Finally, results are visualized using
a stacked graph modeling and can be explored
in an intuitive way by relating one topic to an-
other.

LDA was selected due to the fact that topic
modeling provides a powerful tool to uncover
the thematic structure of large document col-
lections. Moreover, the dynamic version of it
(DLDA) offers the possibility of analyzing the
topic distributions per time and provide insights
on their changes and evolutions. Pre-selecting
the number of topics is a known disadvantage of
traditional LDA models, however experiments
show that evolution of topics can still be iden-
tified between consecutive time steps. Select-
ing the initial number of topics relies on user
requirements and on how much detail in the sto-
rylines (and their changes) is desired.

3 The proposed approach

3.1 Preprocessing

The preprocessing steps are separated into two
major parts. First, the article text is extracted
from the original documents and then the text
is analyzed using natural language process-
ing techniques to generate a meaningful vo-
cabulary for the topic extraction. Then, the
main natural language processing of the arti-
cle text, namely the tokenization, named en-
tity recognition (NER) and lemmatization, is
performed using the Stanford CoreNLP (Man-
ning et al., 2014). The text is split into sin-
gle tokens and then these are filtered accord-
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ing to the categories, that the named entity
recognition assigned to them. As numbers are
not very descriptive for topics, the named en-
tity recognition is used to exclude all tokens
categorized in number-related categories, pre-
cisely those of the categories “DATE”, “DU-
RATION”, “MONEY”, “NUMBER”, “ORDI-
NAL”, “PERCENT”, “TIME” and “SET”.

Lemmatization is used to normalize the to-
kens without loosing informational detail. Stan-
dard stemming algorithms aggressively reduce
words to a common base even if these words
are actually of different meaning thus they are
not considered here (e.g. there is a difference
between “marketing” and “markets”). On the
other hand, lemmatization only removes inflec-
tional endings and returns a dictionary form of
the token.

The Stanford parser is highly context depen-
dent and does not always categorize words cor-
rectly. As there are a lot of number-related
words left, an additional step of removing such
words is performed by regex-cleaning. This
step also removes any words containing special
characters human language words normally do
not contain.

The next normalization step involves remov-
ing dashes and concatenating combined words
as well as spell correction. As the news articles
contain a lot of proper names and improperly re-
solving ambiguities can lead to loss of informa-
tion, spell correction is done very carefully. The
Levenshtein distance is used (Navarro, 2001) to
correct those words of distance one who do not
reveal ambiguities when compared to the en-
tries of the official Hunspell dictionary. Named
identities are excluded, as they cannot be cor-
rectly processed automatically. As the spell
correction is computationally expensive, care is
also taken, that it is only performed, when it
makes sense. A preliminary, much faster test

for existing equal words of the same length in
the dictionary is preformed beforehand. A com-
parison is only done when the length of the
strings differs by no more than the tested dis-
tance, which is 1 in this case. Last but not least,
the spell correction is done as almost final step,
after all the other refinements are applied.

Finally, the remaining list is filtered using a
stopword list, that contains the most common
words like “the” and “and”. Such words do not
contribute to reasonable meaning of the article
and are not useful to identify topic content.

3.2 Dynamic Latent Dirichlet Allocation
(DLDA)

The Dynamic LDA model is adopted and used
on topics aggregated in time epochs and a state
space model handles transitions of the topics
from one epoch to another. A gaussian prob-
abilistic model to obtain the posterior probabil-
ities on the evolving topics along the time line is
added as additional dimension. Figure 1 shows
a graphical representation of the dynamic topic
model.

DLDA (as LDA) needs to know the number
of topics in advance. That depends on the user
and the number of stories that we could like
to be detected. For example, the RCV1 cor-
pus has 103 actually used annotated topics, plus
a large amount of unlabeled documents, so the
parameter for the extraction is set to 104 topics.
This corresponds to the 103 annotated topics
and one additional “ERROR” topic for the un-
labeled documents. Goal for this was to as ac-
curately cover the original categories of the cor-
pus, although more experiments with less topics
(15, 30 and 60) were conducted. Moreover, the
timestep has to be determined at this point. This
again can be set to any time unit. For example,
the RCV1 corpus used here (July and August of
1996) contains 42 days which makes exactly 6
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Figure 1: Plate diagram representing the dy-
namic topic model (for three time slices) as a
Bayesian network. The model for each time
slice corresponds to the original LDA process.
Additionally, each topic’s parameters α and β
evolve over time (Blei and Lafferty, 2006)

weeks of time. The dynamic topic model is ac-
cordingly applied to 6 time steps corresponding
to the 6 weeks of the data set.

3.3 Topic emergence and storyline
detection

DLDA produces a list of topic distributions per
time step. Topics appear not to evolve in a great
degree and this trend is reflected by the word
distributions. Inspecting them in detail reveals
little difference among the word distributions
for the time steps of each topic. Figure 2 shows
the word distribution scores for the time steps
0 and 1 and the difference between them for
a topic from the RCV1 corpus. The number
of topics in the dynamic topic model is fixed
and the computation infers the topics through
a probabilistic distribution. This does not pro-
duce dynamic topics (appearing or disappear-
ing) but instead, the word distributions for one

topic could be used to capture gradual changes
gradually over time and detect a new turning
point (or arc) in the storyline of this topic.

To identify such turning points and changes
inside the word distributions, the second step of
the two folded approach consists of applying a
similarity measure to identify time steps, where
the word distributions change enough to iden-
tify a new arc within current topic. Cosine sim-
ilarity is used in this case to measure differences
in the distributions from time step to time step.

diffi = ||TDi(t)− TDi(t− 1)|| (1)

where:

• i refers to current topic,

• TDi(t) refers to the topic distribution at
current time-step t,

• TDi(t − 1) refers to the topic distribution
at previous time-step t− 1

A turning point is identified if diffi is larger
than a threshold which can be selected by the
user (see next Section for more details on this).
This is interpreted as a change to the topic dis-
tribution, which means that significant events
within the topic are noticed, and add new in-
formation to the storyline. These changes in the
storylines can also be visualized by a topic river
like the one in Figure 3. Peaks (like for exam-
ple the yellow peak at the 3rd time-step reveal
important changes in the storyline development
and thus can be used to monitor the storyline.
It is therefore assumed that each topic corre-
sponds to one storyline.

Moreover, storyline aggregation can be per-
formed using the same similarity measure as be-
fore. Points of aggregation, where previously
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(a) Time step 0 (b) Time step 1 (c) Difference from 0 to 1

Figure 2: Example word distributions for neighboring time steps of one topic

Figure 3: Topic rivers for August and September 1996 for emerging topics

separate topics should become one, are com-
puted this way. As DLDA once more does a
good job in clustering, the distance between dif-
ferent topics is rather high.

4 Experiments

4.1 The dataset

The process described in Section 3.1 is applied
to the text content of the news articles from Au-
gust and September 1996 of the RCV1 corpus
(Lewis et al., 2004) to obtain a vocabulary con-
taining terms, that are as meaningful and de-

scriptive as possible while eliminating as much
noise, consisting of not descriptive or ambigu-
ous terms, as possible. The first two months
of the RCV1 corpus contain 83.650 documents,
which is about 10% of the corpus documents
overall. Table 1 shows the results of the reduc-
tion of the number of terms from 308.854 dis-
tinct terms of about 16 million words overall to
a final vocabulary size of 131.202.

Preprocessing leads to a reduction to 42% of
the number of distinct tokens. Most important
reduction in the vocabulary size comes from
the NER category removals (almost half) which
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Overall terms 16.467.261
Distinct tokens 308854 100.00%
NER category removals 133976 43.38%
Lemmatization removals 17372 5.62%
Regex cleanup removals 18962 6.14%
Spellcheck cleanup removals 6768 2.19%
Stopword removals 574 0.19%
Final vocabulary size 131202 42.48%

Table 1: Terms and vocabulary for documents
of August and September 1996 of RCV1

contributes most to keeping words and tokens
that contribute most to the topics/storylines de-
scriptions.

August and September 1996 contain new-
times from 42 days, thus 6 (weekly) timesteps
are computed. Table 2 shows, that the docu-
ments are almost evenly distributed among the
weeks.

Aug
20th-
26th

Aug
27th-
Sep 2nd

Sep
3rd-
9th

Sep
10th-
16th

Sep
17th-
23rd

Sep
24th-
30th

12807 12800 13953 14606 14487 14997

Table 2: Number of documents per week in Au-
gust and September 1996 of RVC1

4.2 Storyline detection

The dynamic topic model partially identifies
and reveals events of late summer 1996. Table 3
shows some of the identified events. The top 10
words of the topics’ word distributions already
give a precise overview of the topics’ contents.

These topics describe events over a the pe-
riod of two months and their change during the
examined time frame (2 months) can be further
explored in order to derive useful information
for their evolution. This is done by comparing
the topic distributions of consecutive weeks us-
ing Equation 1 and then turning points can be
revealed if the following inequality is justified:

Child
abuse in
Belgium

Tropical
storm
Edouard

Peace
talks in
Palestina

Kurdish
war in
Iraq

child storm israel iraq
police hurricane peace iraqi
woman north israeli iran
death wind netanyahu kurdish
family west minister turkey
girl mph palestinian northern
murder mile arafat arbil
dutroux coast talk baghdad
body move government force
sex flood west united

Table 3: Extracted topics reveal events from
August and September 1996

diffi >= thres (2)

where thres is a user-defined threshold
which is set to the first quartile (Q1) (i.e. the
middle number between the smallest and the
median) of all diffi values for all topics T at
the first time step (i.e. diffi(1)). This is justi-
fied due to the fact that depending on the corpus
collection used, topic cohesion can vary from
experiment to experiment. Other values were
also tried (median, mean, 3rd quartile) but they
proved to show very few changes in the story-
lines.

Table 4 shows the differences in the top 20
words of the word distributions for one example
topic (about Iraq). Inspecting the top articles for
this topic reveals an evolvement of the story be-
hind the topic, as the main articles in the first
weeks talk about the threat imposed by Iraqi
forces and air strike battles, while the last weeks
talk about concrete U.S. troop deployment in
Kuwait. Table 5 presents the headlines of the
corresponding articles for verification. While
the first weeks the similarity between the dis-
tribution is almost identical (less than 0.01 dif-
ference), difference between week 3 and week 4
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is significant (more than 0.02) and thus reflects
this “turning point” within the same topic.

week 1 week 4 week 5
iraq iraq iraq
missile missile gulf
attack gulf kuwait
saudi iraqi military
iraqi military missile
military kuwait iraqi
gulf attack united
force united force
united force saudi
war zone zone
defense saddam troops
air defense war
kuwait war attack
zone saudi defense
arab air washington
official strike arab
arabia southern official
strike official air
saddam troops saddam
southern washington arabia

Table 4: Word distribution top word differences
for Iraq topic

week 1 - 3 week 4 week 5 - 6
Perry cites two incidents in
Iraq no-fly zone.

Iraq fires at U.S. jets, U.S.
bombers move closer.

U.S. boosts Kuwait defence
by deploying Patriots.

U.S. warns it will protect pi-
lots over Iraq.

U.S. gets Kuwaiti approval for
troops deployment.

U.S. ground troops set to fly
to Gulf.

Defiant Saddam urges his
warplanes to resist U.S.

Kuwait agrees new troop U.S.
deployment.

U.S. carrier enters Gulf,
troops land in Kuwait.

Saddam urges his warplanes
and gunners to resist.

Iraq says fired missiles at US
and allied planes.

U.S. sends last of 3,000
ground troops to Gulf.

U.S. launches new attack on
Iraq - officials.

Iraq fires at U.S. jets, U.S.
bombers move closer.

U.S. declines to rule out Iraq
strikes.

Table 5: Article headlines for top documents of
Iraq topic

Moreover, visualization works in a way that
similar topics are on top of each other in the
graph. Exploration of nearby topics can reveal
further events within similar storylines. Table
6 shows the cosine similarity between two very
similar topics (Iraq and Kurdish civil war) along
the time line, while Table 7 gives an overview
of the topic contents, represented by the top 20
words for each topic, at the time point with the

highest similarity. The highest value for the co-
sine similarity, namely 0.613, can be found at
time step 3 for two topics talking about the con-
flicts, the Iraq was involved in late 1996. Given
these thresholds, both topics could be clustered
further to a more general topic about Iraq poli-
tics, thus allowing for detecting the general sto-
ryline concept or the trend around these issues
(if similarity threshold is high, then the current
trend for these topics is low).

week
1

week
2

week
3

week
4

week
5

week
6

0.559 0.594 0.613 0.568 0.472 0.397

Table 6: Topic cosine similarities for both top-
ics, Iraq and Kurdish Civil War, for each time
step

Iraq topic Kurdish civil war topic
iraq iraq
missile iraqi
attack kurdish
iraqi iran
military northern
gulf turkey
united turkish
saddam arbil
force baghdad
zone kdp
strike united
kuwait kurdistan
air saddam
saudi iranian
defense puk
war force
southern official
baghdad troops
action border
official kurds

Table 7: Word distribution top word similarities
for both topics, Iraq and Kurdish Civil War, at
week 3

Finally, an example of some topics of sum-
mer 1996 and their presence (in terms of per-
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centage of documents that the equivalent topic
distribution is non-zero) is shown in Figure
4. One can identify topics that are recurring
and present turning points (like the “Russia-1”)
which has two major hits or topics that have
more bursty presence (like the “Olivetti” case
in Italy or the “Tennis Open”). It should also
be noticed the effect of topics that cover differ-
ent stories under the same arc (e.g. the “plane
crash” topics is already present in the news (re-
ferring mostly to TWA800 flight accident but it
becomes more prevalent once a new plane crash
in Russia (Vnukovo2801 flight) occurs, which
also boosts the “Russia-1” since they are over-
lapping). These experiments reveal the ability
of the system to identify turning points in story-
lines and track their presence and evolvement.

Figure 4: Emerging topics and turning points
example

5 Discussion and Conclusion

This paper presented a Dynamic Latent Dirich-
let Allocation for detecting storylines and mon-
itor their development through time by reveal-
ing trends and similarities between evolved top-
ics. The proposed approach was applied to news
items of 6 weeks in August and September 1996
of the Reuters corpus RCV1. After applying
careful preprocessing, it was possible to iden-

tify some of the main events happening at that
time (e.g. the Kurdish civil war or the horrible
crimes in Belgium). In order to identify details
and possible turning points of a topic, a second
step of comparing the word distributions inside
each topic at each time step is added. Similarly,
topics can also be aggregated revealing trends
and arcs under the same storyline. Moreover,
“burstiness” of topics can be detected and used
for identifying new or recurring events.

Results from the RCV1 corpus subset reveal
the possibilities of monitoring storylines and
their evolvement through time and the oppor-
tunities for detecting turning points or identify-
ing several sub-stories. Visualization of the re-
sults and the interaction with the stacked graph
provide a framework for better monitoring the
storylines. Further work involves the applica-
tion of the model to the whole RCV1 corpus, as
well as to the actual Reuters 2015 archive and
develop a formal way to identify turning points
and aggregate similar topics under a storyline.
Moreover, evaluation of the output using hu-
man storyline evaluations will further improve
model coherence and interpretation as well as
validate the effect of the approach as to if iden-
tified storylines were correctly detected by the
algorithm
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Abstract

Topic Detection and Tracking (TDT) is an im-
portant research topic in data mining and in-
formation retrieval and has been explored for
many years. Most of the studies have ap-
proached the problem from the event tracking
point of view. We argue that the definition of
stories as events is not reflecting the full pic-
ture. In this work we propose a story track-
ing method built on crowd-tagging in social
media, where news articles are labeled with
hashtags in real-time. The social tags act as
rich meta-data for news articles, with the ad-
vantage that, if carefully employed, they can
capture emerging concepts and address con-
cept drift in a story. We present an approach
for employing social tags for the purpose of
story detection and tracking and show initial
empirical results. We compare our method to
classic keyword query retrieval and discuss an
example of story tracking over time.

1 Introduction

We study the problem of automatically extracting
and tracking1 the storyline of news (i.e., the news
articles covering the story events) for the purpose
of improving the news presentation, both for con-
sumption and research purposes (as targeted also
in (Ahmed et al., 2011; Conrad and Bender, 2016;
Leban et al., 2016)). Although this problem is
widely addressed in the research literature from

1Corresponding to Topic Detection and Topic Track-
ing research applications defined by TDT community at
http://www.itl.nist.gov/iad/mig/tests/tdt/

machine learning, data mining and information re-
trieval communities, the issue of efficiently and ef-
fectively mapping large volumes of news articles to
story timelines in real-time, remains challenging.

A news story often discusses multiple related
events, which happen in different time periods and
may as well involve different entities (people, coun-
tries, organisations). Some stories are relatively
short in time, such as the 2016 Champions League
final, and some others span many years and discuss
multiple events, such as the Ebola outbreak or the
migrant crisis. The story of the Syrian war, for
example, has evolved in time, shifting the discus-
sion topic (Middle East, migration, human rights,
politics), the discussed entities (Assad, ISIS, Putin,
USA, Islamic State, Turkey, Hungary, Belgium) and
events (rebel uprising, destruction of Syria’s chemi-
cal weapons, Yazidi massacres, camerawoman kick-
ing a migrant, liberation of Palmyra). Figure 1 il-
lustrates this drift in the projected topic-event-entity
combined dimensions over time, in the news arti-
cle space. The figure also shows that stories may
share articles. For example, the article “Turkey car-
ries out air strikes” may appear in several stories:
Syrian war, PKK in Syria, Turkey elections 2015.

We propose to model story tracking as a real-time
information retrieval problem. We assume to have
access to a collection of news articles annotated with
social tags extracted in real-time from social media
platforms such as Twitter. This approach takes ad-
vantage of crowdsourced content as a form of real-
time, continuous tagging of news. Additionally, so-
cial tags (aka hashtags)2 are not necessarily topical:

2The terms social tag and hashtag are used interchangeably in the
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Figure 1: Stories’ drift in topic-event-entity-time space.

they have the advantage of grouping together arti-
cles belonging to the same story (e.g., racial con-
flicts in US, #ericgarner, #blacklivesmatter, #icant-
breathe) and allow the user to focus on diverse as-
pects of a story (e.g., Greek economic crisis, #grexit,
#tsipras, #merkel, #ecb, #imf, #finland). We model
a story as a query in an information retrieval frame-
work where the query can mix keywords and hash-
tags.

From an application point of view, our work aims
to automate the creation of story-focused pages and
corresponding timelines, to enrich the storyline with
context from social media (videos, tweets, posts,
etc.) such as on www.NewsDeeply.org pages,
and to provide story detection and tracking capabil-
ities.

The choice of social tags is motivated by the fol-
lowing factors: (i) hashtags are inherently suitable
for story tracking, as they are used on social plat-
forms such as Twitter for tagging topics of interest3,
(ii) creation, popularity and abandonment of hash-
tags implicitly encode the concept drift in the story,
(iii) hashtags allow cross-platform multi-modal con-
tent linking (text, image, video), (iv) tagging arti-
cles imposes no structural limitations for organis-
ing news as in single-linkage clustering (Ahmed et
al., 2011; Conrad and Bender, 2016; Hou et al.,
2015; Leban et al., 2016; Pouliquen et al., 2008).
This approach is also consistent with trends in me-
dia: (a) social media oriented news providers like
AJ+ have embraced the usage of manually assigned

paper.
3http://www.nytimes.com/2011/06/12/fashion/hashtags-a-new-

way-for-tweets-cultural-studies.html

hashtags to organise their content, (b) both The
Guardian4 and The Huffington Post5 are giving im-
portance to hashtags by writing articles about the
popular social tags and informing the public on dis-
cussion trends, (c) The Sun had published a newspa-
per with a hashtag6 alongside an article7.

By including hashtags in the query we can facil-
itate better query formulation, and therefore a bet-
ter story tracking process. For example, searching
for #rmucl (the hashtag for Real Madrid’s UEFA
Champions League (UCL) season) can help to nar-
row the search down to Real Madrid’s solely UCL
games (i) even if the articles do not contain any
of the keywords (e.g., an article titled “Zidane’s
squad beats Manchester City 1:0 (video)” may have
a short body not containing any of the search key-
words), (ii) avoiding the noise from the Club’s ac-
tivities in the Spanish League (with dedicated hash-
tag #rmliga). The method implicitly allows the
choice of story granularity and navigation to substo-
ries. Contrary to the #rmucl example, some hash-
tags, e.g., #rip, can also group articles about unre-
lated events and entities in a non-topical fashion.

The remainder of this paper is structured as fol-
lows. Section 2 describes the related work. In Sec-
tion 3 we briefly introduce the notation used in the
paper and the problem setup. Section 4 describes our
approach for story detection and organizing the news

4www.theguardian.com/technology/hashtags
5www.huffingtonpost.com/news/hashtags/
6www.huffingtonpost.com/2014/03/26/sun-hashtag-newspaper-

murdoch-british n 5034639.html
7“By printing hashtags alongside our news we are making it easy

for readers to share their opinions and continue the story online,” Sun
editor David Dinsmore said in a statement
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articles into stories. Section 5 explains our proposed
method for story tracking. In Section 6 we present
the evaluation of the proposed method, and, in Sec-
tion 7 we conclude the paper and discuss future re-
search.

2 Related Work

In this section we present related research spanning
different research communities.
Event detection and tracking: Work presented by
(Allan et al., 1998) tracks 25 predefined events, pro-
cessing the articles in chronological order and mak-
ing a binary decision on event relatedness for each
article, before processing any subsequent articles.
An assumption is made that each article discusses
a single event. (Brown, 2001) provides an extension
to (Allan et al., 1998) for real-time event detection.
(Kuzey and Weikum, 2014) describe an offline sys-
tem for populating event classes of knowledge bases
by first mapping news to Wikipedia categories, then
mapping the latter to WordNet event classes. (Leban
et al., 2016) have designed a real-time system which
groups articles about an event across languages. Ar-
ticles are clustered based on their cosine similarity.
An event is registered after a cluster reaches a cer-
tain size, whereas the cluster will be removed when
it becomes older than 5 days.
Tracking stories: (Navrat et al., 2009) propose a
system with a focused crawler which works on the
user side and tracks a story by smartly selecting the
links on the article page. The performance on the
experimental set was noisy and the system purely
relies on the existing links on the page. In the Euro-
pean Media Monitor from (Pouliquen et al., 2008)
news articles are clustered using an agglomerative
clustering algorithm. Stories are formed from clus-
ters linked based on their cosine similarity. The sys-
tem introduced in (Hou et al., 2015) represents each
news article in the dimensions of entities, topics and
events. A knowledge base is used for linking top-
ics and linking entities and thus creating links be-
tween the articles. For a given query, a list of ar-
ticles is returned ranked by the weighted sum of
relevance and topic scores. (Ahmed et al., 2011)
model news storyline clustering by applying a topic
model to the clusters, while simultaneously gen-
erating single-linkage clusters using the Recurrent

Chinese Restaurant Process. This approach allows
the number of stories to be determined by the data.
The system accuracy is evaluated on 2,525 man-
ually judged “must-link” and “cannot-link” article
pairs. (Conrad and Bender, 2016) have designed
an event-centric hierarchical agglomerative cluster-
ing algorithm operating in real-time for providing a
news browsing experience in a structured way, given
the editorially supplied top-level story labels. Medi-
aMeter introduced in (Nomoto, 2015) uses a tagger
called WikiLabel for assigning Wikipedia labels to
news articles and detects trending topics based on
labels with high burstiness scores. (Vossen et al.,
2015) discuss a framework for structuring massive
news streams into storylines. The authors discuss
a computational model of storylines and guidelines
for storyline evaluation, but no comprehensive em-
pirical study is presented.
Query expansion: (Verberne et al., 2016) stud-
ied query term suggestions for Boolean queries in
a news monitoring system. They found that the
premise of ‘pseudo-relevance’ does not hold for
Boolean retrieval when the set of retrieved docu-
ments is noisy. (Anagnostopoulos et al., 2012) in-
troduced a query expansion algorithm based on a
semantic network of Twitter hashtags. They have
shown that the social intelligence can be used to
describe information and successfully applied it in
query expansion.
Contribution: State-of-the-art systems rely on key-
word/semantic matching and require often slow-to-
change offline snapshots of knowledge bases (Kuzey
and Weikum, 2014) or need computationally expen-
sive, complex clustering or semantic models, where
parameters such as the number of topics (Hou et
al., 2015), timespan of stories (Conrad and Ben-
der, 2016; Leban et al., 2016) and cluster sizes
(Pouliquen et al., 2008), significantly affect the sys-
tem performance.

Unlike the methods described above, we model
storyline extraction as a pattern mining and real-
time retrieval problem based on social annotations
of news articles. The proposed approach has the
following advantages which are important for our
problem: (i) it is non-parametric over stories, allow-
ing any size, duration, number of events, number
of named entities, etc., (ii) stories are not bounded
to predefined topics or taxonomies and the choice
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of query hashtags allows “zooming in” to substo-
ries, (iii) articles can be shared between storylines,
so articles relevant to multiple stories can appear in
each, not penalizing the recall of either story, (iv) no
reliance on information from external knowledge
bases, which may lag behind the relevant events,
(v) the story will track the emerging as well as dep-
recating concepts (in the form of hashtags or key-
words) relevant to the story, (vi) real-time perfor-
mance is achieved without limiting the story size
in articles or span in time, and without a need for
recomputing any clusters or semantic models when
new data arrives.

3 Preliminaries and Basic Notation

We assume to have a dataset of articles with recom-
mended hashtags. The social tags can be manually
assigned to an article by a journalist or by an auto-
mated hashtag recommender. Hashtagger presented
in (Shi et al., 2016) and the method proposed in
(Efron, 2010) recommend hashtags to news articles.
We build on top of Hashtagger, which recommends
up to 10 hashtags to an article, which are updated
every 15 minutes over a period of 24 hours from the
article publication time.

The notations used in this paper are summarized
in Table 1. An article Articlej may get up to 10 ×
24 hours × 4 per hour = 960 unique hashtags de-
noted as #tagj

1 ... #tagj
960, each recommended with

a confidence8 conf j
t ∈ [0.5, 1], where 0 < t 6 960.

A single hashtag can be recommended to the same
article with different confidences at different points
in time. A query for story retrieval and tracking
is composed of keywords w1, ..., wn and hashtags
#tagq

1, ...,#tagq
m, where n + m > 0. Each query

also includes a time period from which the articles
will be retrieved. We denote articles retrieved by
query expansion by the superscript ex. The retrieval
score of Articleex

j is denoted as scorej .

We use the terms substory and superstory to re-
fer to stories correspondingly narrower or wider in
scope, than the reference story.

8Manually assigned hashtags can get confidence set to 1 if no value
is given.

n number of terms in query
m number of hashtags in query
q query, where n + m > 0

p number of full months in the query time period
wi ith keyword in the query q, where 0< i6 n

#tagq
i ith hashtag in the query q, where 0< i6 m

Articlej the jth article in the database
#tagj

t tth hashtag recommended to Articlej , where 0< t6960

confj
t recommendation confidence of #tagj

t , where 0< t6960

Articleex
j

the jth article retrieved for query expansion, where
0< j 6 10+p

scorej
retrieval score of the jth article retrieved for query

expansion
b number of hashtag confidence bins
k number of highest score confidence bins, where k6b

#tagi ith hashtag in the query expansion hashtag set
score#tagi

score assigned to #tagi

l number of story expansion hashtags, where l610+p

M number of articles retrieved with the expanded query

Table 1: Notation used in the paper.

4 Story Detection via Frequent Hashtag
Set Mining

We propose a method that maps news articles to sto-
ries in real-time, by grouping the articles with con-
nected events, entities and topics that are discussed
together on social platforms like Twitter. We use
Twitter hashtags to group the news into stories. Each
hashtag represents a story (e.g., #turkey or #syria)
and a combination of hashtags represents a substory
for each of the stories it is part of, e.g., {#turkey,
#syria} represents the story of Turkish involvement
in Syrian war.

4.1 Story Detection

This section describes a method for story detection
using frequent pattern mining over hashtags.

A single news article can be covering multiple
stories (Vossen et al., 2015) and some other arti-
cles can cover either a substory or a superstory of
a story covered in the first article. We have observed
that multiple articles covering the same story get as-
signed the same set of hashtags. We exploit this phe-
nomenon to detect popular news stories by mining
frequent hashtag sets which are being assigned to the
same set of articles. Each frequent hashtag set (e.g.,
{#turkey, #syria, #kurdistan}), which is a superset
of another hashtag set (e.g., {#turkey, #syria}), is a
popular story too and is a substory of the story rep-
resented by the hashtag superset. This representa-
tion enables us to use the hierarchical structure of
the story coverage for better navigation in the huge
sea of stories.
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Figure 2: Distribution of number of recommended hash-
tags per article in the full set of all 21,819 articles from
May 2016. 13,595 articles have at least one recom-
mended hashtag with an average of 2.55 hashtags per ar-
ticle. 13,270 articles have at least one non-spammy rec-
ommended hashtag.

To study the possible advantages of the chosen
representation, we run an experiment on a subset
of 13,270 articles9 from May 2016 (which represent
60.8% of all articles in this period) that have been
linked to at least one hashtag. Overall 5,107 unique
hashtags were recommended to the articles in May
2016. The histogram of number of recommended
hashtags per article is shown in Figure 2. We have
defined the articles as a support domain and have ex-
tracted frequent hashtag patterns co-occurring for a
large number of articles.

We use an implementation of ECLAT10 (Zaki,
2000) for mining the frequent hashtag sets. Running
the ECLAT algorithm with a minimum support re-
quirement11 of 5 articles resulted in 6,839 frequent
hashtag patterns of a form shown in Table 2. For
example, the third line in Table 2 shows that there
are 35 articles which got both {#farewellboleyn,
#whufc} hashtags recommended to them.

The extracted patterns give an overview of all the
topics covered in the news article set. In the fol-
lowing section we discuss how a user can navigate
the big set of hashtag patterns which define detected
stories.

9We filter out the recommendations of spammy hashtags
which don’t contribute to any certain story: #news, #business,
#breaking, #politics, #jobs, #world, #rt, #sport, #breakingnews
#follow.

10http://www.borgelt.net/eclat.html
11The support threshold can be varied to change the extracted

set of patterns.

Pattern Support

#mufc 758

#trumptrain #makeamericagreatagain
#trump #trump2016

59

#farewellboleyn #whufc 35

Table 2: Example frequent hashtag patterns mined from news

articles in May 2016.

4.2 Hierarchical Story Representation

Visualization of mined stories can be done in many
ways allowing navigation through the stories. The
essential factors that have influenced our choice
of visualization are: (i) the hierarchical structure
of substory-superstory relationship must be shown,
(ii) the user must be able to zoom in to substories,
(iii) a substory can be navigated to from either of its
superstories12.

Figure 3: Screenshot of Barclays Premier League, aka #bpl

story visualized.

We have used Zoomable Circle Packing13 interac-
tive visualization from D3 library14 to visualize the
stories. Figure 3 shows the #bpl story of Barclays
Premier League of soccer. The inner blue bubbles
represent the substories of #bpl and each includes
a specific football club hashtag (e.g., #mufc for

12This results in duplication of substories under each existing
superstory.

13http://bl.ocks.org/mbostock/7607535
14http://github.com/d3/d3/wiki/Gallery
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Manchester United football club). In this form of vi-
sualization, the {#bpl, #mufc} substory can be nav-
igated from either #bpl or #mufc story. This choice
results in duplicated data but keeps the strictly hier-
archical structure of news stories.

The interactive visualization of May 2016 stories
and the corresponding data are available online15.

In contrast to related work, this pattern set struc-
ture allows us to represent the news in a hierarchi-
cal, multiple-linkage browsable structure, where one
can “zoom in” into a multi-hashtag substory while,
at the same time, allowing a hashtag (and articles
linked to it) to be a part of another story. The fre-
quent sets can be maintained and updated upon the
fresh data arrival or alternatively mined again in a
periodic fashion (e.g., once an hour).

5 Story Tracking via Retrieval with Social
Tags

In the previous section we discussed how to detect
stories from article-hashtag sets. We now formu-
late story tracking as a retrieval task with queries
that allow mixing of keywords and hashtags. This
allows tracking stories on-the-fly rather than being
restricted to a pre-determined set of stories. We rep-
resent an article by its headline, subheadline, body, a
set of summary keywords and a set of hashtags rec-
ommended to the article. The recommended hash-
tags are binned into b = 20 confidence bins with
ranges from (0.975, 1.0], down to (0.5, 0.525] and
indexed to enable an efficient search on article fields
with different weighting using the BM25 algorithm
(Robertson et al., 1994). The retrieval is done with
the following settings:
• Keywords w1, ..., wn are matched on article

keywords, headline, subheadline and content
with score boost of correspondingly ×4, ×3,
×2 and ×1. The idea behind this weighting is
that an article matching a query in its headline,
is more likely to belong to the requested story,
rather than in the case when the matching key-
words appear somewhere in the article body.

• Hashtags #tagq
1, ...,#tagq

m are matched on the
top-k hashtag confidence bins with score boost-
ing of 6− (i+1)×2

b for a match on bin 0<i6k.

15http://github.com/gevra/may2016-stories

The idea behind the decaying per bin boost is
that more confidently recommended hashtags
are more likely to be relevant to the story.

Figure 4 gives an overview of the proposed method.
To retrieve the articles covering a certain story, we
do a two-step retrieval in the given time period by
expanding the original query in the “hashtag space”,
then retrieving the story articles with the expanded
query. The step-by-step process is the following:

1. To get a set of potentially relevant to the story
hashtags, we use the recommended hashtags of
the top-(10+p) articles (shown as Articleex

j on
Figure 4) from the initial search results, where
p is the number of full months in the queried
time period. The intuition behind the param-
eter p is that longer stories would possibly in-
clude more events, entities and topics and pre-
sumably these may be covered in more arti-
cles. On the other hand, using too many articles
for the query expansion is bound to introduce
more noise. Among the top-(10 + p) articles,
we only use for query expansion those whose
scorej > 0.5× score1, i.e., the matching score
is not lower than 50% of the top match article
score. This approach allows to narrow down
to the more focused story when an overlap of
coverage exists between the query terms.

2. The query expansion hashtags are chosen from
the set of hashtags recommended to any of the
10+p articles. Because the same hashtag may
be recommended to several of chosen 10+p ar-
ticles, we first weight hashtags by the product
of their recommendation confidence to an arti-
cle and the article matching score on the query,
and then we take the highest of these scores for
a given hashtag. Hashtags of the filtered set of
articles are weighted by the following formula:

score#tagi
=max

1<j610+p, #tagi=#tag
j
r
(scorej×confj

r )

where scorej is the matching score of the jth

article from (10 + p) retrieved articles, tagj
r is

the rth recommended hashtag with confidence
conf j

r for the article Articleex
j . The resulting

set is limited to (10 + p) unique hashtags with
the highest scores score#tagi

, where 0 < i 6
(10+p), that will serve as a query expansion
set of hashtags, denoted as #tag1, ...,#tagl on
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Figure 4: Story retrieval process diagram.

Figure 4. The initial query together with the
query expansion hashtags form what we call
the story tracking query.

3. A second retrieval using the expanded
query, returns the final set of ranked articles
Article1, ..., ArticleM . The method works
even for cases where there are no hashtags
recommended to an article, but the presence of
hashtags allows for more refined queries.

The hyper-parameters of the system, like the
query boosting parameters, b, k, as well as the
heuristic methods like the choice of 10+p articles
are yet not fully evaluated, and the used values were
chosen empirically.

The stories can be tracked by simply re-initiating
the whole process described in Figure 4 at anytime.
A fresh retrieval, i.e., re-issuing the same query, al-
lows to (i) capture the previously unseen events and
entities covered in newly arrived articles, (ii) capture
emerging relevant story hashtags in the query expan-
sion, (iii) retrieve currently relevant articles, which
might not be matching the previously used query.
Hashtags once present in the query expansion, will
remain in the story defining query to ensure the com-
pleteness of story coverage.

6 Evaluation

We have been tracking 27 RSS news feeds from 8
(mostly Irish16) news organisations, starting from
August 2015. This allows us to track stories that
have started capturing the public attention almost a
year ago. A side effect of our news selection is that
the social content, and therefore also the hashtags
that are linked to articles, are biased towards Ireland-
related issues.

For a preliminary evaluation of our method we
compare the performance of article retrieval with the
expanded query to a retrieval with the initial input
query in identical setup. To show the effect of query
expansion hashtags, we also include in the evalua-
tion a retrieval with expansion hashtags only. The
evaluation is performed on the following 5 queries:
migrant crisis, refugee crisis, US election, EURO
2016 and #euro2016. Many news providers offer
story-focused pages with curated collections of news
articles. We select news articles from The Irish
Times story-pages as a ground truth for each story17.

16The Irish Times, The Irish Independent, RTÉ, TheJournal.ie, Irish
Examiner, BBC, Reuters and Al Jazeera

17The URLs of the curated story pages corresponding to our selected
5 queries are:
http://www.irishtimes.com/news/world/europe/migrant-crisis
http://www.irishtimes.com/news/world/us/us-election
http://www.irishtimes.com/sport/euro-2016
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The curated story-pages serve as a natural ground
truth for evaluating our story extraction, because our
method aims to automate the creation of this kind
of pages. There are only few active curated story-
pages on news platforms, which limits our ground
truth collection and is the main reason behind our
choice of queries. For the purpose of evaluation, we
correspondingly limit the retrieval from the database
to The Irish Times articles from the time period cov-
ered by the curated story page. Our goal is not nec-
essarily to evaluate the retrieval quality, but to show
that the social tags can improve the story extraction.
Table 3 presents the evaluation metrics including the
Recall and NDCG@k as defined in (Manning et al.,
2008). NDCG@k reflects the quality of ranking, and
in our case shows how similar our stories are to those
on curated story pages.

Query Query expansion
hashtags

Time
period

Number
of articles

on the
curated

page and
in our

database

Match Articles Recall NDCG
@10

NDCG
@25

migrant
crisis

#lybia #pope
#popefrancis #eu
#health #migrants
#greece #turkey
#utah #lesbos
#italy #francis

07 Apr 45
initial query 782 88.9% 0.2083 0.2549

-

expansion
hashtags

only
294 46.7% 0.2903 0.2449

14 Jun expanded
query 984 91.1% 0.3398 0.3565

refugee
crisis

#refugees
#bono #eu

#turkey #un
#refugee #china

07 Apr 45
initial query 783 84.4% 0.6204 0.3896

-
expansion

hashtags only 244 28.9% 0.2201 0.1741

14 Jun expanded
query 964 88.9% 0.5321 0.3819

US
election

#modiinus
#hillaryclinton

#deleteyouraccount
#peru #freedom
#primaryday #eu

#imwithher
#modifiedforeignpolicy

#kuczynski #hillary

06 Jun 19
initial query 516 94.7% 0.2248 0.2424

-

expansion
hashtags

only
31 36.8% 0.3909 0.2971

15 Jun expanded
query 524 94.7% 0.4748 0.3420

EURO
2016 #euro2016 30 May 12

initial query 572 83.3% 0 0

-
expansion

hashtags only 155 41.7% 0 0.0607

15 Jun expanded
query 604 100% 0 0.0293

#euro2016
#romania
#england
#wal #eng

#russia
#marseille

30 May 12
initial query 155 41.7% 0 0.0607

-
expansion

hashtags only 165 41.7% 0 0.0252

15 Jun expanded
query 165 41.7% 0 0.0252

Table 3: Evaluation results.

Table 3 shows that the query expansion does not
contribute dramatically to Recall. However for mi-
grant crisis and US election stories, the improve-
ment in NDCG is significant. The refugee crisis
story is a good example for demonstrating the sensi-
tivity of the query expansion as the evaluation for it
was done on the same ground truth curated page as
for the migrant crisis. Also one can notice the pres-
ence of #bono18 in the query expansion set. Bono
has several times visited refugee camps and spoken

18Bono is an Irish musician best known as the lead vocalist of rock
band U2

for the rights of migrants. Nevertheless the impor-
tance and relatedness of #bono to the story is slightly
overshadowed by a significant coverage about Bono
in our news corpus of mostly Irish sources. Query-
ing EURO 2016, although successfully expands the
query with the relevant hashtag, retrieves noisy re-
sults. The performance figures can be explained by
the high ambiguity of the query, as EURO may refer
to the currency or politics. Regardless of the unim-
pressive performance metrics for the latter query, the
takeaway point is that the ambiguity problem can be
solved by issuing a query #euro2016 instead, and
this is one of the key features of our method, offered
as a solution to the ambiguity problem.

The live system used in the experiments for eval-
uation is described in our previous work (Poghosyan
et al., 2016) and is available online19.

Story Tracking and Concept Drift: In Table 4
we show the query expansion hashtags for the mi-
grant crisis story for each two weeks from January
1st to May 31st 2016, to illustrate the potential of
hashtags to track a story with the proposed method.
It can be noticed that the query expansion has suc-
cessfully captured the newly emerged entities in the
story. Methods relying on offline knowledge bases
may not be responsive enough to capture the new
relationships of entities in stories.

Period (2016) Query expansion hashtags for the query migrant crisis

Jan 1 - Jan 15 #migrantcrisis #crisis #migrant

Jan 1 - Jan 31 #migrant #germany #calais #corbyn

Jan 1 - Feb 15 #calais #corbyn #germany #migrant

Jan 1 - Feb 29 #calais #greece #migrant #corbyn #germany #refugees

Jan 1 - Mar 15 #calais #migrants #macedonia #greece #turkey
#migrant #corbyn #germany #refugees #eu

Jan 1 - Mar 31 #calais #migrants #macedonia #greece #turkey
#migrant #corbyn #germany #refugees #eu

Jan 1 - Apr 15 #calais #migrants #macedonia #greece #turkey
#migrant #corbyn #germany #refugees #eu

Jan 1 - Apr 30 #calais #migrants #macedonia #greece #turkey
#migrant #corbyn #germany #refugees #lesbos #eu

Jan 1 - May 15 #calais #migrants #macedonia #greece #turkey
#migrant #corbyn #germany #refugees #lesbos #eu

Jan 1 - May 31 #calais #migrants #macedonia #greece #turkey
#migrant #corbyn #germany #refugees #lesbos #eu

Table 4: Example of the expanded query evolution in time for

the query migrant crisis.

19http://lovelace.ucd.ie/tutorial_video
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7 Conclusions and Future Work

In summary, we propose a new angle on story de-
tection and tracking based on frequent pattern min-
ing and real-time retrieval of tagged news articles.
To the best of our knowledge there is no other
method which exploits real-time hashtag recommen-
dations for this purpose. We present a frequent
pattern-based story detection which allows “zoom-
ing in/out” into substories and superstories. The ad-
vantage of our proposed story tracking solution is
that it quickly adapts to emerging entities or events
and their relatedness, because it does not require
a slow-to-change knowledge base. Our solution is
real-time and does a retrieval on-demand without
the need of recomputing any clusters or semantic
models when new data arrives. The weaknesses of
our story tracking approach include the strong re-
liance on the hashtag recommender (although Hash-
tagger has 85% Precision@1) and the potential lack
of story discussions on social platforms, e.g., Hash-
tagger recommends at least 1 hashtag to about 65%
of all articles. This can be mitigated to some ex-
tent possibly by expanding our scope to other social
platforms that increasingly adopt social tags. Yet an-
other workaround for compensating for the partial
hashtag coverage is discussed below in the future
work.
Future Work. We intend to have a deeper evalua-
tion of the story detection and tracking by expand-
ing the experiments to multiple news sources and a
larger set of stories. We also consider necessary to
perform an evaluation involving manual annotation
of the retrieved articles by a domain expert. The
heuristic elements of the method have an intuition
behind and are set only empirically. These elements
require an evaluation of their contribution.

We believe a more accurate query expansion with
weighted hashtags will allow to distinguish the sto-
ries which have the same set of linked hashtags,
but different dominant hashtags. Weighted queries
will also enable the automation of query updates for
story tracking and incorporation of human feedback
for refining the query over time.

The query formulation largely affects both the
query expansion and subsequently also the final ar-
ticle retrieval (as we have shown in Section 6). The
task of composing good queries is not trivial and an

exploration of a substory may not be achieved only
by modifying the query. For this reason a user feed-
back loop may be added to allow the query issuer to
steer the story in the desired direction (see Figure 4).

The issue of diversity of news articles within a re-
trieved (and possibly curated) story is also interest-
ing. We plan on studying the literature on aspect-
based information retrieval (Santos et al., 2010),
where the hashtags would serve as natural aspects
in our framework.

To compensate for the partial hashtag coverage of
articles (60.8% for May 2016), the keywords ex-
tracted from the articles, along with the assigned
hashtags, can be included in frequent pattern mining
for story detection. This may significantly change
the mined stories, as the tag space density and subse-
quently the mined patterns’ cardinality may change.

Along with simple market basket type analysis
to discover frequent subsets of hashtags linked to
sets of articles, we plan to extend the storyline or-
ganization with including new dimensions like the
source and the time. n-ary frequent pattern min-
ing techniques like the one described in (Cerf, 2010)
can extract patterns of form {source1, ..., sourcei×
month1, ...,monthj × #tag1, ...,#tagk} which
will help to analyze the temporal-topical patterns
of sources and how these patterns are similar or
different between the sources. We plan to ex-
plore the frequent patterns of hashtags linked to
the articles of a source, to possibly discover the
response of the audience using a similar vocabu-
lary to the one of the source. We are also in-
terested in news coverage comparison between the
sources for different given stories with patterns of
form {source1, ..., sourcei ×#tag1, ...,#tagk}.

Finally we plan to build on the story track-
ing method to automate story timeline and sum-
mary generation, similar to the ones found on
www.NewsDeeply.org or The Irish Times curated
pages.
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Abstract

News events and social media are com-
posed of evolving storylines, which cap-
ture public attention for a limited period of
time. Identifying storylines requires integrat-
ing temporal and linguistic information, and
prior work takes a largely heuristic approach.
We present a novel online non-parametric
Bayesian framework for storyline detection,
using the distance-dependent Chinese Restau-
rant Process (dd-CRP). To ensure efficient
linear-time inference, we employ a fixed-lag
Gibbs sampling procedure, which is novel for
the dd-CRP. We evaluate on the TREC Twit-
ter Timeline Generation (TTG), obtaining en-
couraging results: despite using a weak base-
line retrieval model, the dd-CRP story cluster-
ing method is competitive with the best entries
in the 2014 TTG task.

1 Introduction

A long-standing goal for information retrieval and
extraction is to identify and group textual references
to ongoing events in the world (Allan, 2002). Suc-
cess on this task would have applications in per-
sonalized news portals (Gabrilovich et al., 2004),
intelligence analysis, disaster relief (Vieweg et al.,
2010), and in understanding the properties of the
news cycle (Leskovec et al., 2009). This task at-
tains a new importance in the era of social media,
where citizen journalists can document events as
they unfold (Lotan et al., 2011), but where repe-
tition and untrustworthy information can make the
reader’s task especially challenging (Becker et al.,
2011; Marcus et al., 2011; Petrović et al., 2010).

A major technical challenge is in fusing infor-
mation from two heterogeneous data sources: tex-
tual content and time. Two different documents
about a single event might use very different vocab-
ulary, particularly in sparse social media data such
as microblogs; conversely, two different sporting
events might be described in nearly identical lan-
guage, with differences only in the numerical out-
come. Temporal information is therefore critical: in
the first case, to find the commonalities across dis-
parate writing styles, and in the second case, to iden-
tify the differences. A further challenge is that un-
like in standard document clustering tasks, the num-
ber of events in a data stream is typically unknown
in advance. Finally, there is a high premium on scal-
ability, since online text is produced at a high rate.

Due to these challenges, existing approaches for
combining these modalities have been somewhat
heuristic, relying on tunable parameters to control
the tradeoff between textual and temporal similar-
ity. In contrast, the Bayesian setting provides ele-
gant formalisms for reasoning about latent structures
(e.g., events) and their stochastically-generated re-
alizations across text and time. In this paper, we
describe one such model, based on the distance-
dependent Chinese Restaurant Process (dd-CRP;
Blei and Frazier, 2011). This model is distinguished
by the neat separation that it draws between tex-
tual content, which is treated as a stochastic emis-
sion from an unknown Multinomial distribution, and
time, which is modeled as a prior on graphs over
documents, through an arbitrary distance function.
However, straightforward implementations of the
dd-CRP are insufficiently scalable, and so the model
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has been relatively underutilized in the NLP liter-
ature (Titov and Klementiev, 2011; Kim and Oh,
2011; Sirts et al., 2014). We describe improvements
to Bayesian inference that make the application of
this model feasible, and present encouraging empir-
ical results on the Tweet Timeline Generation task
from TREC 2014 (Lin et al., 2014).

2 Model

The basic task that we address is to group short
text documents into an unknown number of story-
lines, based on their textual content and their tempo-
ral signature. The textual content may be extremely
sparse — the typical Tweet is on the order of ten
words long — so leveraging temporal information
is crucial. Moreover, the temporal signal is multi-
scale: in the 24-hour news cycle, some storylines
last for less than an hour, while others, like the dis-
appearance of the Malaysian Airlines 370 plane in
2014, continue for weeks or months. In some cases,
the temporal distribution of references to a storyline
will be unimodal and well-described by a parametric
model (Marcus et al., 2011); in other cases, it may
be irregular, with bursts of activity followed by pe-
riods of silence (He et al., 2007). Finally, it will be
crucial to produce an implementation that scales to
large corpora.

The distance-dependent Chinese Restaurant Pro-
cess (dd-CRP) meets many of these criteria (Blei
and Frazier, 2011). In this model, the key idea is
that each instance (document) i “follows” another
instance ci (where it is possible that ci = i), induc-
ing a graph. We can compute a partitioning over in-
stances by considering the connected components in
the undirected version of the follower graph; these
partitions correspond to “tables” in the conventional
“Chinese Restaurant” analogy (Aldous, 1985), or to
clusters. The advantage of this approach is that it
is fundamentally non-parametric, and it introduces
a clean separation between the textual data and the
covariates: the text is generated by a distribution as-
sociated with the partition, while the covariates are
associated with the following links, which are con-
ditioned on a distance function.

The distribution over follower links for document

i has the following form,

Pr(ci = j) ∝
{
f(di,j), i 6= j

α, i = j,
(1)

where di,j is the distance between units i and j, and
α > 0 is a parameter of the model. Large values
of α induce more self-links and therefore more fine-
grained partitionings. Since we are concerned with
temporal covariates, we define the distance function
as follows:

f(di,j) = e
−|ti−tj |

a . (2)

Thus, the likelihood of document i following doc-
ument j decreases exponentially as the time gap
|ti − tj | increases.

The text of each document i is represented by a
vector of word counts wi. The likelihood distribu-
tion is multinomial, conditioned on a parameter θ as-
sociated with the partition to which document i be-
longs. By placing a Dirichlet prior on θ, we can an-
alytically integrate it out. Writing z(c) for the clus-
ter membership induced by the follower graph c, we
have:

P (w | c; η) =
∏
k

P ({wi : z(c)
i = k}; η) (3)

=
∏
k

∫
θ

P ({wi : z(c)
i = k} | θ)P (θ; η)dθ

(4)

Given a multinomial likelihood P (w | θ) and
a (symmetric) Dirichlet prior P (θ | η), this in-
tegral has a closed-form solution as the Dirichlet-
Multinomial distribution (also known as the mul-
tivariate Polya distribution). The joint probability
is therefore equal to the product of Equation 1 and
Equation 4,

P (w, c) =
∏

i

P (ci;α, a)
∏
k

P ({wi : z(c)
i = k}; η).

(5)

The model has three hyperparameters: α, which
controls the likelihood of self-linking, and therefore
affects the number of clusters; a, which controls the
time scale of the distance function, and therefore af-
fects the importance of the temporal dimension to
the resulting clusters; and η, which controls the pre-
cision of the Dirichlet prior, and therefore the impor-
tance of rare words in the textual likelihood function.
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Estimation of these hyperparameters is described in
§ 3.2.

3 Inference

The key sampling equation for the dd-CRP is the
posterior likelihood,

Pr(ci = j | c−i,w) ∝Pr(ci = j)P (w | c).

The prior is defined in Equation 1. Let ` represent
the likelihood under the partitioning induced when
the link ci is cut. Now, the likelihood term has two
cases: in the first case, j is already in the same con-
nected component as i (even after cutting the link
ci), so no components are merged by setting ci = j.
In this case, the likelihood P (w | ci = j) is exactly
equal to `. In the second case, setting ci = j causes
two clusters to be merged. This gives the likelihood,

P (w | ci = j, c−i)

∝ P ({wk : z(c)
k = z

(c)
j ∨ z(c)

k = z
(c)
i })

P ({wk : z(c)
k = z

(c)
i })P ({wk : z(c)

k = z
(c)
j })

,

where the constant of proportionality is exactly
equal to `. Each of the terms in the likelihood ratio is
a Dirichlet Compound Multinomial likelihood. This
likelihood function is itself a ratio of gamma func-
tions; by eliminating constant terms and exploiting
the identity Γ(x + 1) = xΓ(x), we can reduce the
number of Gamma function evaluations required to
compute this ratio to the number of words which ap-
pear in both clusters z(c)

i and z(c)
j . Words that oc-

cur in neither cluster can safely be ignored, and the
gamma functions for words which occur in exactly
one of the two clusters cancel in the numerator and
denominator of the ratio. Note also that we only
need compute the likelihood for ci with respect to
each cluster, not for every possible follower link.

3.1 Online inference

While we make every effort to accelerate the compu-
tation of individual Gibbs samples, the complexity
of the basic algorithm is superlinear in the number
of instances. This is due to the fact that each sam-
ple requires computing the probability of instance i
joining every possible cluster, while the number of
clusters itself grows with the number of instances

(this growth is logarithmic in the Chinese Restau-
rant Process). Scalability to the streaming setting
therefore requires more aggressive optimizations.

To get back to linear time complexity, we em-
ploy a fixed-lag sampling procedure (Doucet et al.,
2000). After receiving instance i, we perform Gibbs
sampling only within the fixed window [ti − τ, ti],
leaving cj fixed if tj < ti − τ . This approximate
sampling procedure implicitly changes the underly-
ing model, because there is no possibility of linking
i to a later message j if the time gap tj − ti > τ .

Since we are only interested in obtaining a single
storyline clustering — rather than a full Bayesian
distribution over clusterings — we perform anneal-
ing for samples towards the end of the sampling
window. Specifically, we set the temperature to
γ = 2.0 and exponentiate the sampling likelihood
by the inverse temperature (Geman and Geman,
1984). This has the effect of interpolating between
probabilistically-correct Gibbs sampling and a hard
coordinate-ascent procedure.

3.2 Hyperparameter estimation

The model has three parameters to estimate:

• α, the concentration parameter of the dd-CRP
• a, the offset of the distance function
• η, the scale of the symmetric Dirichlet prior.

We interleave maximization-based updates to these
parameters with sampling, in a procedure inspired
by Monte Carlo Expectation Maximization (Wei and
Tanner, 1990). Specifically, we compute gradients
on the likelihood P (c) with respect to α and a, and
take gradient steps after every fixed number of sam-
ples. For the symmetric Dirichlet parameter η, we
employ the heuristic from Minka (2012) by setting
the parameter to η = (K−1)/2∑

k log pk
, whereK is the num-

ber of words that appear exactly once, and pk is the
probability of choosing the kth word from the vo-
cabulary under the unigram distribution for the en-
tire corpus.

4 TREC Evaluation

To test the efficacy of this approach, we evaluate on
the Twitter Timeline Generation (TTG) task in the
Microblog track of TREC 2014. It involves taking
tweets based on a query Q at time T and returning
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a summary that captures relevant information. We
perform the task on 55 queries with different times-
tamps and compare our results with 13 groups that
submitted 50 runs for this task in 2014.

We consider the following systems:

Baseline We replace the distance-dependent prior
with a standard Dirichlet prior. The number
of clusters is heuristically set to 20. Annealed
Gibbs sampling is employed for inference.

Offline inference The dd-CRP model with offline
inference procedure (described in § 3).

Online inference The dd-CRP model with online
inference procedure (described in § 3.1).

For the online inference implementation, we set
the size of window and number of iterations to five
days and 500 respectively. For the baseline, the pa-
rameter of the Dirichlet prior was set to a vector
of 0.5 for each cluster. These values were chosen
through 10-fold cross validation.

To measure the quality of the clusterings obtained
by these models, we compare the average weighted
and unweighted F-measures for 55 TREC topics,
using the evaluation scripts from the TREC TTG
task. Overall results are shown in Table 1. The ON-
LINE MODEL has the best weighted F1 score, out-
performing the offline version of the same model,
even though its inference procedure is an approxi-
mation to the OFFLINE MODEL. It may be that its
approximate inference procedure discourages long-
range linkages, thus placing a greater emphasis on
the temporal dimension. Both models were trained
over 500 iterations, and the ONLINE MODEL was
30% faster to train than the offline model.

Compared to the other 2014 TREC TTG systems,
our dd-CRP models are competitive. Both mod-
els outperform all but one of the fourteen submis-
sions on the unweighted F1 metric, and would have
placed fourth on the weighted Fw

1 metric. Note that
the TREC evaluation scores both clustering qual-
ity and retrieval. We use only the baseline retrieval
model, which achieved a mean average precision of
0.31. The competing systems shown in Table 1 all
use retrieval models that are far superior: the re-
trieval model for top-ranked PKUICST team (line
4) achieved a mean average precision (MAP) of
0.59 (Lv et al., 2014), and the QCRI (Magdy et al.,

2014) and and hltcoe (Xu et al., 2014) teams (lines 5
and 6) used retrieval models with MAP scores of at
least 0.5. Bayesian dd-CRP storyline clustering was
competitive with these timeline generation systems
despite employing a far worse retrieval model, so
improving the retrieval model to achieve parity with
these alternative systems seems the most straightfor-
ward path towards better overall performance.

5 Related work

Topic tracking and first-story detection are very
well-studied tasks; space does not permit a complete
analysis of the related work, but see (Allan, 2002)
for a summary of “first generation” research. More
recent non-Bayesian approaches have focused on
string overlap (Suen et al., 2013), submodular opti-
mization (Shahaf et al., 2012), and locality-sensitive
hashing (Petrović et al., 2010). In Bayesian story-
line analysis, the seminal models are Topics-Over-
Time (Wang and McCallum, 2006), which asso-
ciates a parametric distribution over time with each
topic (Ihler et al., 2006), and the Dynamic Topic
Model (Blei and Lafferty, 2006), which models topic
evolution as a linear dynamical system (Nallapati et
al., 2007). Later work by Diao et al. (2012) offers
a model for identifying “bursty” topics, with infer-
ence requiring dynamic programming. All these ap-
proaches require the number of topics to be iden-
tified in advance. Kim and Oh (2011) apply a
distance-dependent Chinese Restaurant Franchise
for temporal topic modeling; they evaluate using
predictive likelihood rather than comparing against
ground truth, and do not consider online inference.

The Infinite Topic-Cluster model (Ahmed et al.,
2011a) is non-parametric over the number of sto-
rylines, through the use of the recurrent Chinese
Restaurant Process (rCRP). The model is substan-
tially more complex than our approach. Unlike the
dd-CRP, the rCRP is Markovian in nature, so that
the topic distribution at each point in time is con-
ditioned on the previous epoch (or, at best, the pre-
vious K epochs, with complexity of inference in-
creasing with K). This Markovian assumption cre-
ates probabilistic dependencies between the topic
assignment for a given document and the docu-
ments that follow in subsequent epochs, necessitat-
ing an inference procedure that combines sequential
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Model Rec. Rec.w Prec. F1 Fw
1

Our clustering models
1. BASELINE 0.14 0.27 0.33 0.20 0.30
2. OFFLINE 0.32 0.47 0.27 0.29 0.34
3. ONLINE 0.34 0.55 0.26 0.29 0.35

Top systems from Trec-2014 TTG
4. TTGPKUICST2 (Lv et al., 2014) 0.37 0.58 0.46 0.35 0.46
5. EM50 (Magdy et al., 2014) 0.29 0.48 0.42 0.25 0.38
6. hltcoeTTG1 (Xu et al., 2014) 0.40 0.59 0.34 0.28 0.37

Table 1: Performance of Models in the TREC 2014 TTG Task. Weighted recall and F1 are indicated as Rec.w and F w
1 .

Monte Carlo and Metropolis Hastings, and a custom
data structure; this inference procedure was complex
enough to warrant a companion paper (Ahmed et al.,
2011b). The rCRP is also employed by Diao and
Jiang (2013, 2014). In contrast, the dd-CRP makes
no Markovian assumptions, and efficient inference
is possible through relatively straightforward Gibbs
sampling in a fixed window.

6 Conclusion

We present a simple non-parametric model for clus-
tering short documents (such as tweets) into sto-
rylines, which are conceptually coherent and tem-
porally focused. Future work may consider learn-
ing more flexible temporal distance functions, which
could potentially represent temporal periodicity or
parametric models of content popularity.
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Abstract

The style of narrative news affects how it
is interpreted and received by readers. Two
key stylistic characteristics of narrative text
are point of view and diegesis: respectively,
whether the narrative recounts events person-
ally or impersonally, and whether the narrator
is involved in the events of the story. Although
central to the interpretation and reception of
news, and of narratives more generally, there
has been no prior work on automatically iden-
tifying these two characteristics in text. We
develop automatic classifiers for point of view
and diegesis, and compare the performance of
different feature sets for both. We built a gold-
standard corpus where we double-annotated
to substantial agreement (κ > 0.59) 270 En-
glish novels for point of view and diegesis. As
might be expected, personal pronouns com-
prise the best features for point of view clas-
sification, achieving an average F1 of 0.928.
For diegesis, the best features were personal
pronouns and the occurrences of first person
pronouns in the argument of verbs, achieving
an average F1 of 0.898. We apply the clas-
sifier to nearly 40,000 news texts across five
different corpora comprising multiple genres
(including newswire, opinion, blog posts, and
scientific press releases), and show that the
point of view and diegesis correlates largely as
expected with the nominal genre of the texts.
We release the training data and the classifier
for use by the community.

1 Introduction

Interpreting a text’s veridicality, correctly identify-
ing the implications of its events, and properly de-

limiting the scope of its references are all chal-
lenging and important problems that are critical
to achieving complete automatic understanding of
news stories and, indeed, text generally. There has
been significant progress on some of these prob-
lems for certain sorts of texts, for example, recog-
nizing implications on short, impersonal, factual text
in the long-running Recognizing Textual Entailment
challenge (RTE1). On the other hand, narrative text
(including much news writing) presents additional
complications, in that to accomplish the tasks above
one must take into account the narrator’s point of
view (i.e., first person or third person), as well as the
narrator’s personal involvement in the story (a fea-
ture that narratologists call diegesis).

In news stories specifically writers are encour-
aged to use the third person point of view when they
wish to emphasize their objectivity regarding the
news they are reporting (Davison, 1983). In opin-
ion pieces or blog posts, on the other hand, first per-
son is more common and implies a more personal
(and perhaps more subjective) view (Aufderheide,
1997). News writers are also often in the position of
reporting on events which they themselves have not
directly observed, and in these cases can use an un-
involved style (known as hetereodiegetic narration)
to communicate their relative remove from the ac-
tion. When writers observe or participate in events
directly, however, or are reporting on their own lives
(such as in blog posts), they can use an involved nar-
rative style (i.e., homodiegetic narration) to empha-
size their personal knowledge and subjective, per-
haps biased, orientation.

1http://aclweb.org/aclwiki/index.php?title=RTE
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Before we can integrate knowledge of point of
view (POV) or diegesis into text understanding, we
must be able to identify them, but there are no sys-
tems which enable automatic classification of these
features. In this paper we develop reliable classifiers
for both POV and diegesis, apply the classifiers to
texts drawn from five different news genres, demon-
strate the accuracy of the classifiers on these news
texts, and show that the POV and diegesis correlates
much as expected with the genre. We release the
classifiers and the training data so the field may build
on our work and integrate these features into other
text processing systems.

Regarding the point of view of the narrator, narra-
tologist Mieke Bal claimed “The different relation-
ships of the narrative ‘I’ to the objects of narration
are constant within each narrative text. This means
that one can immediately, already on the first page,
see which is the [point of view].” (Bal, 2009, p.
29) This assertion inspired the development of the
classifiers presented here: we had annotators mark
narrative POV and diegesis from the first 60 lines
of each of 270 English novels, which is a gener-
ous simulation of “the first page”. This observa-
tion allowed us to transform the collection of data
for supervised machine learning from an unmanage-
able burden (i.e., having annotators read every novel
from start to finish) into a tractable task (reading
only the first page). We chose novels for training, in-
stead of news texts themselves, because of the nov-
els’ greater diversity of language and style.

Once we developed reliable classifiers trained and
tested with this annotated data, we applied the clas-
sifiers to 39,653 news-related texts across five news
genres, including: the Reuter’s corpus containing
standard newswire reporting; a corpus of scien-
tific press releases scraped from EurekAlerts; the
CSC Islamist Extremist corpus containing ideologi-
cal story telling, propaganda, and wartime press re-
leases; a selection of opinion and editorial articles
scraped from LexisNexis, the Spinn3r web blog cor-
pus, and . We checked a sample of the results, con-
firming that the classifiers performed highly accu-
rately over these genres. The classifiers allowed us
to quickly assess the POV and diegesis of the texts
and show how expectations of objectivity or involve-
ment differ across genres.

The paper proceeds as follows. In §2 we define

point of view and diegesis, and discuss their differ-
ent attributes. In §3 we describe the annotation of
the training and testing corpus, and then in §4 de-
scribe the development of the classifiers. In §5 we
detail the results of applying the classifiers to the
news texts. In §6 we outline related work, and in §7
we discuss how shortcomings of the work and how
it might be improved. We summarize the contribu-
tions in §8. In short, this paper asks the qeustion:
can point of view and deigesis be automatically clas-
sified? The experimental results in this paper show
that it can be done.

2 Definitions

2.1 Point of View
The point of view (POV) of a narrative is whether the
narrator describes events in a personal or impersonal
manner. There are, in theory, three possible points
of view, corresponding to grammatical person: first,
second, and third person. First person point of view
involves a narrator referring to themself, and implies
a direct, personal observation of events. In a third
person narrative, by contrast, the narrator is outside
the storys course of action, looking in. The narra-
tor tells the reader what happens to the characters of
the story without ever referring to the narrator’s own
thoughts or feelings.

In theory second person POV is also possible, al-
though exceedingly rare. In a second person nar-
rative, the narrator tells the reader what he or she
is feeling or doing, giving the impression that the
narrator is speaking specifically to the reader them-
selves and perhaps even controlling their actions.
This is a relatively rare point of view (in our training
corpus of English novels it occurred only once), and
because of this we exclude it from consideration.

Knowing the point of view (first or third person) is
important for understanding the implied veridicality
as well as the scope of references within the text.
Consider the following example:

(1) John made everyone feel bad. He is a jerk.

With regard to reference, if this is part of a first per-
son narrative, the narrator is included in the scope
of the pronoun everyone, implying that the narra-
tor himself has been made to feel bad. In this case
we might discount the objectivity of the second sen-
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tence if we know that the narrator himself feels bad
on account of John. A third person narrator, by con-
trast, is excluded from the reference set, one can
make no inference about his internal state and, thus,
it does not affect our judgment of the implications of
the accuracy or objectivity of later statements.

With regard to veridicality, if the narration is third
person, statements of fact can be taken at face value
with a higher default assumption of truthfulness. A
first person narrator, in contrast, is experiencing the
events not from an external, objective point of view
but from a personal point of view, and so assessment
of the truth or accuracy of their statements is subject
to the same questions as a second-hand report.

2.2 Diegesis

Diegesis is whether the narrator is involved (ho-
modiegetic) or not involved (heterodiegetic) in the
story. In a homodiegetic narrative, the narrator is
not just the narrator but a character as well, perform-
ing actions that drive the plot forward. In a het-
erodiegetic narrative, the narrator is observing the
action but not influencing its course. As reflected
in Table 1, third person narrators are almost exclu-
sively heterodiegetic, but first person narrators can
be either. Like point of view, diegesis provides infor-
mation to the reader on how to discount statements
of fact, and so to judge the veridicality of the text.

3 Corpus

To train and test our classifiers we chose a corpus of
diverse texts and had it annotated for point of view
and diegesis. We used the Corpus of English Nov-
els (De Smet, 2008), which contains 292 English
novels published between 1881 and 1922, and was
assembled to represent approximately a generation
of writers from turn-of-the-century English litera-
ture. Novels were included in the corpus if they were
available freely from Project Gutenberg (Hart, 1971)
when the corpus was assembled in 2007. There are
twenty-five authors represented in the corpus, in-
cluding, for example, Arthur Conan Doyle, Edith
Wharton, and Robert Louis Stevenson. Genres rep-
resented span a wide range including drama, fantasy,
adventure, historical fiction, and romance.

To simulate “the first page” of each novel, we
manually trimmed each text file so that they started

with the beginning of the first chapter. This was
done by hand since automating this process was not
a trivial task. Then, we automatically trimmed each
file down to the first 60 lines, as defined by line
breaks in the original files (which reflect the Guten-
berg project’s typesetting). These shortened texts
were used by our annotators, and were the data on
which the classifiers were trained and tested.

We wrote an annotation guide for point of view
and diegesis, and trained two undergraduate students
to perform the annotations. The first 20 books from
the corpus were used to train the annotators, and the
remaining 272 texts were annotated by both annota-
tors. After annotation was complete we realized that
two of the files erroneously contained text from the
preface instead of the first chapter, so we removed
them from our study. Minus the training and re-
moved texts, we produced a gold-standard corpus of
270 novels annotated for point of view and diegesis.

3.1 Inter-annotator Agreement

We evaluated the inter-annotator agreement using
Cohen’s kappa coefficient (κ). For point of view κ
was 0.635, which is considered substantial (Landis
and Koch, 1977). The κ for diegesis is 0.592, al-
most substantial. Out of 270 markings, there were
36 and 33 conflicts between the annotators for POV
and diegesis respectively. The first author resolved
the conflicts in the POV and diegesis annotations by
reading the text and determined the correct charac-
teristic according to the annotation guide. We re-
lease this gold-standard corpus, including the anno-
tation guide, for use by the community.2

3.2 Interaction of POV with Diegesis

Table 1 shows the distribution of the texts in the cor-
pus across the various categories. Of the 270 texts
in the corpus, 74 had first person narrators, only
1 had second person, and 195 were third person.
For diegesis, 55 were homodiegetic and 215 were
heterodiegetic. There was only one second person
narrator; this type of narrator is atypical in narra-
tive texts in general, and we excluded this text from
training and testing.

2We have archived the code, annotated data, and annotation
guide in the CSAIL Work Products section of the CSAIL Digital
Archive, stored in the MIT DSpace online repository at
https://dspace.mit.edu/handle/1721.1/29808.
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First Second Third

Homodiegetic 54 (20%) 1 (0.4%) -
Heterodiegetic 20 (7.4%) - 195 (72.2%)

Table 1: Distribution of POV and Diegesis. Each non-zero en-

try lists the number of texts in the category as well as the per-

centage of the total corpus.

As we expected, there are no third person
homdiegetic texts in the training corpus. Although
in principle this is possible, it is narratively awk-
ward, requires the narrator to be involved in the
action of the story (homodiegetic), but report the
events from a dispassionate, third-person point of
view, never referring to themselves directly. Our
data imply that this type of narrator is, at the very
least, rare in turn of the century English literature.
More generally, from our own incidental experi-
ence of narrative, we would expect this be quite rare
across narrative in general.

4 Developing the Classifiers

We implemented the preprocessing (§4.1), SVM
training, cross-validation testing (§4.2), and feature
extraction for the classifiers (§4.3 and §4.4) in Java3.

4.1 Preprocessing

The preprocessing was the same for both classifiers.
The full text of the first 60 lines of the first chapter
was loaded into a string, then all text within quotes
was deleted using a regular expression. For both
POV and diegesis it is important to focus on lan-
guage that is uttered by the narrator, whereas quoted
text represents words uttered by the characters of the
narrative. The benefits of removing the quoted text
is shown in Tables 3 and 4. After we removed the
quoted text, we used the Stanford CoreNLP suite
to tokenize and detect sentence boundaries (Man-
ning et al., 2014). Finally, we removed all punc-
tuation4). This produced an array of tokenized sen-
tences, ready for feature extraction.

3We have archived a snapshot of the code, plus all the
additional supplementary material, in the CSAIL Work Prod-
ucts section of the CSAIL Digital Archive, stored in the
MIT DSpace online repository at https://dspace.mit.edu/handle/
1721.1/29808.

4Specifically, the six characters [. ? ! , ; :].

4.2 Experimental Procedure

To determine the best sets of features for classifica-
tion, we conducted two experiments, one each for
POV and diegesis. In each case, texts were prepro-
cessed as described above (§4.1), and various fea-
tures were extracted as described below. Then we
partitioned the corpus training and testing sets using
ten-fold cross-validation. Precisely, this was done as
follows: for POV, the texts annotated as first person
were divided into ten sets containing nearly equal
numbers of texts, and we did the same for the third
person texts. Then the first set of both the first per-
son and third person texts were designated as the test
sets and the classifier was trained on the remaining
nine sets from each class. This was repeated with
each set (second, third, fourth, etc. . . . ), designating
each set in order as the test set, with the remaining
sets used for training. There are more third person
narrators in the corpus; hence, each training fold has
more examples of third person narrators than first
person narrators. We performed cross-validation for
diegesis in exactly the same manner.

We then trained an SVM classifier on the train-
ing fold using specific features as described be-
low (Chang and Lin, 2011). To evaluate perfor-
mance of the classifiers we report macro-averaged
precision, recall, and F1 measure. This is done by
averaging, without any weighting, the precision, re-
call, and F1 from each fold. We also report the av-
erage of F1 for overall performance (weighted by
number of texts).

4.3 Determining the Best POV Feature Set

The best set of features for point of view should be
straightforward: narrators either refers to themselves
(first person) or they don’t (third person). Naturally,
a first-person narrators will refer to themselves with
first person pronouns, and so the presence of first
person pronouns in non-quoted text should be a clear
indicator of a first person point of view. Importantly,
as soon as a narrator uses a first person pronoun they
become a first person narrator, regardless of how
long they were impersonally narrating. A list of the
sets of first, second, and third person pronouns that
we used as features can be found in Table 2.

We investigated eight different features sets for
POV classification. The classifier with the best per-
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1st I, me, my, mine, myself, we, us, our, ours
2nd you, your, yours
3rd he, him, his, she, her hers, they, them, theirs

Table 2: Pronouns used for classification.

formance uses counts of the first, second, and third
person pronouns as the feature set. Six of the re-
maining experiments use different subsets of the
pronouns: we test the performance of on each in-
dividual set of pronoun as well as each combination
of two pronouns sets. Features sets that did not con-
sider first person pronouns were unable to classify
first person narrations, but, importantly, first person
pronouns alone were not the best for classifying first
person narratives. The classifier that considers all
three types of pronouns has an F1 almost six per-
centage points higher than the classifier that only
considers first person pronouns.

Previously we discussed that it is important to re-
move quoted text before the features are extracted.
To test this we ran an experiment where we did not
remove quoted text in preprocessing, and then used
all pronouns as in the best best performing classifier.
This negatively impacted F1 for first person narra-
tors by 13 percentage points and the F1 for third
person narrators by about 3 percentage points. This
shows that it is important to remove quoted text be-
fore extracting features for POV classification. The
only feature sets that did worse than the feature set
with quoted text removed were those feature sets
that did not include first person pronouns.

4.4 Determining the Best Diegesis Feature Set

Pronouns are also a prominent feature of diegesis,
but it is not as simple as counting which pronouns
are used: diegesis captures the relationship of the
narrator to the story. On the one hand, if the narrator
never refers to themself (i.e., a third person narrator),
then it is extremely unlikely that they are participat-
ing in the story they are telling, and so they are, by
default, a heterodiegetic narrator. On the other hand,
first person narrators may be either homo- or het-
erodiegetic. In this case one cannot merely count
the number and type of pronouns that occur, but
must pay attention to when first person pronouns,
which represent the narrator, are used as arguments
of verbs that represent events in the story. Event de-

tection is a difficult task (Verhagen et al., 2007), so
we focus on finding when first person pronouns are
used as arguments of any verb. While in reality not
all verbs represent events, a large fraction do, and as
the performance of the classifier shows this feature
correlates well with the category. To find the argu-
ments of verbs, we use our in-house semantic role
labeler (SRL) that is integrated into the Story Work-
bench (Finlayson, 2008; Finlayson, 2011).

We tested four different sets of features for die-
gesis classification. The simplest counts how many
times each first person pronoun appears in an argu-
ment of a verb. Although this classifier is some-
what successful, it is somewhat weak identifying ho-
modiegetic narrators.

The best performing diegesis classifier uses oc-
currences of the first, second, and third person pro-
nouns in addition to the features from the simple die-
gesis classifier as features. We hypothesized that
we could further improve the performance of this
classifier by including a feature that counted the
occurrences of second and third person pronouns
as arguments of verbs that also have a first person
pronoun as an argument (this is listed as the “co-
occurrence” feature in Table 4). Our reasoning was
that this feature would encode where the narrator
and another character were connected by the same
event, which is indicative of homodiegesis. Con-
trary to our expectations, however, this feature un-
dermined homodiegetic classification: this classifier
could not train an SVM model that could recognize
homodiegetic narrators. This was the weakest of all
of the diegesis classifiers.

Above we claimed that removal of quoted text
is useful for diegesis classification. To show this,
we took the feature set from our best diegesis clas-
sifier (with first person pronouns as arguments to
a verb, and the occurrences of all pronouns), and
took out the quoted text removal from the pipeline.
This caused the F1 measure to drop over 13 per-
centage points for homodiegetic and approximately
2 percentage points for heterodiegetic. These drops
in performance indicate that the classifier performs
better when quoted text is removed.
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Quoted Text Removed First Person Third Person Avg.
Feature Set ↓ Precision Recall F1 Precision Recall F1 F1

Majority class baseline 0 0 0 0.724 1 0.839 0.607
3rd person pronouns only X 0 0 0 0.73 0.994 0.842 0.61
2nd person pronouns only X 0 0 0 0.745 0.984 0.848 0.615
2nd & 3rd person pronouns X 0 0 0 0.735 0.979 0.839 0.608
All pronouns 0.911 0.671 0.743 0.893 0.963 0.924 0.874
1st person pronouns X 0.969 0.7 0.793 0.903 0.989 0.943 0.902
1st & 3rd person pronouns X 0.955 0.729 0.808 0.911 0.984 0.945 0.907
1st & 2nd person pronouns X 0.94 0.757 0.814 0.921 0.974 0.944 0.908
All pronouns X 0.944 0.814 0.859 0.938 0.973 0.954 0.928

Table 3: Performance of point of view classification for different feature sets. The left hand column describes different sets of

features used to train the SVM classifier. These features are extracted from the novels in the CEN. The columns to the right show

the performance of each classifier when tested on CEN novels. Each data point is macro-averaged across the 10-folds of cross

validation.

Quoted Text Removed Homodiegetic Heterodiegetic Avg.
Feature Set All Pronouns � ↓ Precision Recall F1 Precision Recall F1 F1

Majority class baseline 0 0 0 0.796 1 0.886 0.706
1st pers. pronoun as verb arg. X 0.805 0.5 0.586 0.892 0.962 0.924 0.852
1st pers. as arg. + co-occurence X X 0.847 0.480 0.589 0.889 0.976 0.93 0.858
1st pers. pronoun as verb arg. X 0.907 0.58 0.677 0.91 0.981 0.943 0.886
1st pers. pronoun as verb arg. X X 0.931 0.62 0.721 0.917 0.981 0.947 0.898

Table 4: Performance of diegesis classification for different feature sets. The “co-occurence” feature is explained in the text. The

left hand column describes different feature sets used to train the SVM classifier. These features are extracted from the novels

in the CEN. The columns to the right show the performance of each classifier when tested on CEN novels. Each data point is

macro-averaged across the 10-folds of cross validation.

5 Application of the Classifiers to News

To reveal the relationship of POV and diegesis to
news story genres, we applied both classifiers a di-
verse set of news corpora. The classifiers for these
experiments were trained on all 269 first and third
person texts from the CEN,5 using the best perform-
ing sets of features. We applied the classifiers to
texts drawn from five corpora: the Reuters-21578
newswire corpus,6 a corpus of scientific press re-
leases scraped from EurekAlerts, a selection of opin-
ion and editorial articles scraped from LexisNexis,
the Spinn3r web blog corpus (Burton et al., 2009),
and the CSC Islamist Extremist corpus containing
ideological story telling, propaganda, and wartime
press releases (Ceran et al., 2012). The stories from
the Spinn3r web blog corpus were found by Gordon

5The number of texts was 269 because one text in the corpus
of 270 texts was second person.

6http://www.daviddlewis.com/resources/testcollections/
reuters21578/

and Swanson (2009) and the CSC Islamist extremist
stories were found by Ceran et al. (2012). These
five corpora are used for testing the POV and diege-
sis classifiers; these corpora are not used for training
the classifiers. For each experiment in this section,
the best set of POV and diegesis features from S4.3
and §4.4, were used to train a classifier, these clas-
sifiers were trained on the first page of each novel
from the CEN. For each corpora, after running the
classifiers we randomly sampled texts and checked
their classification to produce an estimate of the true
accuracy of the classifiers. Sample sizes were de-
termined by calculating the number of samples re-
quired to achieve a 99% confidence for a point es-
timate of proportion, using the proportion estimated
by the classifier (Devore, 2011). In all cases the ra-
tio of first person to third person texts (and homo- to
hetero-diegetic texts) was chosen to be equal to the
ratio in the classification.
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5.1 Reuters-21578 Newswire

This corpus contains 19,043 texts, and all but one
were marked by the classifiers as third person and
heterodiegetic. We expected this, as journalists typ-
ically use the third person POV and heterodiegetic
narration to communicate objectivity.

The erroneous classification of one text as first
person was the result of a type of language we did
not anticipate. The article in question uses direct
speech to quote a letter written by Paul Volcker,
Federal Reserve Board chair, to President Ronald
Reagan. The majority of the article is the text of
the letter, where Volcker repeatedly refers to him-
self, using the pronoun “I”. The POV classifier in-
terpreted this document at 1st person because the
text of Volcker’s letter was not removed in the quota-
tion removal phase. The letter is quoted using direct
speech, which our simple, regular-expression-based
quotation detection system cannot recognize.

To estimate the true accuracy of the POV classi-
fier over the Reuters corpus we randomly sampled
and checked the POV of 200 texts (including the sin-
gle first person text). All of the classifications were
correct except the single first person text, resulting
in an accuracy estimate of 99.5% over the newswire
text for the POV classifier (1.3% margin of error at
99% confidence).

To estimate the true accuracy of the diegesis clas-
sifier over this corpus we randomly sampled and
checked the diegesis of 200 texts (including the sin-
gle homodiegetic text). Of the 199 heterodiegetic
texts, all were correct, while the single homodiegetic
text was incorrect, resulting in an accuracy estimate
of 99% for the diegesis classifier over the newswire
text (1.81% margin of error at 99% confidence).

5.2 EurekAlert Press Releases

This corpus contains 12,135 texts scraped from Eu-
rekAlert7, dated between June 1st and December
31st, 2009. The distribution of this corpus is sim-
ilar to the Reuters corpus, and over 99% of the texts
were classified as third person and heterodiegetic
narrations. Press offices write press releases to en-
tice journalists to write newswire articles, and so it
makes sense that they will attempt to mimic the de-
sired narrative distance in the press release, seeking

7http://www.eurekalert.org/

to present themselves as unbiased narrators.
To estimate the true accuracy of the POV clas-

sifier over the press releases we randomly sampled
and checked the diegesis of 120 texts, including two
first person and 118 third person. Of the two first
person texts, one was correct, and of the 118 third
person texts, 115 were correct, resulting in an ac-
curacy estimate for the POV classifier of 97% over
the press release text (4.03% margin of error at 99%
confidence).

To estimate the true accuracy of the diegesis clas-
sifier over this corpus we randomly sampled and
checked the diegesis of 120 texts, including 2 ho-
modiegetic and 118 heterodiegetic. Of the two ho-
modiegetic texts, neither were correct, and of the
118 heterodiegetic texts, 111 were correct, resulting
in an accuracy estimate for the diegesis classifier of
94% over the press release text (5.6% margin of er-
ror at 99% confidence).

5.3 LexisNexis Opinions and Editorials

This corpus comprises 4,974 texts labeled opin-
ion or editorial scraped from the LexisNexis web-
site8, dated between January 2012 and August 2016.
Texts were included if they contained more than 100
words and appeared in one of a set of major world
publications including, for example, the New York
Times, the Washington Post, and the Wall Street
Journal. About one-quarter of these texts are first
person, and more than half of the first person narra-
tors were homodiegetic. We expected this increased
abundance of first person and homodiegetic texts, as
the purpose of these types of articles is often to ex-
press individual opinions or the writer’s personal ex-
perience of events.

To estimate the true accuracy of the POV classifier
over the LexisNexis articles, we randomly sampled
and checked the POV of 200 texts, 50 from those
classified as first person and 150 from those clas-
sified as third person. Of the 50 texts classified as
first person all were confirmed correct, while of the
150 texts classified as third person only 90 were con-
firmed correct. This suggests that our classifier is
not properly identifying all of the first person nar-
rators in the LexisNexis corpus, and results in a ac-
curacy estimate of 70% for the POV classifier over

8http://www.lexisnexis.com/hottopics/lnacademic/
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the LexisNexis texts (2.7% margin of error at 99%
confidence).

To estimate the true accuracy of the diegesis clas-
sifier over this corpus we randomly sampled and
checked the diegesis of 200 texts, including 24 ho-
modiegetic and 126 heterodiegetic texts. Of the 24
homodiegetic texts, all were correct, and of the 126
heterodiegetic texts, 51 were correct, allowing us to
estimate that the diegesis classifier has an accuracy
of 40% over the press release text (11% margin of
error at 99% confidence).

5.4 Spinn3r Web Blogs
This corpus comprises 201 stories extracted by Gor-
don and Swanson (2009) from the Spinn3r 2009
Web Blog corpus (Burton et al., 2009). These texts
come from web blogs, where people often tell per-
sonal stories from their perspective, or use the blog
as a public journal of their daily life. In contrast with
newswire text, there is no expectation that a blog
will report the truth in an unbiased manner. The
distribution of the POV on this corpus reflects this
tendency, with 66% of the texts being first person.

The diegesis distribution for the web blog sto-
ries was not unexpected: slightly more than half of
the blog stories with first person narrators are ho-
modiegetic. These are the most personal stories of
the web blog story corpus, in which the narrator is
involved in the story’s action.

To estimate the true accuracy of the POV classi-
fier on the Spinn3r corpus, we randomly sampled
20 texts, 13 from those classified as first person and
7 classified as third person. Of the 13 first person
texts 9 were confirmed correct, while of the 7 third
person texts only 3 were confirmed correct. Overall,
our classifier has trouble classifying the web blog
texts. This might be due to syntactic irregularities of
blog posts, which vary in their degree of adherence
to proper English grammar. With respect to third
person narrators we estimate that the POV classifier
has an accuracy of 42% over the web blog text (34%
margin of error at 99% confidence).

To estimate the true accuracy of the diegesis clas-
sifier over this corpus we randomly sampled and
checked the diegesis of 20 texts, including six ho-
modiegetic and 14 heterodiegetic texts. Of the six
homodiegetic texts, all were correct, and of the 14
heterodiegetic texts, three were correct. With re-

spect to the heterodiegetic narrators we estimate that
the diegesis classifier has an accuracy of 21% over
the press release text (27% margin of error at 99%
confidence).

5.5 Islamic Extremist Texts

The CSC Islamist Extremist corpus contained 3,300
story texts, as identified by Corman et al. (2012).
These texts were originally posted on Islamist Ex-
tremist websites or forums. Our POV classifier
found that 99.7% of the extremist stories were writ-
ten in the third person. For the most part, the ex-
tremist stories were second hand accounts of events,
often to share news about the outcome of battles or
recount the deeds of Jihadists.

To estimate the true accuracy of the POV classi-
fier on this corpus, we randomly sampled 150 texts,
2 from those classified as first person, and 148 clas-
sified as third person. Both of the texts classified as
first person were verified to be first person narrators.
Of the 148 texts classified as third person, 139 were
verified correct. With respect to third person narra-
tors, we can estimate the classifier has an accuracy
of 93.9% over the extremist texts (4.92% margin of
error at 99% confidence).

To estimate the true accuracy of the diegesis clas-
sifier over this corpus we randomly sampled and
checked the diegesis of 150 texts, including 2 ho-
modiegetic and 148 heterodiegetic texts. Of the
2 homodiegetic texts, 1 was correct, and of the
148 heterodiegetic texts, 137. With respect to het-
erodiegtic narrators, we can estimate the classifier
has an accuracy of 92% over the press release text
(5.6% margin of error at 99% confidence).

6 Related Work

As far as we know this is the first study on the au-
tomatic classification of point of view and diege-
sis at the level of the text. In his book “Compu-
tational Modeling of Narrative”, Mani framed the
problem of computational classification of narrative
characteristics, including point of view and diegesis,
defining with reference to narratology (Mani, 2012).
He gives a framework for representing features and
characteristics of narrative in his markup language
NarrativeML. However, he does not actually imple-
ment a classifier for these characteristics.
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Corpus # Texts 1st Person 3rd Person Homo. Heterodiegetic Accuracy Estm.

Reuters-21578 19,043 1 (<1%) 19,042 (∼100%) 1 (<1%) 19042 (∼100%) 99% / 99%
EurekAlert 12,135 31 (<1%) 12,104 (∼100%) 5 (<1%) 12,129 (∼100%) 97% / 94%
CSC Extremist 3,300 42 (1%) 3,258 (99%) 15 (<1%) 3,285 (∼100%) 94% / 92%
Lexis Nexis 4,974 1,290 (26%) 3,684 (74%) 818 (16%) 4,156 (84%) 70% / 40%
Spinn3r 201 133 (66%) 68 (34%) 67 (33%) 134 (67%) 42% / 21%

Table 5: POV and Diegesis classifications of texts across corpora. Total number of texts was 39,653. The columns labeled “1st

Person”, “3rd Person”, “Homo.”, and “Heterodigetic” indicate the number of texts placed in each class by the classifiers trained on

the CEN corpus. Percentages in parentheses indicate the fraction of that corpus falling into the specified category. The last column

reports the measured accuracy of the classifiers as determined by randomly sampling and checking the results: the first percentage

refers to the POV classifier and the second percentage to the diegesis classifier.

Wiebe proposed an algorithm for classifying psy-
chological point of view in third person fictional
narratives (Wiebe, 1994). The algorithm is a com-
plex rule-based classifier which tracks broadening
and narrowing of POV, and reasons whether each
sentence is objective or subjective. She discusses a
study where people used the algorithm to classify
sentences, but the accuracy of people in that task
was not given. Thus, while intriguing, it is not clear
how well this algorithm performs since its correct-
ness was not verified with a human annotated cor-
pus.

In more recent work, Sagae et al. employed a
data-driven approach for classifying spans of objec-
tive and subjective narrations (Sagae et al., 2013).
Their experiments were performed on a corpus of
40 web blog posts from the Spinn3r 2009 web blog
corpus (Burton et al., 2009). Their features included
lexical, part of speech, and word/part of speech tag
n-grams. The granularity of their classifier is fine
grained, in that the system tags spans of text within
a document, as opposed to our classifiers which clas-
sify the whole document.

7 Discussion

Our best classifier for POV uses the occurrence of
all pronouns as features, with an F1 of 0.857 for first
person POV, and 0.954 for third person POV. The
weighted average over the two classes is a 0.928 F1.
Table 3 contains the results for the POV classifica-
tion experiments. This is a great start for the au-
tomatic classification of POV, and comes close to
human performance. It is reasonable and expected
from narratological discussion that the best set of
features is the number of first, second, and third per-

son pronouns in non-quoted text.
The best diegesis classifier in our study, the one

that counts the first person pronouns as verb argu-
ments as well as the occurrence of each pronoun,
has an F1 of 0.721 for homodiegetic, and 0.947 for
heterodiegetic. The weighted average over the two
classes is a 0.898 F1. Table 4 contains the results
for the diegesis classification experiments. This is
a good first start for diegesis classification, but the
performance for homodiegetic narrators falls short.
The features for this classifier are also reasonable:
first person pronouns in verb arguments shows that
the narrator is either causing action to happen or be-
ing affected by actions, and so should naturally cor-
relate with homodiegesis. The inclusion of all pro-
nouns as a feature for diegesis also makes sense, as
point of view and diegesis are closely correlated. As
noted previously, third person narrators cannot refer
to themselves, so they cannot be related to the story.

The best performing POV and diegesis classifiers
performed signifcantly than their respective baseline
classifiers. In Table 3, the majority class baseline
classifier has 0.607 F1, while the best POV classi-
fier has 0.928 F1. Table 4 shows that the majority
baseline classifier for diegesis has 0.706 F1, while
the best diegesis classifier has 0.898 F1.

Diegesis classification might be improved by re-
stricting pronoun argument detection only to those
verbs that actually indicate events in the story. This
focuses the classifier on places where the narrator
is involved in driving the story forward, which is
more closely aligned with the definition of diegesis.
To do this, we would need to incorporate an auto-
matic event detector (Verhagen et al., 2007, e.g.). On
the other hand, event detection currently is not espe-
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cially accurate, and incorporating such a feature may
very well depress our classification performance.

Another approach of interest would be to adapt
our classifiers to detect if a narrative characteristic
changes over the course of a text. Our study focused
on short spans of traditional, formal, edited novels
where the point of view and diegesis remained con-
stant. In longer texts it is possible that these char-
acteristics could change, for example, in a stream
of text comprised of multiple narratives, or in a text
which explicitly is trying to defy convention (e.g., in
highly literary texts such as James Joyce’s Ulysses).

Finally, our classifier assumed that the classified
texts were all approximately the same length (i.e.,
the first page, or approximately 60 lines). A modifi-
cation that would be important to explore is using
densities or ratios for the occurrences of the pro-
nouns, instead of raw counts, for classifying texts
that are less than 60 lines long.

8 Contributions

In this paper, we described and made significant
progress against the problem of automatic classifi-
cation of narrative point of view and diegesis. We
demonstrated a high performing classifier for point
of view with 0.928 F1, and a good classifier for
diegesis with 0.898 F1. To evaluate our classifiers
we created a doubly annotated corpus with gold-
standard annotations for point of view and diegesis–
based on the first 60 lines–of 270 English novels. We
applied these classifiers to almost 40,000 news story
texts drawn from five different corpora, and show
that the classifiers remain highly accurate and that
the proportions of POV and diegesis they identify
correlates in an expected way with the genre of the
news texts. We provide the annotation guide, anno-
tated corpus, and the software as resources for the
community.
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Abstract

There have been a wide range of recent an-
notated corpora concerning events, either re-
garding event coreference, the temporal order
of events, hierarchical “subevent” structure of
events, or causal relationships between events.
However, although some believe that these
different phenomena will display rich inter-
actions, relatively few corpora annotate all of
those layers of annotation in a unified fashion.
This paper describes the annotation method-
ology for the Richer Event Descriptions cor-
pus, which annotates entities, events, times,
their coreference and partial coreference rela-
tions, and the temporal, causal and subevent
relationships between the events. It suggests
that such rich annotations of within-document
event phenomena can be built with high qual-
ity through a multi-stage annotation pipeline,
and that the resultant corpus could be useful
for systems hoping to transition from the de-
tection of isolated mentions of events toward
a richer understanding of events grounded in
the temporal, causal, referential and bridging
relations that define them.

1 Introduction

Many corpora have been released in the last decade
and a half regarding the temporal order of events, the
hierarchical “subevent” structure of events, causal
relationships between events, or reference between
events. However, the lack of large corpora anno-
tated with all of those layers may hinder attempts
to train systems that learn to jointly predict differ-
ent phenomena. Furthermore, the low rates of inter-
annotator agreement within event annotation are an

ongoing issue for training and evaluating systems
dealing with these phenomena.

The Richer Event Description (RED) corpus
presents 95 documents (totaling 54287 tokens) sam-
pled both from news data and casual discussion fo-
rum interactions, which contain 8731 events, 1127
temporal expressions (TIMEX3s, section time, and
document time labels), and 10320 entity markables.
It contains 2390 identity chains, 1863 bridging rela-
tions, and 4969 event-event relations encompassing
temporal, causal and subevent relations (as well as
aspectual ALINK relations and reporting relations),
as well as 8731 DOCTIMEREL temporal annotations
linking these events to the document time.

The fundamental contribution of the corpus is one
in which a wide range of event-event and event
coreference relations are annotated in a consistent
and integrated manner. By capturing coreference,
bridging, temporal, causal and subevent relations in
the same annotation, the annotations may provide a
more integrated sense of how the events in a partic-
ular document relate to each other, and encourage
the development of systems that learn rich interac-
tions between systems. Rich interactions between
events in a text, moreover, may be useful for a wide
range of goals; Liao and Grishman (2010) found
that looking at related events within a document
could aid ACE-style event detection, and Vossen et
al. (2015) discussed the value of combining time-
lines with bridging and causal relations in the con-
struction of storylines.

This paper covers the details of RED annotation,
and illustrates a number of annotation methods used
to overcome the challenges of annotating such a rich
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inventory. We suggest that the advantages of an-
notating many different event-event phenomena at
once can outweigh those challenges. Our corpus and
guidelines will be made publicly available.

2 Related Work

Large-scale corpora for event detection and corefer-
ence exist in a number of forms. The original MUC
tasks dealt with events and scenarios that fit within a
particular ontology, and such ontology-driven event
annotations have been extended through the ACE
and ERE corpora and through the TAC-KBP eval-
uations (Humphreys et al. 1997, Bagga and Bald-
win 1999, Song et al 2015). Unrestricted event
coreference annotations were later developed in
OntoNotes (Weischedel et al., 2011) – which anno-
tated event coreference but did not explicitly differ-
entiate events and entities – and in cross-document
event corpora such as Lee et al. (2012), Cybulska
and Vossen (2014), Minard et al (2016) and Hong et
al. (2016).

Corpora for event-event and event-time relations
have also been developed, both for temporal infor-
mation in the TimeML tradition (Pustejovsky et al.,
2003; Styler IV et al., 2014; Minard et al., 2016),
and causal structure (Bethard, 2007; Mostafazadeh
et al., 2016; Mirza et al., 2014; Hong et al., 2016;
Dunietz et al., 2015). Subevent relations corpora
have also been annotated (Glava and najder, 2014;
Hong et al., 2016). In addition to those resources,
there are many corpora which do not focus on anno-
tating events directly, but which do annotate causal,
temporal, event-structural or coreference relations
within limited scopes, such as within the same
clause or across adjacent sentences (Banarescu et al.,
2013; Carlson et al., 2003; Prasad et al., 2008; Riaz
and Girju, 2013; Fillmore and Baker, 2000; Palmer
et al., 2005).

However, despite the profusion of corpora, only
a few of the above resources attempt to provide an
integrated annotation of many different event-event
relations. Minard et al. (2016) annotated event and
entity coreference and temporal relations (as well as
semantic roles and cross-document coreference), but
omitted both subevent structure and causal relations.
Glavas and Snajder (2014) annotated event corefer-
ence and subevent relations, but did not capture tem-

poral or causal structure. Hong et al, (2016) anno-
tated a wide inventory of event-event relations, but
covered only events within the ERE ontology.

3 Discussion of Annotation

The process of RED annotation is divided into two
passes, in order to maximize the quality of event an-
notations. In the first pass, annotators identify three
types of markables: events, temporal expressions,
and entities (participants such as people, organiza-
tions, objects, and locations). Specific properties of
each event are also annotated in this pass, captur-
ing information such as the relation to the document
creation time or the modality of the event. Guide-
lines for these features largely following the Thyme-
TimeML specifications (Styler IV et al., 2014), a
modification of the ISO-TimeML (Pustejovsky et
al., 2003) guidelines designed for clinical text. Dur-
ing that first pass, the entity markables are also an-
notated with coreference relations and bridging rela-
tions.

A second pass occurs only after that first pass is
adjudicated, allowing all event-event relations to be
labeled over adjudicated events and times. This re-
duces the propagation of errors from missed events
or incorrect events, as the event-event relations and
coreference are all annotated between high-quality
adjudicated events. It also allows guidelines to
be written assuming consistent treatment of event
modality, allowing adjudicated modality features to
be used when making coreference decisions.

3.1 First pass details and agreement

In many prior annotations such as OntoNotes
(Weischedel et al., 2011), markables are only la-
beled if they participate in coreference chains. In
RED annotation, events and entities are annotated
regardless of whether they participate in a corefer-
ence chain. All occurrences and timeline-relevant
states are annotated as events, and entities are an-
notated according to whether or not they represent
an actual discourse referent in the discourse. Such
an annotation could easily be adapted to OntoNotes-
style annotation (by stripping out the singletons), but
adds information that could be very useful for detec-
tion of the anaphoricity of mentions, a factor con-
sidered to be very useful in coreference resolution
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(Harabagiu et al., 2001, Ng and Cardie 2002).
In RED annotation, these entities and events

are also labeled using a minimal-span approach in
which only the headwords are labeled. This anno-
tation style may reduce the “span match” errors ob-
served by (Kummerfeld and Klein, 2013) in recent
systems, and some researchers working on coref-
erence have observed the utility of focusing upon
headwords, with (Peng et al., 2015) claiming that
“identifying and co-referring mention heads is not
only sufficient but is more robust than working with
complete mentions” (Peng et al. 2015:1).

Richer Event Description also annotates events
and entities with a representation of the polarity
and modality of the events and entities in con-
text, making a four-way distinction between AC-
TUAL, GENERIC, HEDGED/UNCERTAIN, OR HY-
POTHETICAL, and temporal expressions are distin-
guished into DATE, TIME, DURATION, QUANTI-
FIER, PREPOSTEXP and SET, following the Thyme-
TimeML annotation of clinical temporal expressions
(Styler IV et al., 2014). Figure 1 shows both the
accuracy of annotations on these phenomena, and
the best performance of systems on a the Tempeval-
2016 task, which was on the similarly annotated
Thyme data. Modality guidelines were also added
to allow annotation of entity modality, primarily to
capture reference to generic entities.

A number of additional characteristics of events
are annotated (such as intermittence (CONTEXTUAL

ASPECT) and whether the event was explicit or im-
plied), but the important additional feature is that
of the DocTimeRel, or relationship to document
time. Following the methodology of (Pustejovsky
and Stubbs, 2011; Styler IV et al., 2014), an-
notators assume four implicit narrative containers
within each document – BEFORE, OVERLAP, BE-
FORE/OVERLAP or AFTER document time – and
each event is labeled with the best such container.
This obviates the necessity of labeling many of the
more obvious temporal relations (such as knowing
that events in the past happen before events in the
future). As can be seen in Table 1, agreement of an-
notators with the adjudicated gold is very high for
such DocTimeRel annotations, and system perfor-
mance in the clinical domain for this kind of anno-
tation is promising.

Coreference in the first pass is done between

Markable ITA gold TempEval2016
Entity 85.9 92.8
Event 86.1 93.0 90.3
Timex3 70.8 84.9 79.5
Features ITA
Timex3 class 91.9 96.5 77.2
Entity Modality 92.3 96.5 85.1
Event Polarity 95.2 98.3 88.7
Event Modality 72.9 91.5 85.5
Event DocTimeRel 84.4 92.0 75.6

Table 1: Agreement F1 for Eventy, Event and TIMEX3 detec-

tion. Scores for features only measured when annotators agree

that an event exists. Highest reported scores on Tempeval-2016

(a corpus annotated with similar event guidelines) are reported

to give an approximation of system performance

all entities in the document, alongside annotation
of apposition relations and three bridging relations.
The bridging relations are important for capturing
a range of anaphora phenomena that are not strict
identity relationships (Clark, 1975; Poesio et al.,
1997). SET/MEMBER was a label used both for set-
subset and set-member relationships, PART/WHOLE

captured relationships between entities that phys-
ically composed a larger whole, and a general
BRIDGING relation was used for any class of bridg-
ing that did not fit into other categories, such as
events of differing modality, allegations of identity
(such as links between “the murderer” and a partic-
ular suspect).

The fact that this annotation explicitly labels
modality and polarity features can have important
consequences for coreference and bridging annota-
tion. Even annotations which do not annotate gener-
icity, such as OntoNotes coreference (Weischedel et
al., 2011), have very specific rules about how they
are annotated (in the case of OntoNotes, generics
noun phrases are only linked to pronouns referring
to them, or in specific headline constructions). This
means that annotator behavior is dependent upon
a separate decision (whether or not a markable is
generic) that is never explicitly annotated. RED
explicitly annotates modality, and constrains IDEN-
TITY relations to only apply to be between elements
with the same modality and polarity, and providing
bridging relations to capture relations that do not
pass this strict definition of identity. We evaluate
entity coreference scores using the reference imple-
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mentation of a variety of scoring metrics that was
provided in (Pradhan et al., 2014), which are shown
in Table 2. All agreement numbers are scored on a
55-document subset of the corpus sampled from dis-
cussion fora and newswire documents.

muc bcub ceafe conll f1
entity IAA 75.3 68.5 67.6 70.4
vs gold 80.06 85.0 79.5 81.8

Table 2: Agreement scores between annotators and agreement

with gold, for Entity coreference

Table 3 shows the scores of entity-entity and
event-event bridging relations.

Entity ITA gold
set/member 21.5 46.5
whole/part 25.8 56.3
bridging 7.1 25.6
apposition 51.2 67.6

Table 3: Agreement F1 scores on other entity coreference rela-

tions (Apposition, Set/Subset, Part/Whole and Bridging), both

between annotators and when compared to adjudicated gold

We can also note the subset of this corpus used for
agreement calculation was also annotated within the
rich ERE paradigm (Song et al., 2015), which allows
an inter-schema comparison of the overlap between
a defined ontology of “relevant events” and the an-
notations presented here. 86.3% of all ERE Event
mentions have strictly the same span as an Event an-
notated in RED, and that number grows to 89.5%
when accommodating partial span matches. The
missing 10.5% is largely due to markables which an
annotation such as RED views as merely “entities”
– rather than events – in RED annotations, as in the
examples. This highlights the level to which corpora
disagree on how to handle events that are entailed by
entity mentions:

(1) These nominees have dedicated their careers
to serving the public good, (ERE Person-
nel.nominate event)

(2) MILITANT SAYS HE IS BEHIND FATAL
NIGER ATTACK (ERE Life.Die event)

The reverse is quite different, with only 25% of
RED events having correlates in ERE, which are
largely simply events that do not fit into the ontol-
ogy used in (Song et al., 2015).

3.2 Event Coreference and Event Bridging

After the adjudication of event and entity mark-
ables, event coreference is done alongside the anno-
tation of other event-event relations and event bridg-
ing relations. Annotating upon events after a mark-
able adjudication pass is intended to increase consis-
tency in how events are annotated. The annotation
of event coreference alongside bridging, temporal,
causal and subevent relations adds a different kind
of consistency; because annotators cannot relate two
event mentions in multiple ways, boundaries differ-
entiating phenomena such as subevent and corefer-
ence phenomena are strictly defined, and guidelines
are necessarily structured to make those boundaries
clear-cut.

Table 4 shows coreference and bridging perfor-
mance of the event annotations done in this second
pass of annotation.

muc bcub ceafe conll f1
event IAA 68.2 65.1 63.2 65.5
vs gold 84.5 82.8 82.3 83.2
Event F1 IAA vs gold
Set/subset 25.1 64.6
bridging 5.8 51.9

Table 4: Agreement scores between annotators and agreement

with gold for event coreference

3.3 Temporal and Subevent Annotation

This annotation followed recent work in the
TimeML tradition (Pustejovsky and Stubbs, 2011;
Styler IV et al., 2014) in focusing upon informative
temporal annotations, primarily through two kinds
of temporal “containers”. The first kind of container
is the the relationship that each event has with the
time of document creation (the DOCTIMEREL fea-
ture annotated in the first pass). The second source
of “narrative container” annotation is a focus in the
annotations on capturing temporal structure using
CONTAINS (INCLUDES, in ISO-TimeML) relations
between events and on capturing event-time rela-
tionships. This focus on temporal annotations can
be measured directly – 40.7% of RED temporal re-
lations are one of the two types of CONTAINS rela-
tions, whereas the equivalent relations in TimeBank
1.2 take up only 35% of the relations (using counts
reported in (D’Souza and Ng, 2013)).
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RED annotation expands upon that narrative con-
tainer approach by adding subevent annotation. As
with causal relations, it is noted that subevent rela-
tions also carry temporal information, and therefore
they are captured by subtyping CONTAINS relations
into two subtypes; purely temporal containment
(CONTAINS), and a CONTAINS-SUBEVENT rela-
tion, which requires that the contained event be both
spatiotemporally contained and also a subevent, be-
ing a part of the script or event structure of the larger
event. When annotators agreed that two events were
linked by some kind of CONTAINS relation, they
agreed about distinction between CONTAINS and
CONTAINS-SUBEVENT 90.2% of the time.

An outcome of this focus upon annotating
both DOCTIMEREL, CONTAINS, and CONTAINS-
SUBEVENT relations is a great deal of hierarchical
temporal structure in a document, from which one
may be able to infer the temporal relationship be-
tween two events purely through the temporal rela-
tionship of their narrative containers. RED expands
upon that by adding event coreference, so that one
may make temporal inference not just over a par-
ticular event mention, but all mentions of the same
event. If one particular “chant” is part of a larger
“protest” event, and the annotator knows that some
mention of that “protest” is BEFORE a “speech”
that instigates it, then the relationship between the
“chant” and the “speech” can be viewed by annota-
tors as inferrable, and therefore does not need to be
annotated. RED guidelines furthermore limit BE-
FORE and OVERLAP relations to contexts in which
the relation is perceived by an annotator to be explic-
itly expressed in the context. Section details more
nuanced agreement results of temporal annotation.

3.4 Causal Annotation

Causation has often been divided into CAUSE, EN-
ABLE and PREVENT, as outlined in Hobbs (2005)
and Wolff (2007), and implemented in Mirza et
al. (2014) and Mostafazadeh et al. (2016). RED
annotation, based on preliminary studies of causal
annotation in (Ikuta et al., 2014), adopted a two-
way distinction between CAUSES and PRECONDI-
TION similar to the distinction often made between
“Cause” and “enable”. RED represents “prevent”
relations simply through polarity (being the cause
or precondition for a negated event), which does re-

quire that all prevented events have a negated polar-
ity. These CAUSES and PRECONDITION labels have
been noted to generally combine with temporal in-
formation, and therefore annotators annotate causal-
ity with one of four fused labels: BEFORE/CAUSES,
OVERLAP/CAUSES, BEFORE/PRECONDITION, and
OVERLAP/PRECONDITION. This distinction has
similarly been suggested in (Mostafazadeh et al.,
2016), and bears practical similarity to the decisions
in Hong et al. (2016) to allow multiple labels be-
tween two events, or the layered annotation of Mirza
et al. (2014) on top of temporal structure.

This annotation aims towards logical definitions
for cause and preconditions outlined in Ikuta et
al (2014). This defines CAUSES as being true “if,
according to the writer, the particular EVENT Y
was inevitable given the particular EVENT X.”,
and PRECONDITION as being true when, “had the
particular EVENT X not happened, the particular
EVENT Y would not have happened.”. Follow-
ing (Bethard et al., 2008; Bethard, 2007; Prasad
et al., 2008), those logical definitions were supple-
mented by guidelines for particular contexts, and for
paraphrasing with particular implicit connectives,
and case-by-case guideline for specific problematic
frames, to handle edge cases which where challeng-
ing for classification by logical definition alone. Ta-
ble 1 illustrates an example in which all four rela-
tions are illustrated:

The ouster of Morsi and the subsequent suppression
of the Brotherhood has enraged the groups members
and led to a spate of scapegoating attacks by Muslim
extremists
ouster BEFORE/CAUSES enrage
ouster BEFORE/PRECONDITION attacks
suppression OVERLAP/CAUSE enrage
suppression OVERLAP/PRECONDITION attacks

Figure 1: An examples with the four causal types

3.5 Annotation Example

To give a summarizing sense of the output of the
kind of annotation, we illustrate the culmination of
the different layers of annotation with two sentences
from the corpus. Figure 2 illustrates the relations
annotated during the first pass, and which elements
would be annotated as entities. Figure 3 illustrates
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the “events” which would be annotated in that first
pass (which would also receive modality, polarity,
relationship to document time, etc.) and the event-
event relations annotated in a second pass.

their escape from prison during the uprising

that toppled his predecessor , Hosni Mubarak .

APPOSITIONSET/SUBSET
Figure 2: Example of entity annotation

their escape from prison during the uprising

that toppled his predecessor , Hosni Mubarak .

CONTAINS

BEFORE/CAUSES

Figure 3: Example of event annotation pass

4 Annotation Analysis

4.1 Temporal Evaluation

We examine the relation agreement scores between
annotators, and between annotators and the gold ad-
judicated data. While one might evaluate each re-
lationship type – such as BEFORE/CAUSES – as an
independent relation, that makes it difficult to com-
pare this relationship annotation to prior endeav-
ors, which have been focused upon temporal anno-
tation tasks. Table 5 therefore also lists what the re-
lation agreement would be if one were to remove
causal and subevent relations (for example, treat-
ing BEFORE/CAUSES as BEFORE and CONTAINS-
SUBEVENT as CONTAINS).

Those temporal relations can also be measured us-
ing the temporal closure evaluation method of Uzza-
man et al. (2011), which proposes applying tempo-
ral closure to the reference (or in this case, gold) an-
notations when evaluating calculating precision, and
apply temporal closure on the annotator annotations
when calculating recall.

There have been suggestions for adapting the idea
of closure to encompass making inference about
other relations, as well. Glavas et al. (2014), for ex-
ample, suggest that the subevent relation is transitive
and should be measured with closure.

4.2 Locality and Density of Relation
Annotations

Actual comparison of event corpora is made compli-
cated by the wide variance in how many events (or
relation-bearing predicates) are annotated per sen-
tence, and how many relations are explicitly an-
notated, how many implicit relations are inferable,
and the distance that is allowed when one makes
an annotation. Annotation schemes such as Prop-
bank (Palmer et al., 2005), FrameNet (Fillmore and
Baker, 2000), Preposition annotation (Litkowski
and Hargraves, 2005; Srikumar and Roth, 2013;
Schneider et al., 2015) or AMR (Banarescu et al.,
2013) have captured large quantities of temporal
and causal relationships, but largely do so within
very limited distances from a predicate. Other an-
notations such as PDTB (Prasad et al 2008) or
RST (Carlson et al., 2003) may also capture rela-
tions, but are limited to adjacent sentences or ad-
jacency pairs within rhetorical structure. However,
there are plenty of contexts where an event may be
clearly within a causal chain or an event-subevent
relationship outside of such limited scopes.

Figure 4 shows the distance (in sentences) be-
tween events with various kinds of relations. One
may see that CONTAINS-SUBEVENT relations have
much more long-distance relations than terms. This
is largely due to the nature of “subevent” relations,
which can be annotated across many sentences, be-
cause the kind of world knowledge used to mark
those relations is not reliant upon local words or con-
structions.

One may see that the RED annotation is far more
dense, in having many event-event relations per
event, and has a longer tail of long-distance relations
for causal, contains and subevent relations. Indeed,
roughly 18% of event chains have two or more re-
lations (temporal, causal, subevent, or bridging) to
other events or times. Figure 5 shows the distribu-
tions involved, and illustrates the natural idea that
event coreference increases the number of event-
event relations seen per event chain, and therefore
the amount of contextual information about each
event.
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inter-annotator annotator against gold
Relation count F1 Temp. only +closure F1 temp. only +closure
before 609 23.2

41.0 42.1
60.9

70.1 70.8before/causes 260 22.8 62.2
before/precondition 492 24.4 59.9

overlap 346 10.0
20.6 22.2

45.7
54.4 55.2overlap/causes 221 26.2 59.8

overlap/precondition 174 4.9 46.7
contains 983 64.0 53.0 54.4 81.1 76.9 77.7contains-subevent 729 25.8 66.7

begins-on 209 18.0 18.0 18.4 64.4 64.4 65.0
ends-on 138 28.3 28.3 28.3 69.2 69.2 69.2

simultaneous 57 0 0 0 43.5 43.5 43.5
Table 5: Agreement on event-event relations, and total corpus counts of each relation

0 1 2-5 6+

0

20

40

60

80

100 contains-subevent
begins-on
overlap
before

before/causes
contains

Figure 4: Distance between events, with 0 denoting within-

sentence relations.

4.3 Error Analysis of False Positive
annotations

An ongoing issue with this annotation is whether
annotators agree on which markables should be re-
lated. To explore these errors, we did a manual error
analysis of relations discarded during adjudication.
We randomly sampled 60 instances from the six re-
lations constituting 87% of the errors (the two CON-
TAINS relation, the two PRECONDITION relations,
and BEFORE and OVERLAP), and clustered them into
kinds of issues, listed below:

Presupposition(12) : A particular edge case in
RED causal relations are instances where an-
notators don’t infer much of a causal link be-
tween events, but where event 2 definition-
ally assumes event 1. One might have to

0 1 2 3

0

0.2

0.4

0.6
event mention
event chains

time

Figure 5: Relations per event, time, or event chain

get married once in order for later marriages
to be called a “remarriage”, for example, but
many would hesistate to say that the marriage
had a BEFORE/PRECONDITION relation to “re-
marriage”.

Modality(8) : Annotators disagreeing about rela-
tions that were ruled out due to different modal-
ities or differing polarity of the events involved.
We assume that most such errors are corrected
in adjudication.

Idiomatic(8) : Annotators differing either in the ex-
act interpretation of a complex temporal ex-
pression, or regarding the temporal structure
implied by a particular multiword expression.

Containment(6) : Annotators who agree regarding
whether two events are part of a larger struc-
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ture of event-subevent relations or containment
relations, but disagreed upon which event to at-
tach to. Such relations are usually agreement
under temporal closure.

Inferrable(5) : Temporal OVERLAP or BEFORE re-
lations inferrable through document time, and
which therefore did not require annotation.

Resultatives(4) : Interpretations of whether the
temporal spans of events such as “injured” or
“encouraged” refer to the state of being in-
jured/encouraged or to the precipitating event.

Other(17)

5 Conclusion

This paper presents a set of guidelines for anno-
tating causality, temporal relations, subevent rela-
tions, coreference and bridging coreference, and
presents evaluations of the quality of these anno-
tations. While the individual kinds of phenomena
annotated in this corpus have been studied before,
such relations have not been annotated together in
the same datasets.

We also note that the details of this annotation
are similar to other recently developed corpora, per-
haps signaling that parallel work in this area may be
trending towards a consensus. One such point can
be seen in similar treatments of how causal and tem-
poral links are annotated. Both this work and the
CaTeRS corpus (Mostafazadeh et al., 2016) adopt
very similar treatments of causality, in which the
temporal and causal links are joined together into
links such as BEFORE/CAUSES. Work such as Mira
et al. (2014), while annotating causal relations sepa-
rately from TimeBank temporal links, have focused
upon learning the relationships between causal and
temporal structure.

It is hoped that such a richly annotated corpus can
provide the opportunity for joint learning that may
not be viable with existing corpora. The described
corpus will be released, and the guidelines are pub-
licly available. While it remains the case that no
singular corpus has become a standardized bench-
mark for the development of many of these relations,
we hope that the current work may help move the
community further towards general annotation and
prediction of event coreference, representation and

event-event relations, and that it may shed light upon
the utility of annotating many kinds of event phe-
nomena over the same corpus.
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Abstract

In this paper, we investigate the distribution
of narrative schemas (Chambers and Juraf-
sky, 2009) throughout different document cat-
egories and how the structure of narrative
schemas is conditioned by document category,
the converse of the relationship explored in
Simonson and Davis (2015). We evaluate
cross-category narrative differences by assess-
ing the predictability of verbs in each cate-
gory and the salience of arguments to events
that narrative schemas highlight. For the for-
mer, we use the narrative cloze task employed
in previous work on schemas. For the lat-
ter, we introduce a task that employs narrative
schemas called narrative argument salience
through entities annotated, or NASTEA. We
compare the schemas induced from the entire
corpus to those from the subcorpora for each
topic using these two types of evaluation. Re-
sults of each evaluation vary by each topical
subcorpus, in some cases showing improve-
ment, but the NASTEA task additionally re-
veals that some the documents within some
topics are significantly more rigid in their nar-
rative structure, instantiating a limited number
of schemas in a highly predictable fashion.

1 Introduction

A number of approaches for detecting narrative
structures in text have been devised in recent years.
Drawing from the work of Schank and Abelson
(1977) and subsequent efforts to automatically pop-
ulate templates with specific events and particpants
referred to in text, Chambers and Jurafsky (2008;
2009) created the first statistically induced versions

of such models. Chambers and Jurafsky (2008) de-
scribed a basic version of their approach, in which
single narrative chains involving a participant are
generated; Chambers and Jurafsky (2009) builds
on that work to create entire narrative schemas—
generalized story lines that contain events and chains
of potential role fillers that span across events. Other
models have been devised for analyzing narrative
(Vossen et al., 2015; Miller et al., 2015), but we will
employ a variant of Chambers and Jurafsky (2009)’s
narrative model in this work.

Chambers and Jurafsky (2008; 2009) introduced
the narrative cloze task for evaluating their results.
This involves removing a single word from a nar-
rative chain in a held out document; the language
model must then predict the missing word. The
model is scored by how highly it ranks the true hid-
den word compared to all other possible replace-
ments. A number of generative models have been
introduced to further improve performance on cloze,
and have done so successfully (Jans et al. 2012;
Cheung et al., 2013; Chambers, 2013; Pichotta and
Mooney 2014; Nguyen et al. 2015). More recently,
it has been shown that a LSTM recurrent neural net-
work can improve performance as well (Pichotta and
Mooney 2015). These models focus on improving
performance on the narrative cloze. Typically, they
use the ordering of words in a chain as a factor, en-
dowing them with the ability to anticipate the lin-
guistic structure of the documents they model, but
less able to produce schemas that represent conven-
tionalized narrative structures. For instance, a model
of news text that guesses the widespread, nonspe-
cific verb “say” may perform well on narrative cloze,
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but such a model is unlikely to reveal the world
knowledge forming part of a conventionalized se-
quence of events.

Thus in some ways, while recent work has suc-
ceeded in raising the bar for solving the cloze task,
it has sidestepped the original goal, which was to
act as “a comparative measure to evaluate narra-
tive knowledge” (Chambers, 2011, 26 – 27). Con-
servative guesses on narrative cloze alone create
strong linguistic templates but poor narratological
ones. Two issues raise concerns about the value
of cloze as an evaluation of the narrative aspect of
schemas. First, the focus on statistical associations
between verbs misses a key component of narrative,
namely, the connections between participants com-
mon to the events within a narrative, which establish
it as a coherent narrative in the first place. Second,
these measures of statistical association will make it
clear which types of actions tend to be mentioned
in concert within a document, but they may be less
successful in detecting associations between partici-
pants in those events, for at least two reasons: there
are many more participants (e.g., named individuals)
referred to in a corpus than there are verbs, and there
are various ways of referring to the same participant
within the course of a narrative (e.g., different name
strings, descriptions, titles, and pronouns).

Additionally, little work has been done explor-
ing the properties of Chambers’ narrative schemas.
Simonson and Davis (2015) attempt to determine
whether the events in narrative schemas can be used
as especially sensitive features for a naı̈ve Bayes
classifier. They demonstrate that schema events
alone do not seem to predict document category
(e.g. schemas ̸→ category) However, they do
not demonstrate the converse, whether constraining
document category can produce better schemas (e.g.
category → schemas?), which we will attempt to
show here.

In this study, we intend to explore the proper-
ties of narrative schemas by investigating the influ-
ence of document category on schemas generated.
Intuitively, detecting narrative sequences of events
and their participants in text seems important, and
the ability, e.g., to automatically generate as well
as populate such schemas or templates is one clear
application of this line of research. However, eval-
uation of schemas on this and similar tasks is not

straightforward, as a gold standard is not clearly
defined. We discuss and compare two techniques
that are readily implemented and for which a gold
standard is available: narrative cloze and NASTEA,
an entity extraction task. NASTEA’s reliance on
schemas should add more transparency to the eval-
uation process, with schemas providing clear repre-
sentations of patterns at the discourse level.

In Section (2), we will describe in detail the prior
schema generation work we will modify for looking
at topical conditioning. In Section (3), we describe
our dataset. In Section (4), we describe our modi-
fications of prior work for generating schemas. In
Section (5), we describe in detail the NASTEA task
we used to investigate schemas in this paper. In Sec-
tion (6), we describe our results, followed by discus-
sion (Section 7) and conclusions (Section 8).

2 Chambers and Jurafsky’s Schema Model

In this paper, we work with Chambers and Juraf-
sky (2009)’s pmi-based narrative schemas, using
a nearly identical score and generation procedure,
though with a different data set and some extensions
to explore the role of topic in a schema-learning pro-
cedure. These changes will be discussed in Section
(4); here we will discuss the original model.

Fundamentally, Chambers and Jurafsky (2009)
consider the problem of how well a new verb-
dependency pair ⟨f, g⟩ fits into a chain of an exist-
ing schema, where f is some verb and g is a depen-
dency. This relationship is defined in Equation (1)
as chainsim′:

chainsim′(C, ⟨f, g⟩) =

max
a

(
score(C, a) +

n∑
i=1

sim(⟨ei, di⟩, ⟨f, g⟩, a)

)
(1)

There are two main components of note here:
score(C, a), which assesses how well an
argument type a fits in with chain C and
n∑

i=1
sim(⟨ei, di⟩, ⟨f, g⟩, a), which determines

how well the new pair ⟨f, g⟩ fits in with the rest of
the existing chain, given argument type a.
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score is defined as:

score(C, a) =
n−1∑
i=1

n∑
j=i+1

sim(⟨ei, di⟩, ⟨ej , dj⟩, a)

(2)
which checks, for every pair in C, the compatability
of argument a. Both of these depend on sim, which
is defined as:

sim(⟨e, d⟩, ⟨e′, d′⟩, a) =
pmi(⟨e, d⟩, ⟨e′, d′⟩) + λ log freq(⟨e, d⟩, ⟨e′, d′⟩, a)

(3)

sim establishes the relationship between two
verb/dependency pairs ⟨e, d⟩ and ⟨e′, d′⟩ on two
different levels: the pmi establishes their general
strength through coreference; if a verb/dependency
pair shares a coreferring argument with another
verb/dependency pair, this counts toward increas-
ing the joint probability used in computing the
pointwise mutual information between the two.
λ log freq(⟨e, d⟩, ⟨e′, d′⟩, a) defines the strength of
that connection with argument a in the mix, with the
freq being the counts of ⟨e, d⟩ and ⟨e′, d′⟩ appearing
together with a shared argument a.

3 Data

Our data comes from the New York Times cor-
pus (Sandhaus 2008), a corpus containing 1.8 mil-
lion articles from the New York Times from Jan-
uary 1987 to June 2007. Each article is annotated
with metadata, including document categories—
for our purposes, the online producer tag in
the New York Times corpus—and salient entity
annotations—people, organizations, and locations.
Each article has been human-annotated with ex-
tensive metadata, including document categories—
for our purposes, the online producer tag—
and salient entity annotations—people, organiza-
tions, and locations.

To investigate our research question, we select a
subset of document categories in the corpus that ap-
pear with a similar frequency and represent a broad
range of topics (Table 1). The schemas used in this
study are induced from this set of documents. In one
procedure, the entire set of documents serves as the
corpus for a single set of schemas. In a second, we
create a topic-specific set of schemas, using the set

of documents assigned to a given topic as the corpus
for a set of schemas. One aim of this is to investigate
the extent to which evaluation measures are affected
by topic specificity. A second is to examine how the
sets of topic-specific schemas might differ.

Table 1: Counts of document categories selected from the

online producer tag for use in this study. Frequencies

vary, but were chosen to be around the same order of magni-

tude and to represent different sorts of topics.

online producer category counts
Law and Legislation 52110
Weddings and Engagements 51195
Crime and Criminals 50981
United States Armament and Defense 50642
Computers and the Internet 49413
Labor 46321
Top/News/Obituaries 36360

Once the documents of these categories were
extracted, they were pre-processed using Stanford
CoreNLP (Manning et al. 2014). Of particular im-
portance are the Stanford Parser (de Marneffe et al.
2006) and dcoref (Lee et al. 2013), used for coref-
erence resolution. These play a central role in the
schema generation process described in the next sec-
tion. Documents where parsing or coreference failed
to complete were removed from processing as well.

4 Modifications to Schema Generation

We now briefly discuss our modifications to Cham-
bers and Jurafsky (2009)’s schema generation tech-
nique, described in detail in Section (2). Our
model varies fundamentally from Chambers and Ju-
rafsky (2009)’s in that it is conditioned by document
category, in this case selected from the online
producer categories from the NYT corpus that we
were interested in. Separate models are trained for
each document category, only on documents con-
tained in that category. The only exception to this
is the baseline model, which is trained on all doc-
uments into one single model. We surmise that the
resulting schemas should be “more topic-specific”
than those generated by the baseline model, which
lumps all topics together.

Conditioning schema generation by document
category, as noted above, is one key difference. Ad-
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ditionally, there are a few small changes at some
of the post-score steps in the procedure. The score
value from Chambers and Jurafsky (2009) does not
explicitly describe how a newly added event’s argu-
ment slots should be tied to the existing chains in the
schema it is being added to. We handle this in a sep-
arate step—after it is decided that an event should
be added to a schema, connections are made at that
point where the threshold can be crossed. Also, we
allow for an event to be added to multiple schemas if
the score is high enough. In part, this is to allow for
the words meaning to be captured across multiple
contexts.

Lastly, we genericize some types—similar to Bal-
subramanian et al. (2013)—but not in all circum-
stances; instead, we do so only in the event that there
is no common noun available to learn from. Our al-
gorithm first checks the Stanford NER (Finkel et al.
2005) to see if there are any available types. Then
it checks if there are any pronouns in the chain, and
attempts to guess a type for the chain based on that.
Finally, if there are no other types available, it aborts
to a fallback type.

During the process of generation, a random selec-
tion of 10% of documents were held out for evalua-
tion.

Figure (1) depicts a schema generated by our pro-
cedure.

..die.

serve

.

bear

.

live

.

survive

.

become

Figure 1: A relatively simple schema from the

Top/News/Obituaries document category. The red squares

indicate a chain that is strongly represented by the generic type

PERSON, but with many other lionizing human types: scholar,

hero, advocate, philosopher, etc. The dashed squares represent

slots attested in the data but not connected during schema

generation. In other words, this schema contains a single chain

such that: PERSON/hero/advocate was born, lived, served,

became, died, and was survived by...

5 Narrative Argument Salience Through
Entities Annotated (NASTEA)

In this section, we will describe our technique for
evaluating schemas using annotated entities.

Any evaluation applied to narrative schemas im-
plicitly defines the notion of narrative. Since there
are many aspects of the somewhat vague concept of
narrative, and since, as noted above, there is no sin-
gle obvious and clearly defined task and gold stan-
dard for evaluation of narrative schemas, a single
type of evaluation is unlikely to gauge all of these
aspects adequately. To address some of these short-
comings, we propose a task that is solvable, evalu-
ates schemas directly, and concerns an aspect of nar-
rative orthogonal to what the cloze task involves—
the participants. Salient entity annotations in the
New York Times corpus, performed by trained hu-
man indexers, appear well suited to this task. We
investigate whether we can use narrative schemas to
identify these salient entities, under the assumption
that entities deemed important by the annotators in-
dicate Narrative Argument Salience Through Enti-
ties Annotated, or NASTEA.

There are three steps of the NASTEA task that
must be described in detail. First, in Section (5.1),
we describe the notion of the presence of a schema
in a document. Second, in Section (5.2), we describe
how a present schema is used to extract salient enti-
ties from a text, and how those extractions are scored
against the gold standard. Finally, in Section (5.3),
we describe how this procedure is executed using an
arbitrary number of schemas to produce curves indi-
cating the performance of a group of schemas of the
NASTEA task.

5.1 Identifying a Schema in a Document

Determining whether or not a word or n-gram ap-
pears in a document is a relatively simple task, but
identifying whether a narrative schema is present or
not is neither trivial nor categorical. In this study,
we deploy a measure of presence that reflects the
canonicality of a document—that is, how closely
a document matches a schema. This measure uses
the events of a schema as a proxy for its content—
excluding the arguments from the measure. We ex-
plicitly exclude coreference information from the
measure since coreference is error prone; while we
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Figure 2: An illustration of how the presence pS,D (Formula 6) of a schema S (left) is measured with respect to a document D

(both center and right). Each of the two illustrations of D shows how the document appears with respect to the respective measure:

density ρS,D (Formula 4) in the center and dispersion ∆S,D (Formula 5) to the right. In this example, ρS,D is 4/11; ∆S,D is

1/4× (5 + 1 + 1 + 4) = 11/4; pS,D is 42/112.

trust it en masse for generalizing over many docu-
ments, we are not so sure coreference can be trusted
while considering one single document.

Measuring the presence pS,D of a schema S in
a document D begins with VS,D, the set of tokens
from D that represent events in S. The same token
type can appear multiple times in the set as long as
multiple tokens of it appear throughout D. A sen-
tence can have multiple verbs, and all relevant verbs
are included in VS,D.

There are two ways to consider the distribution of
verbs within a document, both of which we want to
contribute to defining presence: density and disper-
sion. Density ρ is defined as:

ρS,D =
|VS,D|
|D| (4)

where |D| is the number of sentences in the docu-
ment, and VS,D is defined above. In other words,
ρS,D measures how much of the document D is
composed of verbs VS,D representing the events in
schema S. If this factor is high, then the document
as a whole is very close to being only the series
of events expressed in relevant schema. This is il-
lustrated in the centered ρS,D component of Figure
(2)—the full black segments of ρ illustration repre-
sent members of VS,D, the checker-patterned com-
ponents represent sentences that do not contain any
members of VS,D.

While a high density value is a strong indica-
tor of presence, some cases where the density is

not as high may still be interesting. We hypoth-
esize that verbs belonging to a schema appearing
close together probably indicate an expression of
that schema, while the same verbs more widely dis-
persed in the document are less likely to instantiate
it. We therefore define the dispersion ∆S,D with re-
spect to a schema S and a document D as:

∆S,D =
1

|VS,D|
∑

vi∈VS,D

min
vj∈VS,D−{vi}

δ(vi, vj) (5)

where δ(vi, vj) indicates the distance in sentences
between two verbs vi and vj . The minimization
seeks to find the nearest vj to vi in VS,D, which
is computed for every vi contained in VS,D. This
is illustrated in Figure (2) as well, on the far right.
Each arrow points from a specific vi to the specific
vj where the distance is smallest.

The presence measure should be higher for those
documents in which the elements of a schema are
both dense (throughout the document) and not dis-
persed, so we define canonical presence p as:

pS,D =
ρS,D

∆S,D
(6)

This defines the extent to which a schema is present
in a document—more specifically, the degree to
which a document itself comes close to being an
exemplar of the schema. The components of p are
illustrated in Figure (2).
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5.2 Extracting Salient Entities with a Schema

Once schemas have been ranked for presence, they
must be applied to a document in some way. We
use the verb/dependency pairs found in that docu-
ment that are also present in a schema to extract
entities of importance. From each pair, any NP
governed through the indicated dependency is ex-
tracted in whole. Only NPs containing proper nouns
(/NNP.*/) are retained, as common nouns are not
indicated in the NYT Metadata.

One side effect of Chambers’ algorithm is a large
number of schemas containing only a single verb—
having only weak connections with the events in any
other schema. We excluded these schemas from the
NASTEA task.

The entities extracted are compared with the en-
tities indicated in the NYT Metadata, a union of the
person, organization, and location tags
for each document. Each person, organization, or lo-
cation from the metadata is tokenized with NLTK’s
(Bird et al. 2009) wordpuncttokenizer and
is normalized for capitalization. Punctuation tokens
are removed. Each entity extracted from the data is
considered equal to the metadata entity if a fraction
of the tokens r are equal between the two. This r
value is set at 0.2, which is quite low, but justifiable,
as any overlap between the open-class proper noun
components likely indicates a match expressed dif-
ferently from the normalized representation in the
metadata: for example, an extraction of “Mr. Clin-
ton” should match “William Jefferson Clinton” in
the metadata. A higher threshold would have ex-
cluded these sorts of matches, which are typical of
the writing style of the New York Times but differ in
their metadata.

The fraction of entities from the metadata cap-
tured represents the recall while the fraction of
things extracted actually found in the metadata in-
dicates precision. NASTEA scores are reported as
the F1 score of both of these values.

5.3 NASTEA Curves and Their Interpretation

As much as we would wish for it to be the case,
the most present schema does not always yield the
correct entities. In many cases, adding additional
schemas of high presence is required. We use a set
of schemas for each document, increasing this quan-

tity by groups of five, starting at one. This allows us
to see how well the first schema applied performed,
followed by the the top 6, followed by the top 11,
etc. If only the highest presence schema is applied,
then that is expressed as “N1;” for the top 6, that
is reported as “N6,” etc. Nevertheless, N1 results
are of particular interest to us—this is the “I’m feel-
ing lucky” narrative schema, the one with the high-
est presence with respect to a document. The N1

performance should be highest in documents where
canonicality most strongly applies.

We split the data by document category, then gen-
erated schemas for each category. In evaluation,
only schemas generated with documents from a spe-
cific category were applied to that specific category.
Analogously, this was done for the narrative cloze
task, but instead of schemas, each model—learned
from the documents in that one single category—
was applied to predict events for that specific cat-
egory. In both experiments, documents that were
members of multiple categories, about 9% of the
held-out 27498 documents, were removed from the
hold-out data to remove any possible penalties due
to categorical overlap.

6 Results

Table 2: Average rank of answers in the narrative cloze.

Test Model Avg. Rank
Baseline 1329
Topical 1273

Top/News/Obituaries 565
Weddings and Engagements 1058

Law and Legislation 1279
Labor 1297

Crime and Criminals 1268
Computers and the Internet 1346

United States Armament and Defense 1805

Of the narrative schemas generated,1 around 13%
were shared between document categories on aver-
age. Each categorical set of schemas shares around
26% of its schemas with the baseline set.

1The schemas are available for download at
http://schemas.thedansimonson.com.

62



...
..

−2

.

0

.

2

.

4

.

6

.

8

.

10

.

12

.

14

.

16

.

18

.

20

.

22

.

24

.

26

.

28

.

30

.

32

.

34

.

0.3

.

0.4

.

0.5

.

0.6

.

. ..Crime and Criminals . ..Flat (Baseline) . ..Law and Legislation

. ..Weddings and Engagements . ..Computers and the Internet . ..Education and Schools

. ..Labor . ..United States Armament and Defense . ..Top/News/Obituaries

Figure 3: Plot of test-by-test performance on the NASTEA task for each topic. The x-axis indicates number of top-n present

schemas applied. The y-axis indicates F1 score (i.e. Nn) on the number of entities retrieved by the set of top-n schemas.

Table (2) contains the cloze task results. Figure
(3) illustrates results for the NASTEA task, broken
down by document category. Most categories fol-
low a general trend of performing poorly with the
highest-presence guess alone. As more schemas are
applied, the system is better able to retrieve anno-
tated entities on most categories, with F1-scores lev-
eling off around 45%. These values remain more or
less stable ad infinitum with a few minor variations
in value as n continues to increase. The “flat” base-
line model follows this trend adequately as well.

However, two categories are exceptions to
this trend: Weddings and Engagements and
Top/News/Obituaries. Their N1 performances are
significantly2 higher than their counterparts’ scores,
and their curves are concave up. This difference is
supported by the results of the cloze task as well.3

This exceptional N1 performance invites closer
inspection, which can be seen in Figure (4). Since
NASTEA is applying schemas to documents, those
schemas can be retained and counted allowing for

2p < 0.001 including the baseline with the heterogeneous
categories; p < 0.005 excluding the baseline from the analysis.

3p < 0.05

illustration of the variety of different schemas that
seem to best fit a particular document, what we will
refer to as narrative homogeneity. Figure (4) takes
the N1 results and illustrates the totals of counts for
schemas that were applied in each N1 case. Cate-
gories that performed well on N1 were also more
homogeneous at N1, choosing a single schema as
most present more often than their more heteroge-
neous counterparts.

7 Discussion

The NASTEA task shows a clear, discrete distinc-
tion between two types of document categories:
those that seem to be narratologically homogeneous
and others that seem to be narratologically hetero-
geneous within the scope of this model of narra-
tive. In the homogeneous case, the assertion that
category → schema seems to be valid, while in
more heterogeneous circumstances, this is much less
the case. This affirms Miller et. al. (2015)’s ob-
servation that their own corpus is characterized by
a “heterogeneity of the articles’ foci,” with their
corpus likely fitting into the United States Arma-
ment and Defense category—a notably heteroge-
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Figure 4: Plot of N1 Document Categorical Narrative Ho-

mogeneity: A representation of the fractional distribution of

schemas with the highest presence across all documents in a

category (n = 1 for the NASTEA task). The y-axis Each slice

of the whole indicates the fraction of a single schema having

the highest presence for a document. A larger slice indicates

that the single schema it represents had the highest presence for

more documents in that topic than a smaller slice.
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Figure 5: Schema generated in the Weddings document cate-

gory. The dashed squares represent slots attested in the data

but not connected during schema generation. The chain of red

squares indicates a generic organization type. The other slots

remain largely unlinked because they are frequently found as

conjunctive arguments of reciprocal verbs the are not handled

well by the existing narrative models.

neous one—were it derived from the NYT Corpus.
Of those we used in this study, the Weddings and

Engagements and Top/News/Obituaries (referred to
hereafter as Weddings and Obituaries, respectively)
are distinctly homogeneous. This distinction is reaf-
firmed through the cloze task as well, where each of
their respective rank averages are hundreds of ranks
higher. This indicates that they are more rigid in
their choice of wording and the events they describe,
and those events point more strictly toward the enti-
ties the NYT library scientists annotated. It is not too
surprising that these particular categories are differ-
ent. Impressionistically, the writing styles of such
documents are more rigid than their more news-
typical counterparts. However, the objective mea-
surability of this impression via two distinct forms
of evaluation is a first.

There are two possible interpretations of this re-
sult. One is that the homogeneous categories are
truly something different from the heterogeneous
ones, and that this is a fact about news narratives
and document categories at large. This is very
much plausible, as Weddings and Obituaries are cat-
egories defined by the events contained within them:
marriage and death, and the events that lead up to
those. Events in United States Armament and De-
fense can vary dramatically: from roadside bomb-
ings to budget overruns. The other interpretation
is that the homogeneous categories are ones that
are better encapsulated by our model of narratives
and that the heterogeneous ones are not captured
properly. This makes the NASTEA task something
to optimize performance on, making it a quantita-
tive metric for evaluating improvements in narrative
schemas. These are not necessarily contradictory in-
terpretations if one accepts both of them as indepen-
dently representing different aspects of the notion of
narrative.

While cloze and NASTEA overall agreed on the
exceptionality of Weddings and Obituaries, there re-
main some discrepancies between the two. Obituar-
ies performs much better on cloze relative to Wed-
dings, while on NASTEA, the reverse happens, and
Weddings outperforms Obituaries. Within the rest
of the categories, rankings shuffle around between
the two. For example, Computers and the Internet
performed well below average on cloze, but ranked
third highest on N1, with the homogeneity to match.
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Narrative cloze’s opacity makes these discrepancies
difficult to understand without trolling through thou-
sands of rankings. NASTEA has the transparency to
show what is going on under the hood: clear differ-
ences in narrative homogeneity.

8 Conclusion

We have shown that constraining document cate-
gory can influence a model’s performance on the
cloze task. NASTEA, the new technique we have
introduced to evaluate the properties of narrative
schemas, paints a more complex picture: that some
document categories—Weddings and Obituaries—
are more homogeneous in the narratives they ex-
press than other sorts of categories. In other words,
at the narratological level, not all categories are the
same—some are measurably different from others.
In the process, we have also defined the first ever
measure for the presence of a schema in a docu-
ment, opening up the possibility for techniques that
use schemas to perform quantitative analysis of doc-
uments at the narratalogical level.
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Abstract

This paper illustrates a proposal for the de-
velopment of an annotation scheme and a
corpus for storyline extraction and evaluation
from large collections of documents clustered
around a topic. The scheme extends existing
annotation efforts for event coreference and
temporal processing, introducing additional
layers and addressing shortcomings. We also
show how a storyline can be derived from the
annotated data.

1 Introduction

The stream of information is increasing every day
posing difficult challenges for the selection and ex-
traction of relevant information. Relevant informa-
tion can be missed in this vast amount of data, lead-
ing to inconsistencies, fragmented reports, or gaps
in the extraction and representation of complex sto-
ries. Different solutions have been proposed to deal
with this problem ranging from the generation of
multi-document extractive summaries (Barzilay et
al., 1999), to clustering of news with respect to a
topic (Swan and Allan, 2000), to the generation of
timelines to monitor relevant events in a topic (Sha-
haf and Guestrin, 2010; Nguyen et al., 2014; Bauer
and Teufel, 2015).

In this work, we want to expand on a different ap-
proach to select, organize, and represent relevant in-
formation from collections of documents clustered
around a specific topic. Following Vossen et al.
(2015), we adopt the storyline model as a repre-
sentational device to structure the information, and

aim at developing a reference corpus for a quantita-
tive and qualitative evaluation of automatically gen-
erated storylines.

A storyline is as a structured index of chronolog-
ically ordered events which overcomes representa-
tion models based on pure timelines with respect to
three aspects: i.) it is able to identify salient events
(climax events) as the central elements around which
a specific topic develops; ii.) it provides an explana-
tory model for how events connect to each other and
contribute to the development of a topic; and iii.) it
mimics a pervasive phenomenon in human life, i.e.
the use of narrative strategies to organize and make
sense of information.

Previous work in storyline generation is limited
and in most cases what is labelled as a storyline is
a timeline. The main difference is that storylines
and narrative structures exhibit some causal and ex-
planatory relation between events and some tension
towards a resolution, or climax. We have identi-
fied four main contributions (Shahaf et al., 2013;
Huang and Huang, 2013; Hu et al., 2014; Laparra
et al., 2015) in this area proposing methods to gen-
erate storyline datasets. Although each contribution
proposes its own definition of storyline, based on
the sharing of participants, time and location, one
of the commonalities of these works consists of the
use of interactions and connections between cross-
document topic threads or events which give rise to
timelines, i.e. a basic temporal ordering.

Storylines also differ from Narrative
Schemas (Chambers and Jurafsky, 2009). Nar-
rative Schemas qualify as sets of partially ordered
events with no distinction in relevance or salience

67



of their elements and, most importantly, with no
explanatory power of the ways events are connected
together, except for precedence relations. A Nar-
rative Schema looks like an un-prioritized set of
events which share some participants, thus leading
to the development of entity-centric timelines.
Furthermore, the use of entity driven relations (e.g.
co-participation) to generate the schemas often
result in non-coherent chains of events (Peng and
Roth, 2016).

The remainder of this paper will be structured as
follows: in Section 2 we will present the main as-
pects of the storyline model described in (Vossen et
al., 2015) and show how these elements have been
used to develop a proposal to annotate storylines.
Section 3 will report on the preliminary application
of the annotation scheme to a corpus presenting in-
sights on the data and interaction between different
layers of annotation ranging from event coreference
to storyline. Finally, conclusions and future work
will be reported in Section 4.

2 Annotating Storylines: A Proposal

The model described in Vossen et al. (2015) is
grounded on the narratology framework of Bal
(1997) which assumes that every narrative, regard-
less of the media and content, is a mention of a fab-
ula, i.e., a sequence of chronologically ordered and
logically connected events involving one or more ac-
tors. A fabula is a complex structure whose internal
components can be decomposed in three main ele-
ments: i.) the rising action(s), the event(s) that in-
creases the tension created by a predicament; ii.) the
climax, the event(s) which creates the maximal level
of tension; and iii.) falling action(s), the event(s)
which resolve the climax and lower the narrative ten-
sion.

These narratological concepts have been trans-
lated in the storyline model by providing a definition
and a formalization for the following basic compo-
nents:

• events, participants (actors), locations and
time-points (settings);
• the anchoring of events to time and their order-

ing (a timeline);
• bridging relations: a set of relations be-

tween events with explanatory and predictive

value(s).

The proposed annotation scheme aims at ground-
ing these concepts to linguistic elements in doc-
ument collections. The scheme has been de-
veloped to maximize compatibility with exist-
ing annotation efforts on event and temporal
processing, such as the Richer Event Descrip-
tion (RED) 1, THYME (Styler IV et al., 2014),
and TimeML (Pustejovsky et al., 2003a), and
event coreference, such as the Event CorefBank+
(ECB+) (Cybulska and Vossen, 2014b).

2.1 STaR: The Storyline Annotation and
Representation Scheme

The Storyline Annotation and Representation
Scheme (StaR) builds on and extends the ECB+
annotation scheme (Cybulska and Vossen, 2014a).
The ECB+ scheme addresses event coreference both
at the in- and cross-document levels. Event action
coreference is specified as two action mentions
which occur/hold true: i.) at the same time; ii.)
in the same location; and iii.) with the same
actors/participants. Thus, ECB+ data provides
access to the first basic elements of the storyline
model, i.e., events, participants (actors), locations,
and time.

The timeline reconstruction is done by means
of a temporal relation tag, TLINK, inheriting its
semantics from TimeML. Although largely used
and adapted to other languages, TimeML-annotated
corpora suffer from sparse annotations and poorly
connected event/time graphs. For instance, not
every event mention is properly anchored to a
temporal expression, nor are instructions on when
annotated ordering relations between events clearly
defined. In addition to this, the set of temporal
relations adopted by TimeML is very fine-grained,
with a total of 13 different values. To overcome
these shortcomings of the TimeML annotation,
we have designed our guidelines following two
principles: i.) each event mention must be an-
chored to its time of occurrence; ii.) temporal
ordering relations must be annotated only when
in presence of linguistic evidence, thus limiting
inferences. As such, no temporal relation should
be annotated on the basis of world knowledge only.

1https://goo.gl/iWUCFr
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Furthermore, the set of temporal values has been
limited to 8 values (BEFORE, AFTER, OVERLAP,
BEFORE OVERLAP, BEGINS ON, ENDS ON,
SIMULTANEOUS, INCLUDES). We also annotate
temporal relations between events and the Docu-
ment Creation Time (DCT). The DCT represents a
special temporal anchor for actions which expresses
a broad temporal dimension (e.g. Present, Past, or
Future with respect the time the author created and
published the text).

Following the proposal in Cassidy et al. (2014),
we also annotate transitive closure relations between
pairs of events to develop highly connected event
graph. This means that in case of two pairs of events
A BEFORE B and B BEFORE C, we explicitly mark
the transitive closure relation A BEFORE C.

Finally, we extend the TLINK tag with the at-
tribute contextualModality, from the RED
scheme. It has 4 values: ACTUAL, UNCERTAIN,
HYPOTHETICAL, and GENERIC. The attribute al-
lows to represent claims of different sources con-
cerning the reality or certainty of a temporal rela-
tion. The assignment of the contextual modality val-
ues is connected to the factuality profile of the events
in the temporal relation but, at the same time, it is
assumed to be independent from this latter aspect.
The focus is on the factuality of the temporal rela-
tion itself. Consider the following examples from
two documents about the 2013 Brooklyn riot from
ECB+:

1. officers shot and killed a 16-year-old Kimani
Gray in Brooklyn because he allegedly pointed
a gun at the cops. [ecbplus19 10.xml - sentence
2]
TLINK: pointed BEFORE shot - UNCERTAIN

2. Gray pointed a .38-caliber revolver at the cops
before they opened fire [ecbplus19 4.xml -
sentence 7]
TLINK: pointed BEFORE opened fire -
ACTUAL

ECB+ cross-document event coreference annota-
tion tells us that both mentions of pointed are coref-
erential, as well as shot and opened fire. The time-
line of the events is exactly the same, as expressed
by the BEFORE relation, due to the presence of ev-
idence such as “because” and “before”. However,

the factuality of the TLINK is different in the two
sources: in example 1. the temporal relation as-
sumes an uncertain value while in example 2. is fac-
tual. Modeling these differences is a key element for
storyline generation as these disagreements can be
used to facilitate the identification of both relevant
and interesting information and account for differ-
ent perspectives on the same topic.

Bridging relations are modeled with a new link
tag PLOT LINK. The tag connects the event men-
tions in a document in order to reconstruct the tri-
partite structure of the fabula: rising actions, cli-
max, and falling action. Two values are associ-
ated to the tag: PRECONDITION, which marks
rising action relations, i.e., events which are cir-
cumstantial to, cause or enable another event, and
FALLING ACTION, which explicitly mark specu-
lations and consequence relations, i.e. events which
are the (anticipated) outcome or the effect of an-
other event. The scheme is silent and neutral with
respect to the climax event, i.e. no prior assump-
tion is done. The identification of the climax event,
or events, of the topic will emerge from the anno-
tated data and it should correspond to the event(s)
that has most incoming PRECONDITION (i.e. it is
the target element of the relation) and/or outgoing
FALLING ACTION (i.e. it is the source element of
the relation) links. PLOT LINKs must be grounded
on some evidence and not performed on the basis
of world knowledge alone. In particular, two event
mentions may stand in a PLOT LINK relation if: i.)
they share at least one participant (co-participation);
or ii.) they stand in a causal or temporal relation; or
iii.) if they stand in an entailment relation2. Re-
calling examples 1. and 2., the annotation of the
PLOT LINK is as follows:

1a source: pointed PRECONDITION target: shot
source: pointed PRECONDITION target:
killed
source: shot FALLING ACTION target: killed

2a source: pointed PRECONDITION target:
opened fire

This will result in 3 PLOT LINKs for the
event shot/opened fire (2 PRECONDITION and 1

2We assume that not all co-participation relation may stand
in an entailment relation.
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FALLING ACTION), 1 PLOT LINKs for the event
killed, and no PLOT LINK for pointed. On the basis
of the available data, shot/opened fire qualifies as the
climax event.

3 The corpus: from ECB+ to ECBStaR

The ECB+ corpus contains 984 news articles and
43 topics, where each topic contains documents re-
porting on two different “seminal events” or topics.
For instance, topic 19 in ECB+ contains two clus-
ters of articles dealing with two different riots (one
in Greece and one in Brooklyn). ECB+ annotation is
performed through an event-centric approach. Only
sentences containing mentions of the target semi-
nal events were annotated, including any other event
mention occurring in the same sentence. This has
lead to a relevance based annotation: only a sub-
set of the sentences in a document is annotated, i.e.,
those mentioning the target topic, while the rest is ig-
nored. All event mentions in the selected sentences
are annotated, not only those explicitly referring to
the target topic. The outcome of this approach re-
sulted in 3,487 annotated event mentions, with 2,050
coreference relations (in- and cross-document).

In Figure 1 we graphically illustrate how story-
lines can be reconstructed as an outcome of the an-
notation and interaction between the different layers.
The top part of the figure contains sentences from
different articles. To simplify the representation, we
have only marked events (in bold) and temporal ex-
pressions (in italics). The bottom part of the picture
contains a representation for event coreferece, time-
line, and storyline. by creating unique representa-
tions (i.e. instance identifiers).

Each document timeline is merged together into
a unique topic/seminal event timeline based on the
event coreference data. Timeline representation fol-
lows the event-centric annotation of ECB+ but en-
riches it with time anchoring and ordering rela-
tions. In particular: i.) each event instance is as-
sociated to its correct time anchor (e.g. “2013-03-
09 E1”); ii.) ordering relations based on prece-
dence relations (i.e., BEFORE or AFTER) among in-
stances are represented with numerical indexes (e.g.
“1 2013-03-09 E1” -“2 2013-03-09 E6”). In case
other types of temporal relations hold between pairs
of events, the same numerical index is assigned to

(a)

(b)

Figure 1: Storyline reconstruction and representa-
tion.

all events. The specific temporal value is not lost
and can be accessed by inspecting the binary rela-
tions between the events 3. Finally, on the basis of
the PLOT LINK annotations, a storyline can be re-
constructed. In our specific case, we have identi-
fied 2 climax events (“shot” and “march”) as both
events obtained the same score. Each climax event
is then associated to a list PRECONDITIONs and/or
FALLING ACTIONS. The connection between cli-
max events is guaranteed by the timeline data. Fur-
thermore, it is interesting to notice that climax iden-
tification is not based on the number of event men-
tions (i.e., the event with highest number of men-
tions in the document collection) but on the infor-
mation derived from PLOT LINKs.

The annotation effort to develop the ECBStaR
corpus is still at an early stage. So far, only 3 seminal
events4 for which the DCT was available have been
enriched with TLINKs and PLOT LINKs, resulting
in 33 annotated documents, 3 storylines (one per
seminal events), 1,229 TLINKs, 317 PLOT LINKs,
with 223 falling action relations, 46 precondition
relations, and 5 climax events. The first interest-
ing data concerns the amount of TLINKs. Story-
line annotation aims at creating densely connected
temporal relation graphs, to avoid shortcomings of

3This is not illustrated in the figure to facilitate the reading.
4The seminal events corresponds to the ECB+ data for topics

19, 37, and 41.
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previous temporal annotation initiatives based on
TimeML which lacked densed connections among
the annotated data.

Concerning the PLOT LINK annotation, the large
amount of falling action relations can be explained
by taking into account two factors. The first con-
cerns the nature of news data. News is published
quickly, and often information about preconditions
are lacking or irrelevant. Furthermore, in case of
long lasting stories, such as wars, we have access to
a limited set of articles concerning a specif sub-event
(in our case the bombing in a South Sudan refugee
camp - topic 41), thus preventing the identification
of rising action relations because this information
is considered to be active in the shared knowledge
and irrelevant for the current document. The sec-
ond factor concerns the specific topic which gives
rise to the storyline. For instance, natural disaster
storylines will barely have mentions of precondition
actions as most of the time natural disasters are re-
ported as things that simply occur.

4 Conclusion and Future Work

This paper reports on a proposal of an annotation
scheme to develop a reference corpus for storylines
from large document collections. The availability of
a such a reference corpus will allow a qualitative and
quantitative evaluation of storylines, taking into ac-
count the two key dimensions: timelines and fabula,
i.e., the identification of the climax events and the
explanatory connections with other events.

One additional insight we hope to achieve with
the ECBStaR corpus is the identification of special-
ized event patterns for different storylines, thus con-
tributing to new models of knowledge template ac-
quisition.

Finally, we are planning to extend the collected
data per topic in time. In particular, we aim at har-
vesting additional documents related to each seminal
events to extend the time span of the topic and better
monitor the evolution of the story.
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