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Abstract

Arabic writing is typically underspecified for short vowels and other markups, referred to as
diacritics. In addition to the lexical ambiguity exhibited in most languages, the lack of diacritics
in written Arabic adds another layer of ambiguity which is an artifact of the orthography. In
this paper, we present the details of three annotation experimental conditions designed to study
the impact of automatic ambiguity detection, on annotation speed and quality in a large scale
annotation project.

1 Introduction

Written Modern Standard Arabic (MSA) poses many challenges for natural language processing (NLP).
Most written Arabic text lacks short vowels and diacritics rendering a mostly consonantal orthogra-
phy (Schulz, 2004). Arabic diacritization is an orthographic way to describe Arabic word pronunciation,
and avoid word reading ambiguity. In Arabic, diacritics are marks that reflect the phonological, morpho-
logical and grammatical rules. The lack of diacritics leads usually to considerable lexical and morpholog-
ical ambiguity. Full diacritization has been shown to improve state-of-the-art Arabic automatic systems
such as automatic speech recognition (ASR) systems (Kirchhoff and Vergyri, 2005) and statistical ma-
chine translation (SMT) (Diab et al., 2007). Hence, diacritization has been receiving increased attention
in several Arabic NLP applications (Zitouni et al., 2006; Shahrour et al., 2015; Abandah et al., 2015;
Belinkov and Glass, 2015). Building models to assign diacritics to each letter in a word requires a large
amount of annotated training corpora covering different topics and domains to overcome the sparseness
problem. The currently available MSA diacritized corpora are generally limited to religious texts such
as the Holy Quran, educational texts or newswire stories distributed by the Linguistic Data Consortium.

This paper presents a work carried out within a project to create an optimal diacritization scheme for
Arabic orthographic representation (OptDiac) project (Zaghouani et al., 2016a; Bouamor et al., 2015).
The overreaching goal of our project is to manually create a large-scale annotated corpus with the diacrit-
ics for a variety of Arabic texts. The creation of manually annotated corpora presents many challenges
and issues related to the linguistic complexity of the Arabic language. In order to streamline the anno-
tation process, we designed various annotation experimental conditions in order to answer the following
questions: Can we automatically detect linguistic difficulties such as linguistic ambiguity? To what ex-
tent is there agreement between machines and human annotators when it comes to detecting ambiguity?
Can the automatic detection of the ambiguity speed up the annotation process?

In the next two sections we discuss related work (Section2) and the annotation framework (Section 3).
Afterwards, we present the experimental setup in Section 4. In Section 5, we present the results of the
evaluation experiment and in Section 6, we analyze the annotation disagreement errors found during the
evaluation.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details:
http://creativecommons.org/licenses/by/4.0/
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2 Background and Related Work

2.1 Arabic Diacritics

The Arabic script consists of two classes of symbols: letters and diacritics. Letters comprise long vow-
els such as ’A’, ’y’, ’w’ as well as consonants.1 Diacritics on the other hand comprise short vowels,
gemination markers, nunation markers, as well as other markers (such as hamza, the glottal stop which
appears in conjunction with a small number of letters, elongation, dots on letters, and emphatic markers).
If present, these diacritics marks help to render a more precise reading of a given word in context as ob-
served in the ARET project (Maamouri et al., 2012). In this experiment, we are mostly addressing three
types of diacritical marks: short vowels, nunation (marker for indefiniteness), and shadda (gemination).

The available Arabic text content has some percentage of these diacritics present depending on domain
and genre. For instance, religious text such as the Quran is fully diacritized to minimize chances of
reciting it incorrectly as discussed in (Atwell et al., 2010). The same finding applies in most children
educational texts and classical poetry. However, the majority of news text and variety of other genres are
sparsely diacritized: For example, around 1.5% of tokens in the United Nations Arabic corpus bear at
least one diacritic (Diab et al., 2007).

2.2 Annotation Ambiguity

In general, there are several reasons that may cause disagreement in annotation decisions including hu-
man errors, lack of precision in the guidelines, and the lack of expertise and training of the annotators.
This disagreement rate further increases due to the inherent natural ambiguity in the human language
itself where various interpretations for a word are possible. Such linguistic ambiguity has been reported
in many annotation projects involving various linguistic phenomenon, such as the coreference relations,
the predicate-argument structure, the semantic roles and the L2 language errors (Versley and Tbingen,
2006; Iida et al., 2007), prosodic breaks (Jung and Kwon, 2011; Ruppenhofer et al., 2013; Rosen et
al., 2013), as well as the various Arabic PropBank projects (Diab et al., 2008; Zaghouani et al., 2010;
Zaghouani et al., 2012) and the Arabic TreeBank (Maamouri et al., 2010).

Poesio and Artstein (2005) classify ambiguity into explicit and implicit types. The explicit ambiguity
refers to the individuals’ understanding of the annotation task. On the other hand, implicit ambiguity
refers to those revealed after observing and contrasting the annotation done in the same task by other an-
notators. Annotators are generally asked to detect and resolve ambiguous cases, which can be a difficult
task to accomplish. This leads to a lower inter-annotator agreement in such tasks.

2.3 Annotation Complexity

There are many studies that evaluate the language complexity in addition to the quality of manual an-
notation and also allow the identification of many factors causing lower inter-annotator agreements. For
example, Bayerl and Paul (2011) showed that there is a correlation between the inter-annotator agree-
ment and the complexity of the annotation task; for instance, the larger the number of categories is, the
lower the inter-annotator agreement is. Moreover, the categories prone to confusions are generally lim-
ited. This brings out two complexity issues related to the number of categories and to the existence of
ambiguity between some the categories as explained in (Popescu-Belis, 2007). Furthermore, there are
some annotation tasks for which the choice of a label is entirely left to the annotator, which can lead to
even more complexity and lower agreement. In our project, the annotators frequently encounter complex
linguistic issues such as ambiguity and the multiple possible and acceptable solutions including the free
edit mode. In the next sections, we present these issues in detail.

3 Annotation Framework

The annotation pipeline in large annotation projects requires the involvement of many dedicated parties.
In our project, the annotation is led by a lead annotator with a team of four native Arabic-speaking an-
notators from three Arab countries (Egypt, Palestine, and Tunisia) and a programmer. All the annotators

1Arabic transliteration is presented in the Buckwalter scheme (Buckwalter, 2002)
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hold at least a university-level degree and they have a good knowledge of the Arabic language. The lead
annotator is responsible for the entire annotation pipeline including the corpus compilation, the annota-
tion of the gold-standard evaluation files, the guidelines, the ongoing training of the annotators, and the
evaluation of the annotation quality throughout the lifespan of the project.

3.1 Guidelines

Before starting the task, we provided the annotators with detailed guidelines, describing our diacritiza-
tion scheme and specifying when and where to add the diacritics required. We describe the annotation
procedure and explain how to deal with borderline cases. We also include several annotated examples to
illustrate the specified rules. We provide some examples of each case including the diacritization excep-
tions and some specific rules for: the Shadda gemination mark, the Soukoun (absence of a vowel) and
the Nunation marks at the end of a word. Moreover, in some cases, the letters followed by a long Alif
letter @, should not be diacritized as it is considered a deterministic diacritization as in

���A�JJ
Ó� /miyvAqu/

’Treaty’ and not
���A

��JJ
Ó� /miyvaAqu/.2 A summary of the most common Arabic diacritization rules is also
added as a reference in the guidelines.

3.2 Annotation Tool

We designed and implemented MANDIAC, a web-based annotation tool and a work-flow management
interface (Obeid et al., 2016), the tool is based on QAWI (Obeid et al., 2013) a token-based editor,
used to annotate and correct spelling errors in Arabic text for the Qatar Arabic Language Bank (QALB)
project.3 The basic interface of the annotation tool is shown in Figure 1, apart from the surface controls,
the interface allows annotators to select from an automatically generated diacritized words list and/or edit
words manually as shown. The annotation interface allows users to undo/redo actions, and the history
is kept over multiple sessions. The interface includes a timer to keep track of how long each sentence
annotation has taken. We used the timer feature to measure the annotation speed later on during the
evaluation experiments.

Figure 1: Editing a word marked as possibly ambiguous

2In this case the short vowel /a/ following the letter �H /v/ should not be added as specified in the Arabic diacritization
guidelines.

3The Qatar Arabic Language Bank (QALB) project is large-scale manually annotated Arabic text correction project (Za-
ghouani et al., 2014; Zaghouani et al., 2015; Zaghouani et al., 2016b; Mohit et al., 2014; Rozovskaya et al., 2015).
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4 Experimental setup

4.1 Evaluation sets
We use the corpus of contemporary Arabic (CCA) compiled by Al-Sulaiti and Atwell (2006). It is
a balanced corpus divided into the following genres: autobiography, short stories, children’s stories,
economics, education, health and medicine, interviews, politics, recipes, religion, sociology, science,
sports, tourism and travel. The CCA corpus text genres were carefully selected by its compilers since the
target users of the corpus were mostly language teachers and teachers of Arabic as a foreign language.
Various metadata information are included in the corpus such as the information about the text, the author
and the source. In order to use the CCA corpus, a normalization effort was done to produce a consistent
XML mark-up format to be used in our annotation tool. Furthermore, we split paragraphs and sentences
by period and remove repeated sentences after the initial segmentation in order to start the annotation
process.

4.2 Annotation Process
The annotation consists of a single annotation pass as commonly done in many annotation projects due
to time and budget constraints (Rozovskaya and Roth, 2010; Nagata et al., 2006; Izumi et al., 2004;
Gamon et al., ). While performing the annotation task, the annotators do not need to add the diacritics
for each word, instead, we use MADAMIRA (Pasha et al., 2014), a system for morphological analysis
and disambiguation of Arabic, to provide automatically diacritized candidates. Therefore, the annotators
are asked to choose the correct choice from the top three candidates suggested by MADAMIRA, when
possible, if it appears in the list. MADAMIRA is able to achieve a lemmatization accuracy of 96.0% and
a diacritization accuracy of 86.3%. Otherwise, if they are not satisfied with the given candidates, they
can manually edit the word and add the correct diacritics. We hypothesize that such integration of an
automatic analyzer in the annotation process will lead to a much faster annotation than purely manual
annotation, provided that the preassigned tags are sufficiently accurate.

4.3 Ambiguity Detection
In order to classify each word as ambiguous or not, we apply several preprocessing and filtering steps
on the datasets. We run MADAMIRA on the datasets to provide us with all possible morphological
analyses associated with confidence scores for each word in context. MADAMIRA applies SVM and
language models to derive predictions for the words morphological features and then scores each words
analysis list based on how well each analysis agrees with the model predictions. The top scoring analysis
is MADAMIRA’s most probable reading of the word in context. We hypothesized that ambiguous words
in context would have other competing high-scoring analyses within a threshold difference from the top
scoring one. Based on a previous experience, we chose the threshold to be 15%, therefore, we keep the
top scoring analysis and all other analyses that are within 15% difference from the top one. We further
reduce this list to remove redundant and insignificant variants based on certain criteria. We remove case
and mood diacritic marks, which encode inflectional properties. Additionally, we remove the diacritics of
the third possessive pronouns because its diacritic marks are highly affected by the case and mood marks
that we attempt to neutralize. Additionally, we filter out nouns that are exactly the same but differ only
in the letter Alef normalization ( @ @


@

�
@ |, >, <, { and A) (e.g �é�J
K.� A

	j�J�
�	KB� @ Al<inotixAbiy∼ap and �é�J
K.� A

	j�J�
�	KB� @

AlAinotixAbiy∼ap ‘The electoral’); thus, if we have two instances differ only in Alef normalization we
only keep one of them. We also remove the addition of gemination sign known as shaddah (∼) to the
Sun letters to assimilate the letter Lam (È l) of a preceding definite article ’Al’ in nouns (e.g. �ø
 	P�A

	JË @
AlnAziy∼ and �ø
 	P�A

�	JË @ Aln∼Aziy∼ ‘The Nazi’ and also in �é�J.
�	« �QË @ Alragobap and �é�J.

�	« ��QË @ Alr∼agobap ‘The
desire’). The above filtering process is performed because it decreases the possible analyses but they
do not have an impact in detecting the lexical ambiguity which is our goal. We finally make sure that
the remaining analyses are unique because we may end up with repeated words after removing specific
diacritics marks; additionally, words that are the same orthographically but differ in other features such
as lemma and part of speech tags are also removed.
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If the resulting list of possible analyses contain more than one possibility, the word is marked as
ambiguous; otherwise, it is believed to be not ambiguous. Words that have no analysis generated using
MADAMIRA are also considered ambiguous. For each sentence, we count the number of words that
are marked as ambiguous using our approach, and then calculate the percentage of ambiguity. We sort
the sentences according to their ambiguity percentages in descending order so that we give annotators
ranked sentences for annotation. Because we are concerned with MSA dataset only, we further filter out
dialectal sentences using AIDA (Elfardy and Diab, 2012), a tool that classifies words and sentences as
MSA (formal Arabic) or DA (Dialectal Arabic).

5 Evaluation

For the evaluation, we used a sample of 10K-Words from the CCA corpus representing 4 domains with
approximately 2.5K-words per domain (children stories, economics,sports and politics). We have three
experimental conditions for three evaluations carried over a period of six weeks.

1. The first condition (COND1): In the first experimental condition (COND1), four annotators were
given raw undiacritized sentences and were asked to add the missing diacritics as per the guidelines.
They either select one of the top three diacritization choices computed by MADAMIRA or manually
edit the word.

2. The second condition (COND2): In the second experimental condition (COND2), we provided
the raw undiacritized sentences to a first group of two annotators (Group 1) and we asked them to
mark and add the required diacritics only to the words they believe are ambiguous while ignoring
the rest of the non ambiguous words in the sentence.

3. The third condition (COND3): For the third experimental condition (COND3), we gave, to a dif-
ferent group of two annotators (Group 2), the same sentences assigned to Group 1 while having
the sentences explicitly marked as potentially ambiguous using the MADAMIRA as explained pre-
viously (again the top three MADAMIRA choices were provided). Furthermore, in COND3, the
annotators were asked to tell whether they agree or not with the ambiguity class provided for each
word using the tool and also by adding the missing diacritics in case they agree that the given word
is ambiguous.

The Inter-Annotator Agreement (IAA) is measured by using pairwise percent agreement averaged
over all pairs of annotations (APP). The pairwise percent agreement (also called observed agreement) is
computed as the percentage of times two annotators assign the same label to a unit. If a single letter in a
given word has one diacritization mismatch, then the whole word is considered as disagreement. A high
APP score denotes that at least two annotators agree on the annotation and therefore, the probability that
the annotation is erroneous is very small.

CCA Corpus
APPCOND1 83.10%
APPCOND2 69.09%
APPCOND3 88.31%

Table 1: Inter-Annotator Agreement (IAA) in terms of Average Pairwise Percent agreement (APP)
recorded during the evaluation of 10K-words from the CCA dataset in three experimental conditions;
higher is better.

Furthermore, in order to measure the impact on the annotation speed, we measured the mean annota-
tion time by computing the average time required to annotate a word for a sentence and then average it
over all sentences for a given experimental condition by all the annotator. The Average annotation speeds
are shown in Table 2.
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Annotation Speed
Words / MinuteCOND1 8.22
Words / MinuteCOND2 6.59
Words / MinuteCOND3 10.09

Table 2: Average annotated words per minute recorded during the evaluation of 10K-words from the
CCA dataset in three experimental conditions

The results obtained in Table 1 and Table 2 show that in COND1 the annotators obtained a fairly good
agreement of 83.10% and average speed of 8.22 words/minute ranking in the second place in terms of
performance overall. COND2 obtained surprisingly has the lowest agreement of only 69.09% and also
lowest time performance of only 6.59 words / minute. A follow up with the annotators revealed that the
results of COND2 are due to the fact that annotators spent a lot of time thinking whether a given word
is ambiguous or not so they can add the required diacritics. This leads to spending more time due to the
hesitation in addition to the difficulty of the task as we will show in the next section. Finally, COND3
reveals the best overall performance with a high agreement of 88.31% and the highest rate of words per
minute of 10.09. The results of COND3 can be explained by the automatic ambiguity analysis provided
to the annotators which substantially reduced the hesitation in deciding if a given word is ambiguous and
therefore it reduced the annotation possibilities by assisting the annotators in their decisions.

6 Error analysis

We found that a large number of the agreement errors are due to the inherent linguistic complexity of the
Arabic language leading to some annotation hesitations and inconsistency between the annotators when
there is an obvious ambiguity in the context. For instance, in many cases the annotators did not agree on
whether to add the diacritics or not, while in other cases, the annotators disagreed on the interpretation
of the word. We compiled below the list of the most important cases of disagreement observed during
the error analysis.

1. Lexical Ambiguity: This means that a word could carry more than one acceptable reading
(homonymy) such as in the case of the word (ÉJ. �̄ qbl which has the following two lexical read-

ings a.
�

É�J.
��̄ qabola ‘before’ and b.

�
É�J. �̄� /qibala/ ‘capability’.

2. Morphological Ambiguity: For this category, we observed two types of annotation disagreement:
word-structure ambiguity and inflection ambiguity. The diacritization of word structure can be
interpreted as a morphological task. As in the diacritization of the second letter of trilateral verbs
such as in �I. ���m��'
 �I. �� �k Hasiba/yaHosabu ‘To think’ versus �I. ��

�m��'
 �I. �� �k /Hasaba/yaHosibu/ ‘To
count’. Since the Arabic language is a morphologically rich language, each inflected word could
have a different way to be diacritized, especially in cases where some pronouns are attached to

the verbs or the nouns as in A 	J �� �k
�
@ /AaHosanA/ ‘they help/do good’ (3rd,Dual,Masculine) versus in

A�	J �� �k
�
@ /AaHosan∼A/ ‘we help/do good’ (1st,Plural). In another disagreement case, we found some

cases of verbal voice inflection confusion between the active voice and the passive voice such as in��Y �ª��K /taEud∼u ‘she counts’ versus
��Y �ª��K /tuEid∼u/ ‘It is considered’.

3. Part of Speech Ambiguity (POS): This is one of the most frequent disagreement cases found
during the error analysis, in fact, it is common to have many possible POS for a given word in

Arabic depending on the personal interpretation of the sentence as in the case of the verb �I. J
m.��
�	'

/nujiybu/ ‘we+answer’ versus the adjective �I. J
m.��
�	' /najiybN/ ‘outstanding’.

4. Case Endings Ambiguity:
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In Arabic, the case endings are those attached to the ends of words to indicate the words’ grammat-
ical function. Using the case endings correctly, requires a solid knowledge of grammar. With no
surprise, we found many annotation disagreement in this category. For example, the genitive �H� C

��K
/valAvK/ ‘three’ was confused with the nominative

��HC
��K /valAvN/ ‘three’.

5. The indeclinable nouns (Diptote): Indeclinable nouns are a type of nouns that have special case
endings rules and they only have two possible case endings. When the noun is indefinite, the
possible case endings are /-a/ for the genitive and /-u/ for the nominative, while the accusative has

no nunation. We located several cases of Diptote errors when the noun is indefinite such as in: �ZA
���® ���

�
@

/¿a$iq∼A‘a/ ‘brothers’ (genitive) versus Z� A
��® ���

�
@ ‘brothers’ with a wrong genitive nunation marker.

6. Phonology ambiguity: As the diacritization is considered an orthographic representation of the
phonological phenomena, some phonological cases depend on the phonological context and some
changes could happen as a result of an assimilation phenomena. For example, we noticed several
cases of disagreement related to the definite article Al as it could be pronounced in two ways: the
first way is known as the sun letter /Al/ where the letter /l/ is silent and a gemination diacritic sign
is marked on the following letter. The second case is the moon letter /Al/, where the letter /l/ is
pronounced as in the example of

��é ���ë�
��YË@ /Ald∼h$apu/ ‘The+surprise’ versus

��é ��� �ë �YË@ /Aldah$apu/
‘The+surprise’.

7. Pragmatic variations: In this type of disagreement, the annotators were confused between two
possible and acceptable ways to pronounce a given word and the difference is only dictated by the
regional usage as the case of the word ú
ÍðX /dwly/ ‘international’ which could be diacriticized as

/dawoliy∼/ ú
Í
�ð �X or as /duwaliy∼/ �ú
Í

�ð �X.

8. Level of Diacritization: We observed that frequently, the annotators did not agree on the level of
diacritization to be added despite the existence of guidelines. Cases of disagreement like the fol-
lowing are frequently observed: �H� AÓ �	Q���

�
Ê �ÒÊË� liAlmulotazimAt ‘for+the+committed’(PL+Fem.) versus

�H� AÓ 	Q���Ê �ÒÊË� /liAlmultazmAt/ ‘for+the+committed’(PL+Fem.).

9. Diacritization Typos: While not frequent, several cases of extra diacritics marks were added acci-
dentally by the annotators as in A 	K �Qå�����̄ /qaS∼aronA/ ‘We+abridged‘ versus the wrong extra diacritic

a in A 	K �Qå�����̄ /qaaS∼aronA/.

Conclusion

In this paper, we present our method to detect the ambiguous annotation cases within a Diacritization an-
notation project. We discussed the complex linguistic challenges inherent in Arabic linguistic annotation.
The results obtained in the evaluation suggest that the automatic ambiguity detection could effectively
reduce the annotation time and also increase the Inter-annotator agreement. Moreover, we believe that
the higher the accuracy of MADAMIRA choices, the faster the annotation could be as as manual edits
will be reduced. However, we believe that the nature of the ambiguity of the Arabic language as attested
by many disagreement cases, has strongly impacted the overall agreement results. On the other hand,
we believe that a better agreement could be achieved if the annotators followed the annotation guidelines
consistently.
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