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Abstract

Many significant challenges exist for the men-
tal health field, but one in particular is a lack
of data available to guide research. Language
provides a natural lens for studying mental
health – much existing work and therapy have
strong linguistic components, so the creation
of a large, varied, language-centric dataset
could provide significant grist for the field of
mental health research. We examine a broad
range of mental health conditions in Twitter
data by identifying self-reported statements
of diagnosis. We systematically explore lan-
guage differences between ten conditions with
respect to the general population, and to each
other. Our aim is to provide guidance and
a roadmap for where deeper exploration is
likely to be fruitful.

1 Introduction

A recent study commissioned by the World Eco-
nomic Forum projected that mental disorders will
be the single largest health cost, with global costs
increasing to $6 trillion annually by 2030 (Bloom
et al., 2011). Since mental health impacts the risk
for chronic, non-communicable diseases, in a sense
there is “no health without mental health” (Prince
et al., 2007). The importance of mental health has
driven the search for new and innovative methods for
obtaining reliable information and evidence about
mental disorders. The WHO’s Mental Health Action
Plan for the next two decades calls for the strength-
ening of “information systems, evidence and re-
search,” which necessitates new development and
improvements in global mental health surveillance
capabilities (World Health Organization, 2013).

As a result, research on mental health has turned
to web data sources (Ayers et al., 2013; Althouse et
al., 2014; Yang et al., 2010; Hausner et al., 2008),
with a particular focus on social media (De Choud-
hury, 2014; Schwartz et al., 2013a; De Choudhury
et al., 2011). While many users discuss physical
health conditions such as cancer or the flu (Paul
and Dredze, 2011; Dredze, 2012; Aramaki et al.,
2011; Hawn, 2009), some also discuss mental ill-
ness. There are a variety of motivations for users to
share this information on social media: to offer or
seek support, to fight the stigma of mental illness, or
perhaps to offer an explanation for certain behaviors.

Past mental health work has largely focused on
depression, with some considering post-traumatic
stress disorder (Coppersmith et al., 2014b), suicide
(Tong et al., 2014; Jashinsky et al., 2014), sea-
sonal affective disorder, and bipolar disorder (Cop-
persmith et al., 2014a). While these represent some
of the most common mental disorders, it only begins
to consider the range of mental health conditions
for which social media could be utilized. Yet ob-
taining data for many conditions can be difficult, as
previous techniques required the identification of af-
fected individuals using traditional screening meth-
ods (De Choudhury, 2013; Schwartz et al., 2013b).

Coppersmith et al. (2014a) proposed a novel way
of obtaining mental health related Twitter data. Us-
ing the self-identification technique of Beller et al.
(2014), they looked for statements such as “I was
diagnosed with depression”, automatically uncover-
ing a large number of users with mental health con-
ditions. They demonstrated success at both surveil-
lance and analysis of four mental health conditions.
While a promising first step, the technique’s efficacy
for a larger range of disorders remained untested.

1



In this paper we employ the techniques of Cop-
persmith et al. (2014a) to amass a large, diverse col-
lection of social media and associated labels of di-
agnosed mental health conditions. We consider the
broadest range of conditions to date, many signif-
icantly less prevalent than the disorders examined
previously. This tests the capacity of our approach
to scale to many mental health conditions, as well as
its capability to analyze relationships between con-
ditions. In total, we present results for ten condi-
tions, including the four considered by Coppersmith
et al. (2014a). To demonstrate the presence of quan-
tifiable signals for each condition, we build machine
learning classifiers capable of separating users with
each condition from control users.

Furthermore, we extend previous analysis by con-
sidering approximate age- and gender-matched con-
trols, in contrast to the randomly selected controls
in most past studies. Dos Reis and Culotta (2015)
found demographic controls an important baseline,
as they muted the strength of the measured outcomes
in social media compared to a random control group.
Using demographically-matched controls allows us
to clarify the analysis in conditions where age is a
factor, e.g., people with PTSD tend to be older than
the average user on Twitter.

Using the ten conditions and control groups, we
characterize a broad range of differences between
the groups. We examine differences in usage pat-
terns of categories from the Linguistic Inquiry Word
Count (LIWC), a widely used psychometrically val-
idated tool for psychology-related analysis of lan-
guage (Pennebaker et al., 2007; Pennebaker et al.,
2001). Depression is the only condition for which
considerable previous work on social media exists
for comparison, and we largely replicate those pre-
vious results. Finally, we examine relationships be-
tween the language used by people with various con-
ditions — a task for which comparable data has
never before been available. By considering mul-
tiple conditions, we can measure similarities and
differences of language usage between conditions,
rather than just between a condition and the general
population.

The paper is structured as follows: we begin with
a description of how we gathered and curated the
data, then present an analysis of the data’s coher-
ence and the quantifiable signals we can extract from

it, including a broad survey of observed differences
in LIWC categories. Finally, we measure language
correlations between pairs of conditions. We con-
clude with a discussion of some possible future di-
rections suggested by this exploratory analysis.

2 Related Work

There is rich literature on the interaction between
mental health and language (Tausczik and Pen-
nebaker, 2010; Ramirez-Esparza et al., 2008; Chung
and Pennebaker, 2007; Pennebaker et al., 2007;
Rude et al., 2004; Pennebaker et al., 2001). So-
cial media’s emergence has renewed interest in this
topic, though gathering data has been difficult. De-
riving measurable signals relevant to mental health
via statistical approaches requires large quantities of
data that pair a person’s mental health status (e.g.,
diagnosed with PTSD) to their social media feed.

Successful approaches towards obtaining these
data have relied on three approaches: (1) Crowd-
sourced surveys: Some mental health conditions
have self-assessment questionnaires amenable to ad-
ministration over the Internet. Combining this with
crowdsource platforms like Amazon’s Mechanical
Turk or Crowdflower, a researcher can administer
relevant mental health questionnaires and solicit the
user’s public social media data for analysis. This
technique has been effectively used to examine de-
pression (De Choudhury, 2013; De Choudhury et
al., 2013c; De Choudhury et al., 2013b). (2) Face-
book: Researchers created an application for Face-
book users that administered various personality
tests, and as part of the terms of service of the ap-
plication, granted the researchers access to a user’s
public status updates. This corpus has been used in a
wide range of questions from personality (Schwartz
et al., 2013b; Park et al., In press), heart disease
(Eichstaedt et al., 2015), depression (Schwartz et
al., 2014), and psychological well-being (Schwartz
et al., 2013a). (3) Self-Stated Diagnoses: Some
social media users discuss their mental health pub-
licly and openly, which allows researchers to cre-
ate rich corpora of social media data from users
who have a wide range of mental health conditions.
This has been used previously to examine depres-
sion, PTSD, bipolar, and seasonal affective disor-
der (Coppersmith et al., 2014a; Coppersmith et al.,
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2014b; Hohman et al., 2014). A similar approach
has been used to identify new mothers for studying
the impact of major life events (De Choudhury et al.,
2013a). (4) Affiliation: Some rely on a user’s affil-
iation to indicate a mental health condition, such as
using posts from a depression forum as a sample of
depression (Nguyen et al., 2014).

Other work on mental health and related topics
have studied questions that do not rely on an explicit
diagnosis, such as measuring the moods of Twitter
users (De Choudhury et al., 2011) to measure their
affective states (De Choudhury et al., 2012). Outside
of social media, research has demonstrated how web
search queries can measure population level mental
health trends (Yang et al., 2010; Ayers et al., 2013;
Althouse et al., 2014).

3 Data

We follow the Twitter data acquisition and cura-
tion process of Coppersmith et al. (2014a). This
data collection method has been previously vali-
dated through replication of previous findings and
showing predictive power for real-world phenom-
ena (Coppersmith et al., 2014a; Coppersmith et al.,
2014b; Hohman et al., 2014), though there likely is
some ‘selection bias’ by virtue of the fact that the
data is collected from social media – specifically
Twitter – which may be more commonly used by
a subset of the population. We summarize the main
points of the data collection method here1.

We obtain messages with self-reported diagnoses
using the Twitter API. Self-reported diagnoses are
tweets containing statements like “I have been diag-
nosed with CONDITION”, where CONDITION is one
of ten selected conditions (each of which has at least
100 users): Attention Deficit Hyperactivity Disor-
der (ADHD), Generalized Anxiety Disorder (Anx),
Bipolar Disorder, Borderline Personality Disorder
(Border), Depression (Dep), Eating Disorders (Eat-
ing; includes anorexia, bulimia, and eating disor-
ders not otherwise specified [EDNOS]), obsessive
compulsive disorder (OCD), post-traumatic stress
disorder (PTSD), schizophrenia (Schizo; to include
schizophrenia, schizotypal, schizophreniform) and
seasonal affective disorder (Seasonal). We use the

1All uses of these data as reported in this paper have been
approved by the relevant Institutional Review Board (IRB).

Condition Users Median Total
ADHD 102 3273 384k
Anxiety 216 3619 1591k
Bipolar 188 3383 720k
Borderline 101 3330 321k
Depression 393 3306 546k
Eating 238 3229 724k
OCD 100 3331 314k
PTSD 403 3241 1251k
Schizophrenia 172 3236 493k
Seasonal Affective 100 3229 340k

Table 1: The number of users with a genuine statement of
diagnosis (verified by a human annotator), their median
number of tweets, and total tweets for each condition.

common names for these disorders, rather than ad-
hering to a more formal one (e.g., DSM-IV or DSM-
5), for two reasons: (1) to remain agnostic to the
current discussion in clinical psychology around the
standards of diagnosis; and (2) our classification is
based on user statements. While sometimes an ob-
vious mapping exists for user statements to more
formal definitions (e.g., “shell shock” equates to to-
day’s “PTSD”), other times it is less obvious (e.g.,
“Anxiety” might refer to generalized anxiety disor-
der or social anxiety disorder).

Each self-reported diagnosis was examined by
one of the authors to verify that it was a gen-
uine statement of a diagnosis, i.e., excluding jokes,
quotes, or disingenuous statements.2 Previous work
shows high inter-annotator agreement (κ = 0.77)
for assessing genuine statements of diagnosis (Cop-
persmith et al., 2014a). For each author of a genuine
diagnosis tweet we obtain a set of their public Twit-
ter posts using the Twitter API (at least 100 posts
per user, but usually more); we do not have access
to private messages. All collected data was publicly
posted to Twitter between 2008 and 2015.

3.1 Exclusion and Preprocessing

Our analyses focus on user-authored content; we ex-
clude retweets and tweets with a URL since these
often quote text from the link. The text is lower-
cased and all non-standard characters (e.g., emoji)
are converted to a systematic ASCII representation

2We did not formally analyze the disingenuous statements,
but anecdotally many of the jokes seems to stem from laymens
terms and understanding of a condition; for example, “The
weather in Maryland is totally bipolar.”
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via Unidecode3. Users were removed if their tweets
were not at least 75% English, as determined by
the Google Compact Language Detector4. To avoid
bias, we removed the tweets that were used to man-
ually assess genuine statements of diagnosis. How-
ever, other tweets with a self-statement of diagnosis
may remain in a user’s data. Table 1 summarizes the
number of users identified and their median number
of tweets for each condition.

3.2 Age- and Gender-Matched Controls
Generally, control groups were formed via random
selection of Twitter users. Yet physical and men-
tal health conditions have different prevalence rates
depending on age and gender. Dos Reis and Culotta
(2015) demonstrated that failing to account for these
can yield biased control groups that skew results,
so we aim to form approximate age- and gender-
matched control groups.

There is a rich literature investigating the influ-
ence of age and gender on language (Pennebaker,
2011). Since Twitter does not provide demographic
information for users, these insights have been
broadly applied to inferring demographic informa-
tion from social media (Volkova et al., 2015; Fink
et al., 2012; Burger et al., 2011; Rao et al., 2011;
Rao et al., 2010). We use these techniques to esti-
mate the age and gender of each user so as to select
an age- and gender-matched control group. For each
user in our mental health collection we obtain age
and gender estimates from the tools provided by the
World Well-Being Project (Sap et al., 2014)5. These
tools use lexica derived from Facebook data to iden-
tify demographics, and have been shown successful
on Twitter data. The tools provide continuous val-
ued estimates for age and gender, so we threshold
the gender values to obtain a binary label, and use
the age score as is.

We draw our community controls from all the
Twitter users who tweeted during a two week pe-
riod in early 2014 as part of Twitter’s 1% ‘spritzer’
stream. Each user who tweeted in English and
whose tweets were public had an equal probability
of being included in our pool of controls. From
this pool, we identify the closest matching control

3https://pypi.python.org/pypi/Unidecode
4https://code.google.com/p/cld2/
5http://wwbp.org/data.html

Figure 1: Concomitances or comorbidities: cell color
indicates the probability that a user diagnosed with one
condition (row) has a concomitant diagnosis of another
condition (column). For example: ∼30% of users with
schizophrenia also had a diagnosis for bipolar.

user in terms of age and gender for each user in the
mental health collection. We select controls without
replacement so a control user can only be included
once. In practice, differences between estimated age
of paired users were miniscule.

3.3 Concomitance and Comorbidity
Concomitant diagnoses are somewhat common in
clinical psychology; our data is no different. In cases
where a user states a diagnosis for more than one
condition, we include them in each condition. For
most pairs of conditions, these overlaps are only a
small proportion of the data, with a few noted ex-
ceptions (e.g., up to 40% of users who have anxi-
ety also have depression, 30% for schizophrenia and
bipolar). Figure 1 summarizes the concomitance in
our data.

4 Methods and Results

4.1 LIWC differences
We provide a comprehensive picture of differences
in usage patterns of LIWC categories between users
with various mental health conditions. We measure
the proportion of word tokens for each user that falls
into a given LIWC category, aggregate by condition,
and compare across conditions.

For each user, we calculate the proportion of their
tokens that were part of each LIWC category. Thus
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Figure 2: Violin plot showing the frequency of negative
emotion LIWC category words by condition. The cen-
ter dashed line is the median, the dotted line is the inter-
quartile-range, and the envelope is an estimate of the dis-
tribution. The vertical line is the control group’s median.

for each category and each condition, we have an
empirical distribution of the proportion of language
attributable to that category. The violin plots in Fig-
ure 2 show an example of how this changes across
conditions as compared to controls.

Table 2 shows deviations for all categories and
conditions as follows: ‘+++’ indicates that condi-
tion users evince this category significantly more
frequently6 than control users; ‘+’ indicates that the
distribution is noticeably higher for the condition
population than the control population, but not out-
side the inter-quartile-range; ‘−’ indicates differ-
ences where condition users use this category less
frequently than control users.

Some interesting trends emerge from this analy-
sis. First, some categories show differences across
a broad range of mental health conditions (e.g.,
the ANXIETY, AUXILIARY VERBS, COGNITIVE

MECHANISMS, DEATH, FUNCTION, HEALTH, and
TENTATIVE categories of words). This suggests that
there are a subset of changes in language that may
be indicative of an underlying mental health condi-
tion (without much regard for specificity), while oth-

6Specifically, the median of the condition distribution is out-
side the inter-quartile-range of the control distribution.

ers seem to be very specific to the conditions they
are associated with (e.g., INGEST and NEGATIONS

with eating disorders). Some of the connections be-
tween LIWC categories and mental health condi-
tions have already been substantiated in the men-
tal health literature, while others (e.g., AUXVERB)
have not and are ripe for further exploration. Sec-
ond, many of the conditions show similar patterns
(e.g., anxiety, bipolar, borderline, and depression),
while others have distinct patterns (e.g., eating dis-
orders and seasonal affective disorder). It is worth
emphasizing that a direct mapping between these
and previously-reported LIWC results (in, e.g., Cop-
persmith et al. (2014a) and De Choudhury et al.
(2013c)) is not straightforward, since previous work
did not use demographically-matched control users.

4.2 Open-vocabulary Approach

Validated and accepted lexicons like LIWC cover
a mere fraction of the total language usage on so-
cial media. Thus, we also use an open-vocabulary
approach, which has greater coverage than LIWC,
and has been shown to find quantifiable signals rele-
vant to mental health in the past (Coppersmith et al.,
2014a; Coppersmith et al., 2014b). Though many
open-vocabulary approaches exist, we opt for one
that provides a reasonable score even for very short
text, and is robust to the creative spellings, lack of
spaces, and other textual faux pas common on Twit-
ter: character n-gram language models (CLMs).

In essence, rather than examining words or
sequences of words, CLMs examine sequences
of characters, including spaces, punctuation, and
emoticons. Given a set of data from two classes
(in our case, one from a given mental health condi-
tion, the other from its matched controls), the model
is trained to recognize which sequences of charac-
ters are likely to be generated by either class. When
these models are presented with novel text, they es-
timate which of the classes was more likely to have
generated it. For brevity we will omit discussion of
the exact score calculation and refer the interested
reader to Coppersmith et al. (2014a). For all we
do here, higher scores will indicate a tweet is more
likely to come from a user with a given mental health
condition, and lower scores are more likely to come
from a control user. Since we are examining ten con-
ditions, we have ten pairs of CLMs (for each pair,

5



LIWC ADHD Anx Bipolar Border Dep Eating OCD PTSD Schizo Seasonal
FUNCT +++ +++ +++ +++ +++ +++ +++ + +++ +++

PRONOUN + + +++ +
PPRON + +
I + + +++ +++
WE - - — - —
THEY +++ + + + +

IPRON +++ + + +++
ARTICLE - + +++ +
VERB + + +++ +
AUXVERB + +++ +++ +++ +++ +++ +++ + +++ +
PAST + +
PRESENT + +++
ADVERB + +++ +
CONJ* + +++ + +++ +++ +++ +++ + +++
NEGATE +
QUANT + + +++ + + +++

SWEAR + + +
POSEMO - - -
NEGEMO +++ + +++ + +++

ANXIETY + +++ + +++ + +++ +++ + + +
ANGER + + +++ + +++ +
SAD + +++ +

COGMECH +++ +++ +++ +++ +++ +++ +++ + +++
INSIGHT +++ + +++ +++ + +
CAUSE +++ + + + + +++ +++ + +
DISCREP + +++
TENTAT +++ +++ + +++ +++ +++ + +++
INCL + +++
EXCL +++ +++ + +++ +++ +++ +++

FEEL +
BIO + + + +++ +

BODY +
HEALTH + +++ +++ +++ + +++ +++ + +
INGEST +

RELATIV — - - -
MOTION - - - — - - — — —
SPACE - +
TIME - - +++ +++

LEISURE - - — - -
HOME - -
DEATH + +++ + +++ + + + + +++
ASSENT - -
PRO1 + + +++ +++
PRO3 + +
LIWC ADHD Anx Bipolar Border Dep Eating OCD PTSD Schizo Seasonal

Table 2: Full list of deviations by LIWC category for each condition. Category names that are *’d may have been
affected by our normalization and tokenization procedure. Categories for which no significant differences were
observed: ACHIEVE, AFFECT, CERTAIN, FAMILY, FILLER*, FRIEND, FUTURE, HEAR, HUMANS, INHIBITION,
MONEY, NONFLUENCIES, NUMBER, PERCEPTUAL, PREPOSITIONS, PRO2, RELIGION, SEE, SEXUAL, SHEHE,
SOCIAL.
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one CLM is trained from the users with a given men-
tal health condition, and one CLM is trained from
their matched controls).

4.3 Quantifiable Differences

To validate that our CLMs are capturing quantifi-
able differences relevant to their specific conditions,
we examine their accuracy on a heldout set of users.
Each condition-specific CLM produces a score that
roughly equates to how much more (or less) likely
it is to have come from a user with the given condi-
tion (e.g., PTSD) than a control. We aggregate these
scores to compute a final score for use in classifica-
tion. We score each tweet with the CLM and use
the score to make a binary distinction – is this tweet
more likely to have been generated by someone who
has PTSD or a control? We calculate the propor-
tion of these tweets that are classified as PTSD-like
(the overall mean), which can be thought of as how
PTSD-like this user looks over all time. Given that
some of these symptoms change with time, we can
also compute a more localized version of this mean,
and derive a score according to the “most PTSD-like
period the user has”. This is done by ordering these
binary decisions by the time the tweet was authored,
selecting a window of 50 tweets, and calculating the
proportion of those tweets classified as PTSD-like.
We then slide this window one tweet further (remov-
ing the oldest tweet, and adding in the next in the
user’s timeline) and calculate the proportion again.
The highest this rolling-window mean achieves will
be referred to as the maximum local mean. We com-
bine these scores to yield the classifier score ψ =
overall mean ∗ maximum local mean, capturing how
PTSD-like the user is over all time, and how PTSD-
like they are at their most severe.

We estimated the performance of our classifiers
for each condition on distinguishing users with a
mental health condition from their community con-
trols via 10-fold cross-validation. This differs only
slightly from standard cross-fold validation in that
our observations are paired; we maintain this pair-
ing when assigning folds – each mental health con-
dition user and their matched control are in the same
fold. To assess performance, we could draw a line
(a threshold) in the ranked list, and classify all users
above that line as having the mental health condi-
tion, and all users below that line as controls. Those
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Figure 3: ROC curves for distinguishing diagnosed from
control users, for each of the disorders examined. Chance
performance is indicated by the black diagonal line.

Condition Precision
ADHD 52%
Anxiety 85%
Bipolar 63%
Borderline 58%
Depression 48%
Eating 76%
OCD 27%
PTSD 55%
Schizophrenia 67%
Seasonal Affective 5 %

Table 3: Classifier precision with 10% false alarms.

with the condition above the line would be correctly
classified (hits), while those controls above the line
would be incorrectly classified (false alarms). Fig-
ure 3 shows performance of this classifier as Re-
ceiver Operating Characteristic (ROC) curves as we
adjust this threshold, one curve per mental health
condition. The x-axis shows the proportion of false
alarms and the y-axis shows the proportion of true
hits. All our classifiers are better than chance, but
far from perfect. To aid interpretation, Table 3 shows
precision at 10% false alarms.

Performance for most conditions is reasonable,
except seasonal affective disorder which is very
difficult (as was reported by Coppersmith et al.
(2014a)). Anxiety and eating disorders have much
better performance than the other conditions. Most
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importantly, though, for all conditions (including
seasonal affective disorder), we are able to identify
language usage differences from control groups.

4.4 Cross Condition Comparisons
Given the breadth of our language data, we can
compare across mental health conditions, examin-
ing relationships between the conditions under in-
vestigation, rather than only how each condition dif-
fers from controls. Previous work (Coppersmith et
al., 2014a) reported preliminary findings that indi-
cated a possible relationship between the language
use from different mental health conditions: similar
conditions (either in concomitance and comorbid-
ity or symptomatology) had similar language. The
story found here is related, but more complicated.
For this comparison, we build new CLMs that ex-
clude any user with a concomitant disorder (to pre-
vent their data from making their conditions appear
artificially similar). We then score a random sample
of 1 million tweets that meet our earlier filters with
the CLMs from each condition. We could then ex-
amine how the language in any pair of conditions is
related by calculating the Pearson’s correlation (r)
between the scores from these models.

More interesting, though, is how all these con-
ditions relate to one another, rather than any given
pair. To that end, we use a standard clustering al-
gorithm7, shown in Figure 4. Here, each condition
is represented by a vector of its Pearson’s r correla-
tions, calculated as above, to each of the conditions
(to include an r = 1.0 to itself). Each condition
starts as its own cluster on the left side of the fig-
ure. Moving to the right, clusters are merged, most
similar first, until all conditions merge into a single
cluster. One particular clustering is highlighted by
the colors: conditions with blue lines are in clusters
of their own, so seasonal affective, ADHD, and bor-
derline appear to be significantly different from the
rest); and schizophrenia and OCD are clustered to-
gether, shown in red. While this is not the most obvi-
ous grouping of conditions, the patterns are far from
random: the disorders in green (PTSD, bipolar, eat-
ing disorders, anxiety, and depression) have some-
what frequent concomitance in our data and else-
where (Kessler et al., 2005) and recent research indi-

7Hierarchical, agglomerative clustering from Python’s
scipy.hierarchy.linkage (Jones et al., 2001).

Figure 4: Hierarchical clustering dendrogram of con-
ditions clustered according to the similarity of their
users’ language. Distance between merged clusters in-
creases monotonically with the level of the merger; thus
lower merges (further to the left) indicate greater simi-
larity (e.g., language usage from Seasonal Affective and
ADHD users is very different from conditions in the
green cluster, given how far right the red merge-point is).

cates links between OCD and schizophrenia (Meier
et al., 2014). Notably, these data are not age- and
gender-matched, so these variables also likely factor
into the clustering. Thus, we leave this particular re-
lationship between language and mental health as an
open question, suggesting fertile grounds for more
controlled future work.

5 Conclusion

We examined the language of social media from
users with a wide range of mental health condi-
tions, providing a roadmap for future work. We
explored simple classifiers capable of distinguish-
ing these users from their age- and gender-matched
controls, based on signals quantified from the users’
language. The classifiers also allowed us to system-
atically compare the language used by those with the
ten conditions investigated, finding some groupings
of the conditions found elsewhere in the literature,
but not altogether obvious. We take this as evidence
that examining mental health through the lens of lan-
guage is fertile ground for advances in mental health
writ large. The wealth of information encoded in
continually-generated social media is ripe for anal-
ysis – data scientists, computational linguists, and
clinical psychologists, together, are well positioned
to drive this field forward.
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