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Introduction to BUCC 2013

Comparable corpora are collections of documents that are comparable in content and form in various
degrees and dimensions. This definition includes many types of parallel and non-parallel multilingual
corpora, but also sets of monolingual corpora that are used for comparative purposes. Research on
comparable corpora is active but used to be scattered among many workshops and conferences. The
workshop series on “Building and Using Comparable Corpora” (BUCC) aims at promoting progress in
this exciting emerging field by bundling its research, thereby making it more visible and giving it a better
platform.

Following the five previous editions of the workshop which took place in Africa (LREC’08 in
Marrakech), America (ACL’11 in Portland), Asia (ACL-IJCNLP’09 in Singapore), Europe (LREC’10 in
Malta) and also on the border between Asia and Europe (LREC’12 in Istanbul), the workshop this year
is co-located with ACL’13 in Sofia, Bulgaria. The main theme for the current edition is “Terminology
mining”. We have received 27 submissions, accepted 10 oral presenations and 7 posters, including four
oral presentations on the special topic.

We would like to thank all people who in one way or another helped in making this workshop once again
a success. Our special thanks go to Hinrich Schütze for accepting to give the invited presentation, to the
members of the program committee who did an excellent job in reviewing the submitted papers under
strict time constraints, and to the ACL’13 workshop chairs and organizers. Last but not least we would
like to thank our authors and the participants of the workshop.

Serge Sharoff, Reinhard Rapp, Pierre Zweigenbaum
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Coffee break: (10:30-11:00)

11:00–11:30 Bilingual Lexicon Extraction via Pivot Language and Word Alignment Tool
Hong-seok Kwon, Hyeong-won Seo and Jae-hoon Kim

11:30–12:00 Using WordNet and Semantic Similarity for Bilingual Terminology Mining from
Comparable Corpora
Dhouha Bouamor, Nasredine Semmar and Pierre Zweigenbaum

12:00–12:30 A Comparison of Smoothing Techniques for Bilingual Lexicon Extraction from
Comparable Corpora
Amir Hazem and Emmanuel Morin

Session: (14:00-15:00) Comparable corpora

14:00–14:30 Finding More Bilingual Webpages with High Credibility via Link Analysis
Chengzhi Zhang, Xuchen Yao and Chunyu Kit

14:30–15:00 A modular open-source focused crawler for mining monolingual and bilingual cor-
pora from the web
Vassilis Papavassiliou, Prokopis Prokopidis and Gregor Thurmair

Session: (15:00-15:30) Posters with Booster Session

15:00–15:03 Building basic vocabulary across 40 languages
Judit Acs, Katalin Pajkossy and Andras Kornai

15:04–15:07 Scientific registers and disciplinary diversification: a comparable corpus approach
Elke Teich, Stefania Degaetano-Ortlieb, Hannah Kermes and Ekaterina Lapshinova-
Koltunski

15:08–15:11 Improving MT System Using Extracted Parallel Fragments of Text from Comparable
Corpora
Rajdeep Gupta, Santanu Pal and Sivaji Bandyopadhyay

15:12–15:15 VARTRA: A Comparable Corpus for Analysis of Translation Variation
Ekaterina Lapshinova-Koltunski

ix



8 August 2013 (continued)

15:16–15:19 Building Ontologies from Collaborative Knowledge Bases to Search and Interpret Multi-
lingual Corpora
Yegin Genc, Elizabeth Lennon, Winter Mason and Jeffrey Nickerson

15:20–15:23 Using a Random Forest Classifier to recognise translations of biomedical terms across
languages
Georgios Kontonatsios, Ioannis Korkontzelos, Sophia Ananiadou and Jun’ichi Tsujii

15:24–15:27 Comparing Multilingual Comparable Articles Based On Opinions
Motaz Saad, David Langlois and Kamel Smaili

Coffee break: (15:30-16:00)

Session: (16:00-18:00) Comparable corpora

16:00–16:30 Mining for Domain-specific Parallel Text from Wikipedia
Magdalena Plamada and Martin Volk

16:30–17:00 Gathering and Generating Paraphrases from Twitter with Application to Normalization
Wei Xu, Alan Ritter and Ralph Grishman

17:00–17:30 Learning Comparable Corpora from Latent Semantic Analysis Simplified Document Space
Ekaterina Stambolieva

17:30–18:00 Chinese–Japanese Parallel Sentence Extraction from Quasi–Comparable Corpora
Chenhui Chu, Toshiaki Nakazawa and Sadao Kurohashi

x



Proceedings of the 6th Workshop on Building and Using Comparable Corpora, pages 1–10,
Sofia, Bulgaria, August 8, 2013. c©2013 Association for Computational Linguistics

Cross-lingual WSD for Translation Extraction
from Comparable Corpora

Marianna Apidianaki
LIMSI-CNRS

Rue John Von Neumann
BP 133, 91403

Orsay Cedex, France
marianna@limsi.fr

Nikola Ljubešić
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Abstract

We propose a data-driven approach to en-
hance translation extraction from compa-
rable corpora. Instead of resorting to an
external dictionary, we translate source
vector features by using a cross-lingual
Word Sense Disambiguation method. The
candidate senses for a feature correspond
to sense clusters of its translations in a
parallel corpus and the context used for
disambiguation consists of the vector that
contains the feature. The translations
found in the disambiguation output con-
vey the sense of the features in the source
vector, while the use of translation clusters
permits to expand their translation with
several variants. As a consequence, the
translated vectors are less noisy and richer,
and allow for the extraction of higher qual-
ity lexicons compared to simpler methods.

1 Introduction

Large-scale comparable corpora are available in
many language pairs and are viewed as a source
of valuable information for multilingual applica-
tions. Identifying translation correspondences in
this type of corpora permits to construct bilingual
lexicons for low-resourced languages, and to com-
plement and reduce the sparseness of existing re-
sources (Munteanu and Marcu, 2005; Snover et
al., 2008). The main assumption behind transla-
tion extraction from comparable corpora is that a
source word and its translation appear in similar
contexts (Fung, 1998; Rapp, 1999). So, in order
to identify a translation correspondence between
the two languages, the contexts of the source word
and the candidate translation have to be compared.
For this comparison to take place, the same vector
space has to be produced, which means that the
vectors of the one language have to be translated

in the other language. This generally assumes the
availability of a bilingual dictionary which might
however not be the case for some language pairs
and domains. Moreover, the classic way in which
a dictionary is put into use, which consists in trans-
lating vector features by their first translation in
the dictionary, neglects semantics. We expect that
a method capable of identifying the correct sense
of the features and translating them accordingly
could contribute to producing cleaner vectors and
to extracting higher quality lexicons.

In this paper, we show how source vectors
can be translated into the target language by a
cross-lingual Word Sense Disambiguation (WSD)
method which exploits the output of data-driven
Word Sense Induction (WSI) (Apidianaki, 2009),
and demonstrate how feature disambiguation en-
hances the quality of the translations extracted
from the comparable corpus. This study extends
our previous work on the topic (Apidianaki et al.,
2012) by applying the proposed methods to a com-
parable corpus of general language (built from
Wikipedia) and optimizing various parameters that
affect the quality of the extracted translations. We
expect the disambiguation to have a beneficial im-
pact on the results given that polysemy is a fre-
quent phenomenon in a general, mixed-domain
corpus. Our experiments are carried out on the
English-Slovene language pair but as the methods
are totally data-driven, the approach can be easily
applied to other languages.

The paper is organized as follows: In the next
section, we present some related work on bilin-
gual lexicon extraction from comparable corpora.
Section 3 presents the data used in our experiments
and Section 4 provides details on the approach and
the experimental setup. In Section 5, we report and
discuss the obtained results before concluding and
presenting some directions for future work.
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2 Related work

The traditional approch to translation extraction
from comparable corpora and most of its exten-
sions (Fung, 1998; Rapp, 1999; Shao and Ng,
2004; Otero, 2007; Yu and Tsujii, 2009; Marsi
and Krahmer, 2010) presuppose the availability
of a bilingual lexicon for translating source vec-
tors into the target language. A translation can-
didate is generally considered as correct if it is
an appropriate translation for at least one sense
of the source word in the dictionary, which of-
ten corresponds to its most frequent sense. An
alternative consists in considering all translations
provided for a word in the dictionary but weight-
ing them by their frequency in the target lan-
guage (Prochasson et al., 2009; Hazem and Morin,
2012). The high quality of the exploited hand-
crafted resources, combined to the skewed distri-
bution of the translations corresponding to differ-
ent word senses, often lead to satisfying results.
Nevertheless, the applicability of the methods is
limited to languages and domains where bilingual
resources are available. Moreover, by promoting
the most frequent sense/translation, this approach
neglects polysemy. We believe that feature dis-
ambiguation can lead to the production of cleaner
vectors and, consequently, to higher quality re-
sults.

The need to bypass pre-existing dictionaries
has been addressed by Koehn and Knight (2002)
who built the initial seed dictionary automatically,
based on identical spelling features between En-
glish and German. Cognate detection has also
been used by Saralegi et al. (2008) for extract-
ing word translations from English-Basque com-
parable corpora. The cognate and seed lexicon
approaches have been successfully combined by
Fišer and Ljubešić (2011) who showed that the re-
sults with an automatically created seed lexicon,
based on language similarity, can be as good as
with a pre-existing dictionary. But all these ap-
proaches work on closely-related languages and
cannot be used as successfully for language pairs
with little lexical overlap, such as English and
Slovene, which is the case in this experiment.

Regarding the translation of the source vectors,
we use contextual information to disambiguate
their features and translate them using clusters
of semantically similar translations in the target
language. A similar idea has been implemented
by Kaji (2003) who performed sense-based word

clustering to extract sets of synonymous transla-
tions from comparable corpora with the help of a
bilingual dictionary.

Using translation clusters permits to expand
feature translation and to suggest multiple seman-
tically correct translations. A similar approach has
been adopted by Déjean et al. (2005) who expand
vector translation by using a bilingual thesaurus
instead of a lexicon. In contrast to their work, the
method proposed here does not rely on any exter-
nal knowledge source to determine word senses
or translation equivalents, and is thus fully data-
driven and language independent.

3 Resources

3.1 Comparable corpus

The comparable corpus from which the bilin-
gual lexicon will be extracted is a collection of
English (EN) and Slovene (SL) texts extracted
from Wikipedia. The February 2013 dumps of
Wikipedia articles were downloaded and cleaned
for both languages after which the English cor-
pus was tokenized, part-of-speech (PoS) tagged
and lemmatized with the TreeTagger (Schmid,
1994). The same pre-processing was applied to the
Slovene corpus with the ToTaLe analyzer (Erjavec
et al., 2010) which uses the TnT tagger (Brants,
2000) and was trained on MultextEast corpora.
The Wikipedia corpus contains about 1.5 billion
tokens for English and almost 24 million tokens
for Slovene.

In previous work, we applied our approach to a
specialized comparable corpus from the health do-
main (Apidianaki et al., 2012). The results were
encouraging, showing how translation clustering
and vector disambiguation help to improve the
quality of the translations extracted from the com-
parable corpus. We believe that the positive im-
pact of this approach will be more significant on
lexicon extraction from a general language com-
parable corpus, in which polysemy is more promi-
nent.

3.2 Parallel corpus

The parallel corpus used for clustering and word
sense induction consists of the Slovene-English
parts of Europarl (release v6) (Koehn, 2005) and
of JRC-Acquis (Steinberger et al., 2006) and
amounts to approximately 35M words per lan-
guage. A number of pre-processing steps are ap-
plied to the corpus prior to sense induction, such
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Figure 1: Translation extraction from comparable corpora using cross-lingual WSI and WSD.

as elimination of sentence pairs with a great dif-
ference in length, lemmatization and PoS tagging
with the TreeTagger (for English) and ToTaLe (for
Slovene) (Erjavec et al., 2010). Next, the cor-
pus is word-aligned with GIZA++ (Och and Ney,
2003) and two bilingual lexicons are extracted,
one for each translation direction (EN–SL/SL–
EN). To clean the lexicons from noisy alignments,
the translations are filtered on the basis of their
alignment score and PoS, keeping only transla-
tions that pertain to the same grammatical cate-
gory as the source word. We retain only intersect-
ing alignments and use for clustering translations
that translate a source word more than 10 times
in the training corpus. This threshold reduces
data sparseness issues that affect the clustering
and eliminates erroneous word alignments. The
filtered EN-SL lexicon contains entries for 6,384
nouns, 2,447 adjectives and 1,814 verbs having
more than three translations in the training corpus.

The parallel corpus, which contains EU texts, is
more specialized than the comparable corpus built
from Wikipedia. This is not the ideal scenario for
this experiment; domain adaptation is important
for the type of semantic processing we want to ap-
ply as there might be a shift in the senses present in
the two corpora. However, as EU texts often con-
tain a lot of general vocabulary, we expect that this
discrepancy will not strongly affect the quality of
the results.

3.3 Gold standard

We evaluate the quality of the bilingual lexicons
extracted from the comparable corpus by compar-
ing them to a gold standard lexicon, which was
built from the aligned English (Fellbaum, 1998)
and Slovene wordnets (Fišer and Sagot, 2008). We
extracted all English synsets from the Base Con-
cept sets that belong to the Factotum domain and
contain literals with polysemy levels 1-5 and their

Slovene equivalents which have been validated by
a lexicographer. Of 1,589 such synsets, 200 were
randomly selected and used as a gold standard for
automatic evaluation of the method proposed in
this paper.

4 Experimental setup

4.1 Overview of the method

Figure 1 gives an overview of the way informa-
tion mined from the parallel training corpus is ex-
ploited for discovering translations of source (En-
glish) words in the comparable corpus. The par-
allel corpus serves to extract an English-Slovene
seed lexicon and source language context vec-
tors (Par vectors) for the Slovene translations of
English words. These vectors form the input to
the Word Sense Induction (WSI) method which
groups the translations of an English word into
clusters.

The clusters of semantically related Slovene
translations constitute the candidate senses which,
together with the Par vectors, are used for dis-
ambiguating and translating the vectors extracted
from the source (English) side of the comparable
corpus (Comp source). The translated vectors are
then compared to the ones extracted from the tar-
get language (Slovene) side of the comparable cor-
pus (Comp target) and the best translations are se-
lected, for a list of unknown words. All steps of
the proposed method illustrated in Figure 1 will
be detailed in the following sections.

4.2 Translation clustering

The translations of the English words in the lex-
icon built as described in 3.2 are clustered ac-
cording to their semantic proximity using a cross-
lingual Word Sense Induction method (Apidi-
anaki, 2008). For each translation Ti of a word
w, a vector is built from the content word co-
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Language POS Source word Slovene sense clusters

EN–SL

Nouns

sphere {krogla} (geometrical shape)
{sfera, področje} (area)

address {obravnava, reševanje, obravnavanje} (dealing with)
{naslov} (postal address)

portion
{kos} (piece)
{obrok, porcija} (serving)
{delež} (share)

figure
{številka, podatek, znesek} (amount)
{slika} (image)
{osebnost} (person)

Verbs

seal {tesniti} (to be water-/airtight)
{zapreti, zapečatiti} (to close an envelope or some other container)

weigh {pretehtati} (consider possibilities)
{tehtati, stehtati} (check weight)

educate {poučiti} (give information)
{izobraževati, izobraziti} (give education)

consume {potrošiti} (spend money/goods)
{uživati, zaužiti} (eat/drink)

Adjs

mature {zrel, odrasel} (adult)
{zorjen, zrel} (ripe)

minor {nepomemben} (not very important)
{mladoleten, majhen} (under 18 years old)

juvenile {nedorasel} (not adult/biologically mature yet)
{mladoleten, mladoletniški} (not 18/legally adult yet)

remote {odmaknjen, odročen} (far away and not easily accessible)
{oddaljen daljinski} (controlled from a distance (e.g. remote control))

Table 1: Entries from the English-Slovene sense cluster inventory.

occurrences of w in the parallel sentences where it
is translated by Ti. Let N be the number of features
retained for each Ti from the corresponding source
contexts. Each feature Fj (1 ≤ j ≤ N) receives a
total weight with a translation Ti, tw(Fj,Ti), de-
fined as the product of the feature’s global weight,
gw(Fj), and its local weight with that translation,
lw(Fj,Ti). The global weight of a feature Fj is a
function of the number Ni of translations (Ti’s) to
which Fj is related, and of the probabilities (pi j)
that Fj co-occurs with instances of w translated by
each of the Ti’s:

gw(Fj) = 1− ∑Ti pi j log(pi j)

Ni
(1)

Each pi j is computed as the ratio of the co-
occurrence frequency of Fj with w when translated
as Ti to the total number of features seen with Ti:

pi j =
cooc frequency(Fj,Ti)

N
(2)

The local weight lw(Fj,Ti) between Fj and Ti di-
rectly depends on their co-occurrence frequency:

lw(Fj,Ti) = log(cooc frequency(Fj,Ti)) (3)

The pairwise similarity of the translations is cal-
culated using the Weighted Jaccard Coefficient
(Grefenstette, 1994).

WJ(Tm,Tn) =
∑ j min(tw(Tm,Fj), tw(Tn,Fj))

∑ j max(tw(Tm,Fj), tw(Tn,Fj))
(4)

The similarity score of each translation pair is
compared to a threshold locally defined for each w
using an iterative procedure. The threshold (T ) for
a word w is initially set to the mean of the scores
(above 0) of its translation pairs. The set of trans-
lation pairs of w is then divided into two sets (G1
and G2) according to whether they exceed, or are
inferior to, the threshold. The average of scores of
the translation pairs in each set is computed (m1
and m2) and a new threshold is calculated that is
the average of m1 and m2 (T = (m1+m2)/2). The
new threshold serves to separate again the transla-
tion pairs into two sets, a new threshold is calcu-
lated and the procedure is repeated until conver-
gence.

The semantically similar translations of w are
grouped into clusters. Translation pairs with a
score above the threshold form initial clusters that

4



might be further enriched provided that there exist
additional strongly related translations. Cluster-
ing stops when all translations of w are clustered
and all their relations have been checked. An im-
portant feature of the algorithm is that it performs
soft clustering, so translations can be found in dif-
ferent clusters. The final clusters are characterized
by global connectivity, i.e. all their elements are
linked by pertinent relations.

Table 1 gives examples of clusters obtained for
English words of different PoS with clear sense
distinctions in the parallel corpus. For each En-
glish word, we provide the obtained clusters of
Slovene translations including a description of the
sense described by each cluster. For instance, the
translations for the adjective minor from the train-
ing corpus (nepomemben, mladoleten and majhen)
are grouped into two clusters describing its two
senses: {nepomemben} - “not very important”
and {mladoleten, majhen} - “under 18 years old”.
The resulting cluster inventory contains 13,352
clusters in total, for 8,892 words. 2,585 of the
words (1,518 nouns, 554 verbs and 513 adjectives)
have more than one cluster.

In the next section, we explain how the clus-
ters and the corresponding translation vectors are
used for disambiguating the source language vec-
tors extracted from the comparable corpus.

4.3 Cross-lingual vector comparison
4.3.1 Vector building
We build context vectors in the two languages for
nouns occurring at least 50 times in the compa-
rable corpus. The frequency threshold is impor-
tant for the lexicon extraction approach to produce
good results. As features we use three content
words to the left and to the right of the retained
nouns, stopping at the sentence boundary, without
taking into account their position. Log-likelihood
is used to calculate feature weights.

In the reported experiments we focus on the
1,000 strongest features. A portion of these fea-
tures is disambiguated for each headword, de-
pending on the availability of clustering informa-
tion. We observed that disambiguating a smaller
amount of features yielded similar results and in-
cluding additional features did not improve the re-
sults.

4.3.2 Vector translation and disambiguation
Translation correspondences between the two lan-
guages of the comparable corpus are identified by

comparing the source language vectors, built as
described in Section 4.3.1, to the ones of the candi-
date translations. This comparison serves to quan-
tify the similarity of the source and target words
represented by the vectors and the highest ranked
pairs are retained.

For the comparison to take place, the source
vectors have to be translated in the target language.
In most previous work, the vectors were translated
using external seed dictionaries: the first transla-
tion proposed for a word in the dictionary was
used to translate all instances of the word in the
vectors irrespective of their sense. Here, we re-
place the external dictionary with the output of
a data-driven cross-lingual WSD method (Apidi-
anaki, 2009) which renders the method knowledge
light and adaptable to other language pairs.

The translation clusters obtained during WSI

(cf. Section 4.2) describe the senses of the En-
glish words in the parallel corpus. We exploit this
sense inventory for disambiguating the features in
the English vectors extracted from the comparable
corpus. More precisely, we ask the WSD method
to select among the available clusters the one that
correctly translates in Slovene the sense of the En-
glish features in the vectors built from the compa-
rable corpus. The selection is performed by com-
paring information from the context of a feature,
which corresponds to the rest of the vector where
the feature appears, to the source language vectors
of the translations which served to their cluster-
ing. Inside the vectors, the features are ordered
according to their score, calculated as described in
Section 4.3.1. Feature weights filter out the weak
features, i.e. features with a score below the ex-
perimentally set threshold of 0.01. The retained
features are then considered as a bag of words.

On the clusters’ side, the information used for
disambiguation is found in the source language
vectors that revealed the similarity of the transla-
tions. If common features (CFs) exist between the
context of a feature and the vectors of the transla-
tions in a cluster, a score is calculated correspond-
ing to the mean of the weights of the CFs with the
clustered translations, where weights correspond
to the total weights (tw’s) computed between fea-
tures and translations during WSI. In formula 5,
CFj is the set of CFs and NCF is the number of
translations Ti characterized by a CF.

wsd score =
∑

NCF
i=1 ∑ j w(Ti,CFj)

NCF · |CFj|
(5)
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PoS Feature Assigned Cluster MFT

Nouns
party {oseba, stran, pogodbenica, stranka} stranka

matter {zadeva, vprašanje} zadeva

Verbs
settle {urediti, rešiti, reševati} rešiti
follow {upoštevati, spremljati, slediti} slediti

Adjs
alternative {nadomesten, alternativen} alternativen
involved {vključen, vpleten} vključen

Table 2: Disambiguation results.

The cluster that receives the highest score is se-
lected and assigned to the feature as a sense tag.
The features are also tagged with their most fre-
quent translation (MFT) in the parallel corpus,
which sometimes already exists in the cluster se-
lected during WSD.

In Table 2, we present examples of disam-
biguated features of different PoS from the vec-
tor of the word transition. The context used for
disambiguation consists of the other strong fea-
tures in the vector and the cluster that best de-
scribes the sense of the features in this context
is selected. In the last column, we provide the
MFT of the feature in the parallel corpus. In the
examples shown here the MFT translation already
exists in the cluster selected by the WSD method
but this is not always the case. As we will show
in the Evaluation section, the configuration where
the MFT from the cluster assigned during disam-
biguation is selected (called CLMFT) gives better
results than MFT, which shows that the MFT in
the selected cluster is not always the most frequent
alignment for the word in the parallel corpus. Fur-
thermore, the clusters provide supplementary ma-
terial (i.e. multiple semantically correct transla-
tions) for comparing the vectors in the target lan-
guage and improving the baseline results. Still,
MFT remains a very powerful heuristic due to the
skewed distribution of word senses and transla-
tions.

4.4 Vector comparison
The translation clusters proposed during WSD for
the features in the vectors built from the source
side of the comparable corpus serve to translate the
vectors in the target language. In our experiments,
we compare three different ways of translating the
source language features.

1. by keeping the most frequent transla-
tion/alignment of the feature in the parallel
corpus (MFT);

2. by keeping the most frequent translation from
the cluster assigned to the feature during dis-
ambiguation (CLMFT); and

3. by using the same cluster as in the second ap-
proach, but producing features for all transla-
tions in the cluster with the same weight (CL).

The first approach (MFT) serves as the base-
line since, instead of the sense clustering and
WSD results, it just uses the most frequent
sense/alignment heuristic. In the first batch of ex-
periments, we noticed that the results of the CL and
CLMFT approaches heavily depend on the part-of-
speech of the features. So, we divided the CL and
CLMFT approaches into three sub-approaches:

1. translate only nouns, verbs or adjectives with
the clusters and other features with the MFT

approach (CLMFT N, CLMFT V, CLMFT A);

2. translate nouns and adjectives with the clus-
ters and verbs with the MFT approach
(CLMFT NA); and

3. translate nouns and verbs with the clus-
ters and adjectives with the MFT approach
(CLMFT NV).

The distance between the translated source and
the target-language vectors is computed by the
Dice metric. By comparing the translated source
vectors to the target language ones, we obtain a
ranked list of candidate translations for each gold
standard entry.

5 Evaluation

5.1 Metrics

The final result of our method consists in ranked
lists of translation candidates for gold standard en-
tries. We evaluate this output by the mean recipro-
cal rank (MRR) measure which takes into account
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the rank of the first good translation found for each
entry. Formally, MRR is defined as

MRR =
1
|Q|

|Q|

∑
i=1

1
ranki

(6)

where |Q| is the length of the query, i.e. the num-
ber of gold standard entries we compute transla-
tion candidates for, and ranki is the position of the
first correct translation in the candidate list.

5.2 Results

Table 4 shows the translation extraction results
for different configurations. The MFT score is
used as the baseline. We observe that disam-
biguating all features in the vectors (CL) yields
lower results than the baseline compared to se-
lecting only the most frequent translation from the
cluster which slightly outperforms the MFT base-
line. In the CLMFT N, CLMFT NA, CLMFT NV

configurations we disambiguate noun features,
nouns and adjectives, and nouns and verbs, respec-
tively, and translate words of other PoS using the
MFT. In CLMFT N, for instance, nouns are dis-
ambiguated while verbs and adjectives are trans-
lated by the word to which they were most fre-
quently aligned in the parallel corpus. The three
configurations where nouns are disambiguated
(CLMFT N, CLMFT NA, CLMFT NV) give better
results compared to those addressing verbs or ad-
jectives alone. Interestingly, disambiguating only
adjectives gives worse results than disambiguating
only verbs, but the combination of nouns and ad-
jectives outperforms the combination of nouns and
verbs.

In CLMFT, features of all PoS are disambiguated
but we only keep the most frequent translation in
the cluster and ignore the other translations. This
setting gives much better results than CL, where
the whole cluster is used, which highlights two
facts: first, that disambiguation is beneficial for
translation extraction and, second, that the noise
present in the automatically built clusters harms
the quality of the translations extracted from the
comparable corpus. The better score obtained for
CLMFT compared to MFT also shows that, in many
cases, the most frequent translation in the cluster
does not coincide with the most frequent align-
ment of the word in the parallel corpus. So, disam-
biguation helps to select a more appropriate trans-
lation than the MFT approach. This improvement
compared to the baseline shows again that WSD is

MRR
MFT 0.0685
CLMFT 0.0807
CL 0.0434
CLMFT N 0.0817
CLMFT A 0.07
CLMFT V 0.0714
CLMFT NA 0.0842
CLMFT NV 0.08048

Table 3: Results of the experiment.

MRR diff p-value
MFT CLMFT 0.0122 0.1830
MFT CL 0.0251 0.0410
CLMFT CL 0.0373 0.0120
MFT CLMFT NA 0.0157 0.4296
MFT CLMFT NV 0.0120 0.5195

Table 4: Comparison of different configurations.

useful in this setting.
In Table 4, the results for different configura-

tions are compared. The statistical significance of
the difference in the results was calculated by ap-
proximate randomization (1,000 repetitions). We
observe that the differences between the CL and
MFT configurations and the CL and CLMFT ones,
are statistically significant. This confirms that tak-
ing most frequent translations, disambiguated or
not, works better than exploiting all the informa-
tion in the clusters. The remainder of the dif-
ferences in the results are not statistically signif-
icant. One could wonder why the p-values are that
high in case of the MFT setting on one side and
CLMFT NA and CLMFT NV settings on the other
side although the differences in the results are not
that high. The most probable explanation is that
there is a low intersection in correct results and
errors. Because of that, flipping the results be-
tween the two systems – as performed in approx-
imate randomization – often generates differences
higher than the initial difference on the original re-
sults.

5.3 Qualitative analysis

Manual evaluation of the results shows that the
procedure can deal with concrete words much bet-
ter than with abstract ones. For example, the cor-
rect translation of the headword enquiry is the
third highest-ranked translation. The results are
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also much better with monosemous and domain-
specific terms (e.g. the correct translation for cat-
aclysm is the top-ranking candidate). On the other
hand, general and polysemous expressions that
can appear in a wide range of contexts are a much
tougher nut to crack. For example, the correct
translation candidate for word role, which can be
used in a variety of contexts as well as metaphor-
ically, is in the tenth position, whereas no correct
translation was found for transition. However, it
must be noted that even if the correct translation is
not found in the results, the output of our method
is in most cases a very coherent and solid descrip-
tion of the semantic field of the headword in ques-
tion. This means that the list can still be useful for
lexicographers to illicit the correct translation that
is missing, or organize the vocabulary in terms of
their relational-semantic principles.

We have also performed an error analysis in
cases where the correct translation could not be
found among the candidates, which consisted of
checking the 30 strongest disambiguated features
of an erroneously translated headword. We ob-
served cases where the strongest features in the
vectors are either very abstract and generic or too
heterogeneous for our method to be able to per-
form well. This was the case with the headwords
characterisation, antecedent and thread. In cases
where the strongest features represented the con-
cept clearly but the correct translation was not
found, we examined cluster, WSD and MFT qual-
ity, as suggested by the parallel corpus. The main
source of errors in these cases is the noise in the
clusters which is often due to pre-processing er-
rors, especially in the event of multi-word expres-
sions. It seems that clustering is also problematic
for abstract or generic words, where senses might
be lumped together. The WSD step, on the other
hand, does not seem to introduce noise to the pro-
cedure as it is correct in almost all the cases we
have examined.

6 Discussion and conclusion

We have shown how cross-lingual WSD can be
applied to bilingual lexicon extraction from com-
parable corpora. The disambiguation of source
language features using translation clusters con-
stitutes the main contribution of this work and
presents several advantages. First, the method per-
forms disambiguation by using sense descriptions
derived from the data, which clearly differentiates

our method from the approaches based on external
lexicons and extends its applicability to resource-
poor languages. The translation clusters acquired
through WSI serve to disambiguate the features in
the source language context vectors and to pro-
duce less noisy translated vectors. An additional
advantage is that the sense clusters often contain
more than one translation and, therefore, provide
supplementary material for the comparison of the
vectors in the target language.

The results show that data-driven semantic anal-
ysis can help to circumvent the need for an exter-
nal seed dictionary, traditionally considered as a
prerequisite for translation extraction from paral-
lel corpora. Moreover, it is clear that disambiguat-
ing the vectors improves the quality of the ex-
tracted lexicons and manages to beat the simpler,
but yet powerful, most frequent translation heuris-
tic. These encouraging results pave the way to-
wards pure data-driven methods for bilingual lex-
icon extraction. This knowledge-light approach
can be applied to languages and domains that do
not dispose of large-scale seed dictionaries but for
which parallel corpora are available.

An avenue that we intend to explore in future
work is to extract translations corresponding to
different senses of the headwords. Up to now,
research on translation extraction has most of-
ten aimed the identification of one good trans-
lation for a source word in the comparable cor-
pus. This has also been the case because most
works have focused on identifying translations
for specialized terms that do not convey differ-
ent senses. However, words in a general lan-
guage corpus like Wikipedia can be polysemous
and it is important to identify translations corre-
sponding to their different senses. Moreover, pol-
ysemy makes the translation extraction procedure
more difficult, as features corresponding to differ-
ent senses are mingled in the same vector. A way
to discover translations corresponding to different
word senses would be to apply a monolingual WSI

method on the source side of the comparable cor-
pus which would group the closely related usages
of the headwords together, and to then build vec-
tors for each usage group hopefully describing a
distinct sense. Using the generated sets of vectors
separately will allow to extract translations corre-
sponding to different senses of the source words.
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Abstract 

This paper presents a simple and effective 

method for automatic bilingual lexicon extrac-

tion from less-known language pairs. To do 

this, we bring in a bridge language named the 

pivot language and adopt information retrieval 

techniques combined with natural language 

processing techniques. Moreover, we use a 

freely available word aligner: Anymalign 

(Lardilleux et al., 2011) for constructing con-

text vectors. Unlike the previous works, we 

obtain context vectors via a pivot language. 

Therefore, we do not require to translate con-

text vectors by using a seed dictionary and im-

prove the accuracy of low frequency word 

alignments that is weakness of statistical mod-

el by using Anymalign. In this paper, experi-

ments have been conducted on two different 

language pairs that are bi-directional Korean-

Spanish and Korean-French, respectively. The 

experimental results have demonstrated that 

our method for high-frequency words shows at 

least 76.3 and up to 87.2% and for the low-

frequency words at least 43.3% and up to 48.9% 

within the top 20 ranking candidates, respec-

tively. 

1 Introduction 

Bilingual lexicons are an important resource in 

many domains, for example, machine translation, 

cross-language information retrieval, and so on. 

The direct way of bilingual lexicon extraction is 

to align words from a parallel corpus (Wu and 

Xia, 1994), which contains source texts and their 

translations. For some language pairs, however, 

collecting the parallel corpus is not easy and are 

restricted to specific domains. For these reasons, 

many researchers in bilingual lexicon extraction 

have focused on comparable corpora (Fung, 

1995; Yu and Tsujii, 2009; Ismail and 

Manandhar, 2010). These corpora are also hard 

to build on less-known language pairs, for in-

stances, Korean and Spanish, Korean and French, 

and so on. Therefore, some researchers have 

studied the use of pivot languages as an interme-

diary language to extract bilingual lexicons 

(Tanaka and Ummemura, 1994; Wu and Wang, 

2007; Tsunakawa et al., 2008).  

On the other hand, some researchers adopt in-

formation retrieval (IR) techniques to extract bi-

lingual lexicons (Fung, 1998; Gaussier et al., 

2004;  Hazem et al., 2012). The techniques are 

collecting all the lexical units from each of two 

languages,    and   , respectively, and then are 

generating context vectors   and   for the col-

lected lexical units in   and   , respectively. The 

context vector,   and   are translated using seed 

dictionaries, which are manually constructed by 

hand and of which the size is huge for accurate 

translation. Finally, the context vectors,    and   

are compared with each other in order to get their 

translation candidates. 

In this paper, we propose a simple and effective 

method for bilingual lexicons between two less-

known language pairs using a pivot language and 

IR techniques. The pivot language is used for 

representing both of context vectors of a source 

language and a target language and IR tech-

niques for calculating the similarity between the 

source context vector and the target context vec-

tor represented by the pivot language. Unlike the 

previous studies, therefore, we use two parallel 

corpora, Korean (KR)-English (EN) and English 

(EN) and English (EN)-Spanish (ES). Here Eng-

lish is the pivot language. We also use a free 

available word aligner, called Anymalign to gen-

erate the context vectors easily.  

The proposed method has many advantages 

such as easy adaptation to less-known language 

pairs through a pivot language like English, easy 

extension to multi-word expression, and dramatic 

reduction in labor-intensive words to get a large 

scale seed dictionary. 

The remainder of this paper is organized as 

follows: we describe the proposed approach in 

Section 2. The experimental results are presented 

in Section 3. Finally Section 4 draws conclusions 

and discusses the future works. 
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2 Proposed Approach 

In this paper, a simple and effective method for 

bilingual lexicons between two less-known lan-

guage pairs using a pivot language and IR tech-

niques. We use parallel corpora with more accu-

rate alignment information instead of comparable 

corpora. It, however, is difficult to obtain parallel 

corpora for less-known language pairs. For such 

reasons, we use a pivot language which is well-

known like English.  

The pivot language is used for representing 

both of context vectors of a source language and 

a target language. Unlike the previous studies 

using comparable corpora, therefore, we use two 

parallel corpora through the pivot language like 

Korean (KR)-English (EN) and English (EN)-

Spanish (ES) and IR techniques for calculating 

the similarity between the source context vector 

and the target context vector represented by the 

pivot language. 

In the previous works, translating context-

vectors is required using a seed dictionary, but in 

this paper, translating them is not needed any-

more. Therefore, any bilingual dictionaries are 

not expected. Besides, we use a free available 

word aligner, called Anymalign, to construct 

context-vectors. Anymalign shows high accuracy 

for low-frequency words to extract translation 

candidates (Lardilleux et al., 2011). Overall 

structure of the proposed method is depicted in 

Figure 1. The proposed method can be summa-

rized in the following three steps: 

 

i. To build source context vectors and tar-

get source context vectors for each 

word in the source language (eg. KR) 

and the target language (eg. ES) using 

two sets of independent parallel corpora 

that are KR-EN and EN-ES, respective-

ly. All words in context vectors are 

weighted by Anymalign. 

ii. To calculate the similarity between each 

word in source context vector and all 

words in the target context vectors on 

the basis of the cosine measure 

iii. To sort the top k word pairs based on 

their similarity scores 

 

Two parallel corpora share a pivot language, 

English, in our case, and are used to build con-

text vectors because Korean-Spanish bilingual 

corpora are publicly unavailable. Anymalign is 

used to weight all words in the context vectors. 

As mentioned before, in the previous work, a 

seed dictionary is required to translate context 

vectors at this time, but we do not carry out them. 

After context vectors are built once, all source 

and target context vectors are compared each 

other to get its similarity between them by using 

the cosine measure. Finally, top k word pairs are 

extracted as a result. 

3 Experiments and Results 

In this paper, we extract translation candidates 

from two different language pairs that are bi-

directional KR-ES and KR-FR. 

Figure 1. Overall structure of the proposed method. 
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3.1 Experimental setting 

3.1.1 Parallel corpora 

We used the KR-EN parallel corpora compiled 

by Seo et al. (2006) (433,151 sentence pairs), 

and two sets of sub-corpora (500,000 sentence 

pairs each) that are randomly selected from ES-

EN and FR-EN in the Europarl parallel corpus 

(Koehn, 2005). The average number of words 

per sentence is described in Table 1 below. The 

number of words in ES-EN and FR-EN parallel 

corpora is nearly similar, but the number of KR 

words (called eojeol in Korean) in KR-EN paral-

lel corpus is lower than that of EN words. In fact, 

KR words are a little bit different from EN words 

and others. Korean words consist of one mor-

pheme or more. Therefore, the number of KR 

words can be similar to that of EN words if mor-

phemes instead of words are counted. 

  
KR-EN ES-EN FR-EN 

KR EN ES EN FR EN 

19.2 31 26.4 25.4 29.7 27.1 

Table 1. The average number of words per sen-

tence. 

3.1.2 Data preprocessing 

All words are tokenized by the following tools: 

Hannanum
1
 (Lee et al., 1999) for Korean, Tree-

Tagger
2
 (Schmid, 1994) for English, Spanish and 

French. All words in English, Spanish, and 

French are converted to lower case, and those in 

Korean are morphologically analyzed into mor-

phemes and pos-tagged by Hannanum. 

                                                 
1
 http://kldp.net/projects/hannanum 

2
 http://www.ims.uni-

stuttgart.de/projekte/corplex/TreeTagger/ 

3.1.3 Building evaluation dictionary 

To evaluate the performance of the proposed 

method, we build two sets of bilingual lexicons 

(KR-ES and KR-FR) manually using the Web 

dictionary
3
. Each lexicon is unidirectional, mean-

ing that they list the meanings of words of one 

language in another, and contains 100 high fre-

quent words (denoted by HIGH hereafter) and 

100 low rare words (denoted by LOW hereafter), 

respectively. The frequent words are randomly 

selected from 50% in high rank and the rare 

words from 20% in low rank. Table 2 shows the 

average number of the translations per source 

word in each lexicon. The number means the 

degree of ambiguity and is same as the number 

of polysemous words.  

 
Evaluation 

dictionary 
HIGH LOW 

KR-FR 5.79 2.26 

KR-ES 7.36 3.12 

ES-KR 10.31 5.49 

FR-KR 10.42 6.32 

Table 2. The average number of the translations 

per source word in the evaluation dictionaries. 

3.1.4 Evaluation metrics 

We evaluate the quality of translation candidates 

extracted by the proposed systems. Similar to the 

evaluation in information retrieval, the accuracy, 

the recall, and the mean reciprocal rank (MRR) 

(Voorhees, 1999) are used as evaluation metrics. 

The accuracy is the fraction of its translation 

candidates that are correct. The recall is the ratio 

of the suggested translation candidates that agree 

with the marked answer to the total number of 

translations in the evaluation words. The MRR is 

                                                 
3 http://dic.naver.com/ 

Figure 2. Accuracies of the proposed method for HIGH and LOW words. 

13



the average of the reciprocal ranks of translation 

candidates that are correct translations for a sam-

ple of evaluation words. 

3.2 Results 

The accuracies of the HIGH and LOW words are 

shown in Figure 2. As seen in the figure, at the 

top 4 below, the accuracies of ES-KR and FR-

KR are lower than the others. The difference can 

be attributed to stopwords such cardinal, ordinal, 

etc. The stopwords is normalized by Tree-Tagger 

for ES and FR, but not normalized by Korean 

POS-tagger (Hannanum). KR stopwords can 

badly affect the accuracies of ES-KR and FR-KR. 

In Table 3 below, ‘300’ and ‘4’ are stopwords 

and examples of the mistranslation of atención 

(attention)’ in Spanish. Accordingly, ‘주목 (at-

tention)’ can be extracted as the first translation 

candidate if ‘300’ and ‘4’ are removed as stop-

words. 

 
 

Rank 

Source 

language 

Target 

language 

Similarity 

score 

1 atención 300 0.999 

2 atención 주목 (attention) 0.993 

3 atención 4 0.894 

4 atención 눈(eye) 0.838 

5 atención 모으(gather) 0.802 

Table 3. Top 5 translation candidates of 

‘atención (attention)’. 
 

The MRR results of the proposed method are 

shown in Figure 3. As shown in Figure 3, the 

MRR of the HIGH words is rapidly increased 

until the top 5, after then the MRR is steadily 

increased. This means that correct translation 

candidates tend to appear within the top 5. In the 

same experiments, the correct translation candi-

dates for the LOW words tend to appear within 

top 10. 

Lastly, the recalls of HIGH and LOW words 

are calculated in Table 4 below. As seen in the 

figure, the best recall is 32.7% on the KR-FR for 

HIGH words. One of reasons can be why words 

usually have one sense per corpus in parallel 

corpus (Fung, 1998). Another reason can be why 

words do not belong to various domains and our 

data sets only come from European Parliament 

proceedings and news article. 

 
 Top20 Recall 

Language pairs High 100 Low 100 

KR-FR 32.73% 24.20% 

KR-ES 27.49% 26.20% 

ES-KR 29.55% 20.64% 

FR-KR 27.30% 20.52% 

Table 4. Recalls for HIGH and LOW words. 

 

Our experimental results show that the pro-

posed method is encouraging results because we 

do not use any linguistic resources such as a seed 

dictionary, and that the proposed method is suffi-

ciently valuable where parallel corpus is unavail-

able between source and target languages. 

4 Conclusion 

We have presented an IR based approach for ex-

tracting bilingual lexicons from parallel corpus 

via pivot languages. We showed that the pro-

posed method overcomes some of the problems 

of previous works that need a seed dictionary and 

use comparable corpora instead of parallel corpo-

ra in terms of lack of linguistic resources. 

In future work, we will remove stopwords, and 

some words that have similar meaning could be 

clustered to improve the performance. Further-

more, we will handle multi word expression. 

Lastly, we plan to resolve a domain-constraint. 

Figure 3. MRR of the proposed method for HIGH and LOW words. 
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Abstract

This paper presents an extension of the
standard approach used for bilingual lex-
icon extraction from comparable corpora.
We study of the ambiguity problem re-
vealed by the seed bilingual dictionary
used to translate context vectors. For
this purpose, we augment the standard ap-
proach by a Word Sense Disambiguation
process relying on a WordNet-based se-
mantic similarity measure. The aim of
this process is to identify the translations
that are more likely to give the best rep-
resentation of words in the target lan-
guage. On two specialized French-English
comparable corpora, empirical experimen-
tal results show that the proposed method
consistently outperforms the standard ap-
proach.

1 Introduction

Bilingual lexicons play a vital role in many Natu-
ral Language Processing applications such as Ma-
chine Translation (Och and Ney, 2003) or Cross-
Language Information Retrieval (Shi, 2009). Re-
search on lexical extraction from multilingual cor-
pora have largely focused on parallel corpora. The
scarcity of such corpora in particular for special-
ized domains and for language pairs not involv-
ing English pushed researchers to investigate the
use of comparable corpora (Fung, 1998; Chiao
and Zweigenbaum, 2003). These corpora are com-
prised of texts which are not exact translation of
each other but share common features such as do-
main, genre, sampling period, etc.

The main work in this research area could be
seen as an extension of Harris’s distributional hy-

pothesis (Harris, 1954). It is based on the sim-
ple observation that a word and its translation are
likely to appear in similar contexts across lan-
guages (Rapp, 1995). Based on this assumption,
the alignment method, known as the standard ap-
proach builds and compares context vectors for
each word of the source and target languages.

A particularity of this approach is that, to enable
the comparison of context vectors, it requires the
existence of a seed bilingual dictionary to translate
source context vectors. The use of the bilingual
dictionary is problematic when a word has sev-
eral translations, whether they are synonymous or
polysemous. For instance, the French word action
can be translated into English as share, stock, law-
suit or deed. In such cases, it is difficult to iden-
tify in flat resources like bilingual dictionaries,
wherein entries are usually unweighted and un-
ordered, which translations are most relevant. The
standard approach considers all available trans-
lations and gives them the same importance in
the resulting translated context vectors indepen-
dently of the domain of interest and word ambigu-
ity. Thus, in the financial domain, translating ac-
tion into deed or lawsuit would probably introduce
noise in context vectors.

In this paper, we present a novel approach
which addresses the word ambiguity problem ne-
glected in the standard approach. We introduce a
use of a WordNet-based semantic similarity mea-
sure permitting the disambiguation of translated
context vectors. The basic intuition behind this
method is that instead of taking all translations
of each seed word to translate a context vector,
we only use the translations that are more likely
to give the best representation of the context vec-
tor in the target language. We test the method on
two specialized French-English comparable cor-
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pora (financial and medical) and report improved
results, especially when many of the words in the
corpus are ambiguous.

The remainder of the paper is organized as fol-
lows: Section 2 presents the standard approach
and recalls in some details previous work address-
ing the task of bilingual lexicon extraction from
comparable corpora. In section 3 we present our
context disambiguation process. Before conclud-
ing and presenting directions for future work, we
describe in section 4 the experimental protocol we
followed and discuss the obtained results.

2 Bilingual lexicon extraction

2.1 Standard Approach

Most previous works addressing the task of bilin-
gual lexicon extraction from comparable corpora
are based on the standard approach (Fung, 1998;
Chiao and Zweigenbaum, 2002; Laroche and
Langlais, 2010). Formally, this approach is com-
posed of the following three steps:

1. Building context vectors: Vectors are first
extracted by identifying the words that appear
around the term to be translated S in a win-
dow of N words. Generally, an association
measure like the mutual information (Morin
and Daille, 2006), the log-likelihood (Morin
and Prochasson, 2011) or the Discounted
Odds-Ratio (Laroche and Langlais, 2010) are
employed to shape the context vectors.

2. Translation of context vectors: To enable
the comparison of source and target vectors,
source terms vectors are translated in the tar-
get language by using a seed bilingual dic-
tionary. Whenever it provides several trans-
lations for an element, all proposed transla-
tions are considered. Words not included in
the bilingual dictionary are simply ignored.

3. Comparison of source and target vectors:
Translated vectors are compared to target
ones using a similarity measure. The most
widely used is the cosine similarity, but
many authors have studied alternative metrics
such as the Weighted Jaccard index (Prochas-
son et al., 2009) or the City-Block dis-
tance (Rapp, 1999). According to similarity
values, a ranked list of translations for S is
obtained.

2.2 Related Work

Recent improvements of the standard approach are
based on the assumption that the more the con-
text vectors are representative, the better the bilin-
gual lexicon extraction is. Prochasson et al. (2009)
used transliterated words and scientific compound
words as ‘anchor points’. Giving these words
higher priority when comparing target vectors im-
proved bilingual lexicon extraction. In addition to
transliteration, Rubino and Linarès (2011) com-
bined the contextual representation within a the-
matic one. The basic intuition of their work is that
a term and its translation share thematic similari-
ties. Hazem and Morin (2012) recently proposed a
method that filters the entries of the bilingual dic-
tionary based upon POS-tagging and domain rel-
evance criteria, but no improvements was demon-
strated.

Gaussier et al. (2004) attempted to solve the
problem of different word ambiguities in the
source and target languages. They investigated a
number of techniques including canonical corre-
lation analysis and multilingual probabilistic la-
tent semantic analysis. The best results, with a
very small improvement were reported for a mixed
method. One important difference with Gaussier
et al. (2004) is that they focus on words ambigu-
ities on source and target languages, whereas we
consider that it is sufficient to disambiguate only
translated source context vectors.

A large number of Word Sense Disambigua-
tion WSD techniques were previously proposed
in the literature. The most popular ones are those
that compute semantic similarity with the help
of existing thesauri such as WordNet (Fellbaum,
1998). This resource groups English words into
sets of synonyms called synsets, provides short,
general definitions and records various semantic
relations (hypernymy, meronymy, etc.) between
these synonym sets. This thesaurus has been ap-
plied to many tasks relying on word-based sim-
ilarity, including document (Hwang et al., 2011)
and image (Cho et al., 2007; Choi et al., 2012)
retrieval systems. In this work, we use this re-
source to derive a semantic similarity between lex-
ical units within the same context vector. To the
best of our knowledge, this is the first application
of WordNet to the task of bilingual lexicon extrac-
tion from comparable corpora.
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Figure 1: Overall architecture of the lexical extraction approach

3 Context Vector Disambiguation

The approach we propose includes the three steps
of the standard approach. As it was mentioned in
section 1, when lexical extraction applies to a spe-
cific domain, not all translations in the bilingual
dictionary are relevant for the target context vec-
tor representation. For this reason, we introduce
a WordNet-based WSD process that aims at im-
proving the adequacy of context vectors and there-
fore improve the results of the standard approach.
Figure 1 shows the overall architecture of the lexi-
cal extraction process. Once translated into the tar-
get language, the context vectors disambiguation
process intervenes. This process operates locally
on each context vector and aims at finding the
most prominent translations of polysemous words.
For this purpose, we use monosemic words as a
seed set of disambiguated words to infer the pol-
ysemous word’s translations senses. We hypoth-
esize that a word is monosemic if it is associated
to only one entry in the bilingual dictionary. We
checked this assumption by probing monosemic
entries of the bilingual dictionary against WordNet
and found that 95% of the entries are monosemic
in both resources.

Formally, we derive a semantic similarity value
between all the translations provided for each pol-
ysemous word by the bilingual dictionary and
all monosemic words appearing whithin the same

context vector. There is a relatively large number
of word-to-word similarity metrics that were pre-
viously proposed in the literature, ranging from
path-length measures computed on semantic net-
works, to metrics based on models of distribu-
tional similarity learned from large text collec-
tions. For simplicity, we use in this work, the Wu
and Palmer (1994) (WUP) path-length-based se-
mantic similarity measure. It was demonstrated by
(Lin, 1998) that this metric achieves good perfor-
mances among other measures. WUP computes a
score (equation 1) denoting how similar two word
senses are, based on the depth of the two synsets
(s1 and s2) in the WordNet taxonomy and that of
their Least Common Subsumer (LCS), i.e., the
most specific word that they share as an ancestor.

WupSim(s1, s2) =
2× depth(LCS)

depth(s1) + depth(s2)
(1)

In practice, since a word can belong to more
than one synset in WordNet, we determine the
semantic similarity between two words w1 and
w2 as the maximum WupSim between the synset
or the synsets that include the synsets(w1) and
synsets(w2) according to the following equation:

SemSim(w1, w2) = max{WupSim(s1, s2);

(s1, s2) ∈ synsets(w1)× synsets(w2)} (2)
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Context Vector Translations Comparison Ave Sim
liquidité liquidity − −

action

act SemSim(act,liquidity), SemSim(act,dividend) 0.2139
action SemSim(action,liquidity), SemSim(action,dividend) 0.4256
stock SemSim(stock,liquidity), SemSim(stock,dividend) 0.5236
deed SemSim(deed,liquidity), SemSim(deed,dividend) 0.1594

lawsuit SemSim(lawsuit,liquidity), SemSim(lawsuit,dividend) 0.1212
fact SemSim(fact,liquidity), SemSim(fact,dividend) 0.1934

operation SemSim(operation,liquidity), SemSim(operation,dividend) 0.2045
share SemSim(share,liquidity), SemSim(share,dividend) 0.5236
plot SemSim(plot,liquidity), SemSim(plot,dividend) 0.2011

dividende dividend − −

Table 1: Disambiguation of the context vector of the French term bénéfice [income] in the corporate
finance domain. liquidité and dividende are monosemic and are used to infer the most similar translations
of the term action.

Then, to identify the most prominent translations
of each polysemous unit wp, an average similarity
is computed for each translation wj

p of wp:

Ave Sim(wj
p) =

∑N
i=1 SemSim(wi, w

j
p)

N
(3)

where N is the total number of monosemic words
and SemSim is the similarity value of wj

p and the
ith monosemic word. Hence, according to average
relatedness values Ave Sim(wj

p), we obtain for
each polysemous word wp an ordered list of trans-
lations w1

p . . . wn
p . This allows us to select trans-

lations of words which are more salient than the
others to represent the word to be translated.

In Table 1, we present the results of the dis-
ambiguation process for the context vector of the
French term bénéfice in the corporate finance cor-
pus. This vector contains the words action, div-
idende, liquidité and others. The bilingual dic-
tionary provides the following translations {act,
stock, action, deed, lawsuit, fact, operation, plot,
share} for the French polysemous word action.
We use the monosemic words dividende and liq-
uidité to disambiguate the word action. From ob-
serving average similariy values (Ave Sim), we
notice that the words share and stock are on the
top of the list and therefore are most likely to rep-
resent the source word action in this context.

Corpus French English
Corporate finance 402, 486 756, 840

Breast cancer 396, 524 524, 805

Table 2: Comparable corpora sizes in term of
words.

4 Experiments and Results

4.1 Resources

4.1.1 Comparable corpora
We conducted our experiments on two French-
English comparable corpora specialized on
the corporate finance and the breast cancer
domains. Both corpora were extracted from
Wikipedia1. We consider the topic in the source
language (for instance finance des entreprises
[corporate finance]) as a query to Wikipedia
and extract all its sub-topics (i.e., sub-categories
in Wikipedia) to construct a domain-specific
category tree. A sample of the corporate fi-
nance sub-domain’s category tree is shown in
Figure 2. Then, based on the constructed tree,
we collect all Wikipedia pages belonging to one
of these categories and use inter-language links
to build the comparable corpus. Both corpora
were normalized through the following linguistic
preprocessing steps: tokenisation, part-of-speech
tagging, lemmatisation, and function word re-
moval. The resulting corpora2 sizes are given in
Table 2.

1http://dumps.wikimedia.org/
2Comparable corpora will be shared publicly
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Finance des entreprise 
[Corporate Finance]

Analyse Financière
 [Financial Analysis]

Comptabilité générale
[Financial accountancy]

Indicateur Financier
[Financial ratios]

Risque
[Risk]

Crédit
[Credit]Actifs

[Asset]

Bilan
[Balance sheet]

Salaire
[Salary]

Solde
[Balance]

Bénéfice
[profit]

Revenu
[Income]

... ... 

Figure 2: Wikipedia categories tree of the corporate finance sub-domain.

4.1.2 Bilingual dictionary
The bilingual dictionary used to translate context
vectors consists of an in-house manually revised
bilingual dictionary which contains about 120,000
entries belonging to the general domain. It is im-
portant to note that words on both corpora has on
average, 7 translations in the bilingual dictionary.

4.1.3 Evaluation list
In bilingual terminology extraction from compa-
rable corpora, a reference list is required to eval-
uate the performance of the alignment. Such
lists are usually composed of about 100 sin-
gle terms (Hazem and Morin, 2012; Chiao and
Zweigenbaum, 2002). Here, we created two refer-
ence lists3 for the corporate finance and the breast
cancer domains. The first list is composed of 125
single terms extracted from the glossary of bilin-
gual micro-finance terms4. The second list con-
tains 96 terms extracted from the French-English
MESH and the UMLS thesauri5. Note that refer-
ence terms pairs appear at least five times in each
part of both comparable corpora.

4.2 Experimental setup

Three other parameters need to be set up: (1) the
window size, (2) the association measure and the
(3) similarity measure. To define context vectors,
we use a seven-word window as it approximates
syntactic dependencies. Concerning the rest of the

3Reference lists will be shared publicly
4http://www.microfinance.lu/en/
5http://www.nlm.nih.gov/

parameters, we followed Laroche and Langlais
(2010) for their definition. The authors carried out
a complete study of the influence of these param-
eters on the bilingual alignment and showed that
the most effective configuration is to combine the
Discounted Log-Odds ratio (equation 4) with the
cosine similarity. The Discounted Log-Odds ratio
is defined as follows:

Odds-Ratiodisc = log
(O11 + 1

2)(O22 + 1
2)

(O12 + 1
2)(O21 + 1

2)
(4)

where Oij are the cells of the 2 × 2 contingency
matrix of a token s co-occurring with the term S
within a given window size.

4.3 Results and discussion

It is difficult to compare results between different
studies published on bilingual lexicon extraction
from comparable corpora, because of difference
between (1) used corpora (in particular their con-
struction constraints and volume), (2) target do-
mains, and also (3) the coverage and relevance of
linguistic resources used for translation. To the
best of our knowledge, there is no common bench-
mark that can serve as a reference. For this reason,
we use the results of the standard approach (SA)
described in section 2.1 as a reference. We evalu-
ate the performance of both the SA and ours with
respect to TopN precision (PN ), recall (RN ) and
Mean Reciprocal Rank (MRR) (Voorhees, 1999).
Precision is the total number of correct translations
divided by the number of terms for which the sys-
tem gave at least one answer. Recall is equal to
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a)
C

or
po

ra
te

Fi
na

nc
e Method P1 P10 P20 R1 R10 R20 MRR

Standard Approach (SA) 0.046 0.140 0.186 0.040 0.120 0.160 0.064
WN-T1 0.065 0.196 0.261 0.056 0.168 0.224 0.089
WN-T2 0.102 0.252 0.308 0.080 0.216 0.264 0.122
WN-T3 0.102 0.242 0.327 0.088 0.208 0.280 0.122
WN-T4 0.112 0.224 0.299 0.090 0.190 0.250 0.124
WN-T5 0.093 0.205 0.280 0.080 0.176 0.240 0.110
WN-T6 0.084 0.205 0.233 0.072 0.176 0.200 0.094
WN-T7 0.074 0.177 0.242 0.064 0.152 0.208 0.090

b)
B

re
as

tC
an

ce
r

Method P1 P10 P20 R1 R10 R20 MRR
Standard Approach (SA) 0.342 0.542 0.585 0.250 0.395 0.427 0.314

WN-T1 0.257 0.500 0.571 0.187 0.364 0.416 0.257
WN-T2 0.314 0.614 0.671 0.229 0.447 0.489 0.313
WN-T3 0.342 0.628 0.671 0.250 0.458 0.489 0.342
WN-T4 0.342 0.571 0.642 0.250 0.416 0.468 0.332
WN-T5 0.357 0.571 0.657 0.260 0.416 0.479 0.348
WN-T6 0.357 0.571 0.652 0.260 0.416 0.468 0.347
WN-T7 0.357 0.585 0.657 0.260 0.427 0.479 0.339

Table 3: Precision, Recall at TopN (N=1,10,20) and MRR at Top20 for the two domains. In each column,
bold show best results. Underline show best results overall.

the ratio of correct translation to the total number
of terms. The MRR takes into account the rank
of the first good translation found for each entry.
Formally, it is defined as:

MRR =
1

Q

i=1∑
|Q|

1

ranki
(5)

where Q is the total number of terms to be trans-
lated and ranki is the position of the first correct
translation in the translations candidates.

Our method provides a ranked list of transla-
tions for each polysemous word. A question that
arises here is whether we should introduce only
the best ranked translation in the context vector
or consider a larger number of words, especially
when a translations list contain synonyms (share
and stock in Table 1). For this reason, we take
into account in our experiments different number
of translations, noted WN-Ti, ranging from the
pivot translation (i = 1) to the seventh word in the
translations list. This choice is motivated by the
fact that words in both corpora have on average 7
translations in the bilingual dictionary. The base-
line (SA) uses all translations associated to each
entry in the bilingual dictionary. Table 3a displays
the results obtained for the corporate finance cor-
pus. The first substantial observation is that our
method which consists in disambiguating polyse-

mous words within context vectors consistently
outperforms the standard approach (SA) for all
configurations. The best MRR is reported when
for each polysemous word, we keep the most simi-
lar four translations (WN-T4) in the context vector
of the term to be translated. However, the highest
Top20 precision and recall are obtained by WN-
T3. Using the top three word translations in the
vector boosts the Top20 precision from 0.186 to
0.327 and the Top20 recall from 0.160 to 0.280.
Concerning the Breast Cancer corpus, slightly dif-
ferent results were obtained. As Table 3b show,
when the context vectors are totally disambiguated
(i.e. each source unit is translated by at most one
word in context vectors), all TopN precision, re-
call and MRR decrease. However, we report im-
provements against the SA in most other cases.
For WN-T5, we obtain the maximum MRR score
with an improvement of +0.034 over the SA. But,
as for the corporate finance corpus, the best Top20
precision and recall are reached by the WN-T3

method, with a gain of +0.082 in both Top10 and
Top20 precision and of about +0.06 in Top10 and
Top20 recall.

From observing result tables of both corporate
finance and breast cancer domains, we notice that
our approach performs better than the SA but with
different degrees. The improvements achieved in
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Corpus Corpus PR Vectors PR

Corporate finance 41% 91, 6%

Breast cancer 47% 85, 1%

Table 4: Comparable corpora’s and context vec-
tor’s Polysemy Rates PR.

the corporate finance domain are higher than those
reported in the breast cancer domain. The reason
being that the vocabulary used in the breast cancer
corpus is more specific and therefore less ambigu-
ous than that used in corporate finance texts. The
results given in table 4 validate this assumption. In
this table, we give the polysemy rates of the com-
parable corpora (Corpus PR) and that of context
vectors (Vectors PR). PR indicates the percent-
age of words that are associated to more than one
translation in the bilingual dictionary. The results
show that breast cancer corpus is more polysemic
than that of the corporate finance. Nevertheless,
even if in both corpora, the candidates’ context
vectors are highly polysemous, breast cancer’s
context vectors are less polysemous than those of
the corporate finance texts. In this corpus, 91, 6%
of the words used as entries to define context vec-
tors are polysemous. This shows that the ambi-
guity present in specialized comparable corpora
hampers bilingual lexicon extraction, and that dis-
ambiguation positively affects the overall results.
Even though the two corpora are fairly different
(subject and polysemy rate), the optimal Top20
precision and recall results are obtained when con-
sidering up to three most similar translations in
context vectors. This behavior shows that the dis-
ambiguation method is relatively robust to domain
change. We notice also that the addition of supple-
mentary translations, which are probably noisy in
the given domain, degrades the overall results but
remains greater than the SA.

5 Conclusion

We presented in this paper a novel method that
extends the standard approach used for bilin-
gual lexicon extraction from comparable corpora.
The proposed method disambiguates polysemous
words in context vectors and selects only the trans-
lations that are most relevant to the general con-
text of the corpus. Conducted experiments on two
highly polysemous specialized comparable cor-
pora show that integrating such process leads to
a better performance than the standard approach.

Although our initial experiments are positive, we
believe that they could be improved in a number
of ways. In addition to the metric defined by (Wu
and Palmer, 1994), we plan to apply other seman-
tic similarity and relatedness measures and com-
pare their performance. It would also be interest-
ing to mine much more larger comparable corpora
and focus on their quality as presented in (Li and
Gaussier, 2010). We want also to test our method
on bilingual lexicon extraction for a larger panel of
specialized corpora, where disambiguation meth-
ods are needed to prune translations that are irrel-
evant to the domain.
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Abstract

Smoothing is a central issue in lan-
guage modeling and a prior step in dif-
ferent natural language processing (NLP)
tasks. However, less attention has been
given to it for bilingual lexicon extrac-
tion from comparable corpora. If a first
work to improve the extraction of low
frequency words showed significant im-
provement while using distance-based av-
eraging (Pekar et al., 2006), no investi-
gation of the many smoothing techniques
has been carried out so far. In this pa-
per, we present a study of some widely-
used smoothing algorithms for language
n-gram modeling (Laplace, Good-Turing,
Kneser-Ney...). Our main contribution is
to investigate how the different smoothing
techniques affect the performance of the
standard approach (Fung, 1998) tradition-
ally used for bilingual lexicon extraction.
We show that using smoothing as a pre-
processing step of the standard approach
increases its performance significantly.

1 Introduction

Cooccurrences play an important role in many
corpus based approaches in the field of natural-
language processing (Dagan et al., 1993). They
represent the observable evidence that can be
distilled from a corpus and are employed for a
variety of applications such as machine transla-
tion (Brown et al., 1992), information retrieval
(Maarek and Smadja, 1989), word sense disam-
biguation (Brown et al., 1991), etc. In bilingual
lexicon extraction from comparable corpora,
frequency counts for word pairs often serve as
a basis for distributional methods, such as the
standard approach (Fung, 1998) which compares
the cooccurrence profile of a given source word, a

vector of association scores for its translated cooc-
currences (Fano, 1961; Dunning, 1993), with the
profiles of all words of the target language. The
distance between two such vectors is interpreted
as an indicator of their semantic similarity and
their translational relation. If using association
measures to extract word translation equivalents
has shown a better performance than using a
raw cooccurrence model, the latter remains the
core of any statistical generalisation (Evert, 2005).

As has been known, words and other type-rich
linguistic populations do not contain instances
of all types in the population, even the largest
samples (Zipf, 1949; Evert and Baroni, 2007).
Therefore, the number and distribution of types
in the available sample are not reliable estimators
(Evert and Baroni, 2007), especially for small
comparable corpora. The literature suggests two
major approaches for solving the data sparseness
problem: smoothing and class-based methods.
Smoothing techniques (Good, 1953) are often
used to better estimate probabilities when there
is insufficient data to estimate probabilities ac-
curately. They tend to make distributions more
uniform, by adjusting low probabilities such as
zero probabilities upward, and high probabilities
downward. Generally, smoothing methods not
only prevent zero probabilities, but they also
attempt to improve the accuracy of the model as a
whole (Chen and Goodman, 1999). Class-based
models (Pereira et al., 1993) use classes of similar
words to distinguish between unseen cooccur-
rences. The relationship between given words is
modeled by analogy with other words that are
in some sense similar to the given ones. Hence,
class-based models provide an alternative to the
independence assumption on the cooccurrence
of given words w1 and w2: the more frequent
w2 is, the higher estimate of P (w2|w1) will be,
regardless of w1.
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Starting from the observation that smoothing es-
timates ignore the expected degree of association
between words (assign the same estimate for all
unseen cooccurrences) and that class-based mod-
els may not structure and generalize word cooc-
currence to class cooccurrence patterns without
losing too much information, (Dagan et al., 1993)
proposed an alternative to these latter approaches
to estimate the probabilities of unseen cooccur-
rences. They presented a method that makes
analogies between each specific unseen cooccur-
rence and other cooccurrences that contain similar
words. The analogies are based on the assump-
tion that similar word cooccurrences have simi-
lar values of mutual information. Their method
has shown significant improvement for both: word
sense disambiguation in machine translation and
data recovery tasks. (Pekar et al., 2006) em-
ployed the nearest neighbor variety of the previ-
ous approach to extract translation equivalents for
low frequency words from comparable corpora.
They used a distance-based averaging technique
for smoothing (Dagan et al., 1999). Their method
yielded a significant improvement in relation to
low frequency words.

Starting from the assumption that smoothing
improves the accuracy of the model as a whole
(Chen and Goodman, 1999), we believe that
smoothed context vectors should lead to bet-
ter performance for bilingual terminology extrac-
tion from comparable corpora. In this work we
carry out an empirical comparison of the most
widely-used smoothing techniques, including ad-
ditive smoothing (Lidstone, 1920), Good-Turing
estimate (Good, 1953), Jelinek-Mercer (Mercer,
1980), Katz (Katz, 1987) and kneser-Ney smooth-
ing (Kneser and Ney, 1995). Unlike (Pekar et al.,
2006), the present work does not investigate un-
seen words. We only concentrate on observed
cooccurrences. We believe it constitutes the most
systematic comparison made so far with differ-
ent smoothing techniques for aligning translation
equivalents from comparable corpora. We show
that using smoothing as a pre-processing step of
the standard approach, leads to significant im-
provement even without considering unseen cooc-
currences.

In the remainder of this paper, we present in
Section 2, the different smoothing techniques. The
steps of the standard approach and our extended

method are then described in Section 3. Section
4 describes the experimental setup and our re-
sources. Section 5 presents the experiments and
comments on several results. We finally discuss
the results in Section 6 and conclude in Section 7.

2 Smoothing Techniques

Smoothing describes techniques for adjusting the
maximum likelihood estimate of probabilities to
reduce more accurate probabilities. The smooth-
ing techniques tend to make distributions more
uniform. In this section we present the most
widely used techniques.

2.1 Additive Smoothing
The Laplace estimator or the additive smoothing
(Lidstone, 1920; Johnson, 1932; Jeffreys, 1948)
is one of the simplest types of smoothing. Its
principle is to estimate probabilities P assuming
that each unseen word type actually occurred once.
Then, if we have N events and V possible words
instead of :

P(w) =
occ(w)

N
(1)

We estimate:

Paddone(w) =
occ(w) + 1

N + V
(2)

Applying Laplace estimation to word’s cooc-
currence suppose that : if two words cooccur to-
gether n times in a corpus, they can cooccur to-
gether (n + 1) times. According to the maximum
likelihood estimation (MLE):

P(wi+1|wi) =
C(wi,wi+1)

C(wi)
(3)

Laplace smoothing:

P∗(wi+1|wi) =
C(wi,wi+1) + 1

C(wi) + V
(4)

Several disadvantages emanate from this
method:

1. The probability of frequent n-grams is under-
estimated.

2. The probability of rare or unseen n-grams is
overestimated.
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3. All the unseen n-grams are smoothed in the
same way.

4. Too much probability mass is shifted towards
unseen n-grams.

One improvement is to use smaller added count
following the equation below:

P∗(wi+1|wi) =
δ + C(wi,wi+1)

δ|V|+ C(wi)
(5)

with δ ∈]0, 1].

2.2 Good-Turing Estimator

The Good-Turing estimator (Good, 1953) pro-
vides another way to smooth probabilities. It states
that for any n-gram that occurs r times, we should
pretend that it occurs r∗ times. The Good-Turing
estimators use the count of things you have seen
once to help estimate the count of things you have
never seen. In order to compute the frequency of
words, we need to compute Nc, the number of
events that occur c times (assuming that all items
are binomially distributed). Let Nr be the num-
ber of items that occur r times. Nr can be used to
provide a better estimate of r, given the binomial
distribution. The adjusted frequency r∗ is then:

r∗ = (r + 1)
Nr+1

Nr
(6)

2.3 Jelinek-Mercer Smoothing

As one alternative to missing n-grams, useful in-
formation can be provided by the corresponding
(n-1)-gram probability estimate. A simple method
for combining the information from lower-order
n-gram in estimating higher-order probabilities is
linear interpolation (Mercer, 1980). The equation
of linear interpolation is given below:

Pint(wi+1|wi) = λP(wi+1|wi) + (1− λ)P(wi) (7)

λ is the confidence weight for the longer n-
gram. In general, λ is learned from a held-out
corpus. It is useful to interpolate higher-order n-
gram models with lower-order n-gram models, be-
cause when there is insufficient data to estimate a
probability in the higher order model, the lower-
order model can often provide useful information.
Instead of the cooccurrence counts, we used the

Good-Turing estimator in the linear interpolation
as follows:

c∗int(wi+1|wi) = λc∗(wi+1|wi) + (1− λ)P(wi) (8)

2.4 Katz Smoothing
(Katz, 1987) extends the intuitions of Good-
Turing estimate by adding the combination of
higher-order models with lower-order models. For
a bigram wi

i−1 with count r = c(wi
i−1), its cor-

rected count is given by the equation:

ckatz(w
i
i−1) =

{
r∗ if r > 0
α(wi−1)PML(wi) if r = 0

(9)

and:

α(wi−1) =
1−

∑
wi:c(w

i
i−1)>0 Pkatz(w

i
i−1)

1−
∑

wi:c(w
i
i−1)>0 PML(wi−1)

(10)

According to (Katz, 1987), the general dis-
counted estimate c∗ of Good-Turing is not used for
all counts c. Large counts where c > k for some
threshold k are assumed to be reliable. (Katz,
1987) suggests k = 5. Thus, we define c∗ = c
for c > k, and:

c∗ =
(c + 1)

Nc+1

Nc
− c

(k+1)Nk+1

N1

1− (k+1)Nk+1

N1

(11)

2.5 Kneser-Ney Smoothing
Kneser-Ney have introduced an extension of ab-
solute discounting (Kneser and Ney, 1995). The
estimate of the higher-order distribution is created
by subtracting a fixed discount D from each non-
zero count. The difference with the absolute dis-
counting smoothing resides in the estimate of the
lower-order distribution as shown in the following
equation:

r =


Max(c(wi

i−n+1)−D,0)∑
wi

c(wi
i−n+1

)
if c(wi

i−n+1) > 0

α(wi−1
i−n+1)Pkn(wi|wi−1

i−n+2) if c(wi
i−n+1) = 0

(12)

where r = Pkn(wi|wi−1
i−n+1) and α(wi−1

i−n+1) is
chosen to make the distribution sum to 1 (Chen
and Goodman, 1999).

3 Methods

In this section we first introduce the different steps
of the standard approach, then we present our ex-
tended approach that makes use of smoothing as a
new step in the process of the standard approach.
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3.1 Standard Approach

The main idea for identifying translations of terms
in comparable corpora relies on the distributional
hypothesis 1 that has been extended to the bilin-
gual scenario (Fung, 1998; Rapp, 1999). If many
variants of the standard approach have been pro-
posed (Chiao and Zweigenbaum, 2002; Hervé
Déjean and Gaussier, 2002; Morin et al., 2007;
Gamallo, 2008)[among others], they mainly differ
in the way they implement each step and define its
parameters. The standard approach can be carried
out as follows:

Step 1 For a source word to translate ws
i , we first

build its context vector vws
i
. The vector vws

i

contains all the words that cooccur with ws
i

within windows of n words. Lets denote by
cooc(ws

i , w
s
j ) the cooccurrence value of ws

i

and a given word of its context ws
j . The pro-

cess of building context vectors is repeated
for all the words of the target language.

Step 2 An association measure such as the point-
wise mutual information (Fano, 1961), the
log-likelihood (Dunning, 1993) or the dis-
counted odds-ratio (Laroche and Langlais,
2010) is used to score the strength of corre-
lation between a word and all the words of its
context vector.

Step 3 The context vector vws
i

is projected into
the target language vt

ws
i
. Each wordws

j of vws
i

is translated with the help of a bilingual dic-
tionary D. If ws

j is not present in D, ws
j is

discarded. Whenever the bilingual dictionary
provides several translations for a word, all
the entries are considered but weighted ac-
cording to their frequency in the target lan-
guage (Morin et al., 2007).

Step 4 A similarity measure is used to score each
target word wt

i , in the target language with
respect to the translated context vector, vt

ws
i
.

Usual measures of vector similarity include
the cosine similarity (Salton and Lesk, 1968)
or the weighted Jaccard index (WJ) (Grefen-
stette, 1994) for instance. The candidate
translations of the word ws

i are the target
words ranked following the similarity score.

1words with similar meaning tend to occur in similar con-
texts

3.2 Extended Approach
We aim at investigating the impact of differ-
ent smoothing techniques for the task of bilin-
gual terminology extraction from comparable cor-
pora. Starting from the assumption that word
cooccurrences are not reliable especially for small
corpora (Zipf, 1949; Evert and Baroni, 2007)
and that smoothing is usually used to counter-
act this problem, we apply smoothing as a pre-
processing step of the standard approach. Each
cooc(ws

i , w
s
j ) is smoothed according to the tech-

niques described in Section 2. The smoothed
cooccurrence cooc∗(ws

i , w
s
j ) is then used for cal-

culating the association measure between ws
i and

ws
j and so on (steps 2, 3 and 4 of the standard ap-

proach are unchanged). We chose not to study
the prediction of unseen cooccurrences. The lat-
ter has been carried out successfully by (Pekar
et al., 2006). We concentrate on the evaluation
of smoothing techniques of known cooccurrences
and their effect according to different association
and similarity measures.

4 Experimental Setup

In order to evaluate the smoothing techniques, sev-
eral resources and parameters are needed. We
present hereafter the experiment data and the pa-
rameters of the standard approach.

4.1 Corpus Data
The experiments have been carried out on two
English-French comparable corpora. A special-
ized corpus of 530,000 words from the medical
domain within the sub-domain of ’breast cancer’
and a specialize corpus from the domain of ’wind-
energy’ of 300,000 words. The two bilingual cor-
pora have been normalized through the follow-
ing linguistic pre-processing steps: tokenization,
part-of-speech tagging, and lemmatization. The
function words have been removed and the words
occurring once (i.e. hapax) in the French and
the English parts have been discarded. For the
breast cancer corpus, we have selected the doc-
uments from the Elsevier website2 in order to
obtain an English-French specialized comparable
corpora. We have automatically selected the doc-
uments published between 2001 and 2008 where
the title or the keywords contain the term ’cancer
du sein’ in French and ’breast cancer’ in English.
We collected 130 documents in French and 118 in

2www.elsevier.com
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English. As summarised in Table 1, The compara-
ble corpora comprised about 6631 distinct words
in French and 8221 in English. For the wind en-
ergy corpus, we used the Babook crawler (Groc,
2011) to collect documents in French and English
from the web. We could only obtain 50 documents
in French and 65 in English. As the documents
were collected from different websites according
to some keywords of the domain, this corpus is
more noisy and not well structured compared to
the breast cancer corpus. The wind-energy corpus
comprised about 5606 distinct words in French
and 6081 in English.

Breast cancer Wind energy
TokensS 527,705 307,996
TokensT 531,626 314,551

|S| 8,221 6,081
|T | 6,631 5,606

Table 1: Corpus size

4.2 Dictionary

In our experiments we used the French-English
bilingual dictionary ELRA-M0033 of about
200,000 entries3. It contains, after linguistic pre-
processing steps and projection on both corpora
fewer than 4000 single words. The details are
given in Table 2.

Breast cancer Wind energy
|ELRAS | 3,573 3,459
|ELRAT | 3,670 3,326

Table 2: Dictionary coverage

4.3 Reference Lists

In bilingual terminology extraction from special-
ized comparable corpora, the terminology refer-
ence list required to evaluate the performance
of the alignment programs is often composed of
100 single-word terms (SWTs) (180 SWTs in
(Hervé Déjean and Gaussier, 2002), 95 SWTs in
(Chiao and Zweigenbaum, 2002), and 100 SWTs
in (Daille and Morin, 2005)). To build our ref-
erence lists, we selected only the French/English
pair of SWTs which occur more than five times in
each part of the comparable corpus. As a result

3ELRA dictionary has been created by Sciper in the Tech-
nolangue/Euradic project

of filtering, 321 French/English SWTs were ex-
tracted (from the UMLS4 meta-thesaurus.) for the
breast cancer corpus, and 100 pairs for the wind-
energy corpus.

4.4 Evaluation Measure
Three major parameters need to be set to the
standard approach, namely the similarity measure,
the association measure defining the entry vec-
tors and the size of the window used to build the
context vectors. (Laroche and Langlais, 2010)
carried out a complete study of the influence of
these parameters on the quality of bilingual align-
ment. As a similarity measure, we chose to use
Weighted Jaccard Index (Grefenstette, 1994) and
Cosine similarity (Salton and Lesk, 1968). The en-
tries of the context vectors were determined by the
log-likelihood (Dunning, 1993), mutual informa-
tion (Fano, 1961) and the discounted Odds-ratio
(Laroche and Langlais, 2010). We also chose a 7-
window size. Other combinations of parameters
were assessed but the previous parameters turned
out to give the best performance. We note that
’Top k’ means that the correct translation of a
given word is present in the k first candidates of
the list returned by the standard approach. We use
also the mean average precision MAP (Manning
et al., 2008) which represents the quality of the
system.

MAP (Q) =
1

|Q|

|Q|∑
i=1

1

mi

k∑
mi=1

P (Rik) (13)

where |Q| is the number of terms to be trans-
lated, mi is the number of reference translations
for the ith term (always 1 in our case), and P (Rik)
is 0 if the reference translation is not found for the
ith term or 1/r if it is (r is the rank of the reference
translation in the translation candidates).

4.5 Baseline
The baseline in our experiments is the standard
approach (Fung, 1998) without any smoothing of
the data. The standard approach is often used for
comparison (Pekar et al., 2006; Gamallo, 2008;
Prochasson and Morin, 2009), etc.

4.6 Training Data Set
Some smoothing techniques such as the Good-
Turing estimators need a large training corpus to

4http://www.nlm.nih.gov/research/umls
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estimate the adjusted cooccurrences. For that pur-
pose, we chose a training general corpus of 10 mil-
lion words. We selected the documents published
in 1994 from the ’Los Angeles Times/Le Monde’
newspapers.

5 Experiments and Results

We conducted a set of three experiments on two
specialized comparable corpora. We carried out a
comparison between the standard approach (SA)
and the smoothing techniques presented in Sec-
tion 2 namely : additive smoothing (Add1), Good-
Turing smoothing (GT), the Jelinek-Mercer tech-
nique (JM), the Katz-Backoff (Katz) and kneser-
Ney smoothing (Kney). Experiment 1 shows the
results for the breast cancer corpus. Experiment 2
shows the results for the wind energy corpus and
finally experiment 3 presents a comparison of the
best configurations on both corpora.

5.1 Experiment 1

Table 3 shows the results of the experiments on
the breast cancer corpus. The first observation
concerns the standard approach (SA). The best
results are obtained using the Log-Jac parame-
ters with a MAP = 27.9%. We can also no-
tice that for this configuration, only the Addi-
tive smoothing significantly improves the perfor-
mance of the standard approach with a MAP =
30.6%. The other smoothing techniques even de-
grade the results. The second observation con-
cerns the Odds-Cos parameters where none of
the smoothing techniques significantly improved
the performance of the baseline (SA). Although
Good-Turing and Katz-Backoff smoothing give
slightly better results with respectively a MAP =
25.2 % and MAP = 25.3 %, these results are not
significant. The most notable result concerns the
PMI-COS parameters. We can notice that four of
the five smoothing techniques improve the perfor-
mance of the baseline. The best smoothing is the
Jelinek-Mercer technique which reaches a MAP =
29.5% and improves the Top1 precision of 6% and
the Top10 precision of 10.3%.

5.2 Experiment 2

Table 4 shows the results of the experiments on
the wind energy corpus. Generally the results
exhibit the same behaviour as the previous ex-
periment. The best results of the standard ap-
proach are obtained using the Log-Jac parameters

SA Add1 GT JM Katz Kney
P1 15.5 17.1 18.7 21.5 18.7 05.3

PM
I-

C
os

P5 31.1 32.7 32.0 38.3 33.9 13.4
P10 34.5 37.0 37.0 44.8 38.0 15.2
MAP 22.6 24.8 25.6 29.5 25.9 09.1

P1 15.8 16.1 16.8 14.6 17.1 09.0

O
dd

s-
C

os

P5 34.8 33.6 34.2 33.0 33.9 19.6
P10 40.4 41.7 39.8 38.3 40.1 25.2
MAP 24.8 24.4 25.2 23.3 25.3 14.1

P1 20.2 22.4 14.6 14.6 14.6 16.2

L
og

-J
ac

P5 35.8 40.5 27.7 26.7 26.7 29.9
P10 42.6 44.2 34.2 33.3 33.0 33.9
MAP 27.9 30.6 21.4 21.2 21.2 22.9

Table 3: Results of the experiments on the ”Breast
cancer” corpus (except the Odds-Cos configura-
tion, the improvements indicate a significance at
the 0.05 level using the Student t-test).

SA Add1 GT JM Katz Kney

P1 07.0 14.0 14.0 21.0 16.0 09.0

PM
I-

C
os

P5 27.0 32.0 31.0 37.0 30.0 17.0
P10 37.0 42.0 43.0 51.0 44.0 28.0
MAP 17.8 23.6 22.9 30.1 24.2 14.1

P1 12.0 17.0 12.0 12.0 12.0 06.0

O
dd

s-
C

os

P5 31.0 35.0 31.0 32.0 28.0 16.0
P10 38.0 44.0 36.0 39.0 35.0 21.0
MAP 21.8 26.5 19.8 20.8 19.7 11.1

P1 17.0 22.0 13.0 13.0 13.0 14.0

L
og

-J
ac

P5 36.0 38.0 27.0 27.0 27.0 29.0
P10 42.0 50.0 37.0 38.0 38.0 39.0
MAP 25.7 29.7 20.5 21.3 21.3 22.9

Table 4: Results of the experiments on the ”Wind
Energy” corpus (except the Odds-Cos configura-
tion, the improvements indicate a significance at
the 0.05 level using the Student t-test).

with a MAP = 25.7%. Here also, only the Ad-
ditive smoothing significantly improves the per-
formance of the standard approach with a MAP
= 39.7%. The other smoothing techniques also
degrade the results. About the Odds-Cos param-
eters, except the additive smoothing, here again
none of the smoothing techniques significantly im-
proved the performance of the baseline. Finally
the most remarkable result still concerns the PMI-
COS parameters where the same four of the five
smoothing techniques improve the performance of
the baseline. The best smoothing is the Jelinek-
Mercer technique which reaches a MAP = 30.1%
and improves the Top1 and and the Top10 preci-
sions by 14.0%.
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5.3 Experiment 3

In this experiment, we would like to investigate
whether the smoothing techniques are more effi-
cient for frequent translation equivalents or less
frequent ones. For that purpose, we split the breast
cancer reference list of 321 entries into two sets
of translation pairs. A set of 133 frequent pairs
named : High-test set and a set of 188 less fre-
quent pairs called Low-test set. The initial refer-
ence list of 321 pairs is the Full-test set. We con-
sider frequent pairs those of a frequency higher
than 100. We chose to analyse the two configu-
rations that provided the best performance that is :
Log-Jac and Pmi-Cos parameters according to the
Full-test, High-test and Low-test sets.

Figure 1 shows the results using the Log-
Jac configuration. We can see that the additive
smoothing always outperforms the standard ap-
proach for all the test sets. The other smoothing
techniques are always under the baseline and be-
have approximately the same way. Figure 2 shows
the results using the PMI-COS configuration. We
can see that except the Kneser-Ney smoothing, all
the smoothing techniques outperform the standard
approach for all the test sets. We can also notice
that the Jelinek-Mercer smoothing improves more
notably the High-test set.

6 Discussion

Smoothing techniques are often evaluated on their
ability to predict unseen n-grams. In our exper-
iments we only focused on smoothing observed
cooccurrences of context vectors. Hence, the pre-
vious evaluations of smoothing techniques may
not always be consistent with our findings. This
is for example the case for the additive smooth-
ing technique. The latter which is described as
a poor estimator in statistical NLP, turns out to
perform well when associated with the Log-Jac
parameters. This is because we did not consider
unseen cooccurences which are over estimated by
the Add-one smoothing. Obviously, we can imag-
ine that adding one to all unobserved cooccur-
rences would not make sense and would certainly
degrade the results. Except the add-one smooth-
ing, none of the other algorithms reached good
results when associated to the Log-Jac configu-
ration. This is certainly related to the properties
of the log-likelihood association measure. Addi-
tive smoothing has been used to address the prob-

lem of rare words aligning to too many words
(Moore, 2004). At each iteration of the standard
Expectation-Maximization (EM) procedure all the
translation probability estimates are smoothed by
adding virtual counts to uniform probability dis-
tribution over all target words. Here also additive
smoothing has shown interesting results. Accord-
ing to these findings, we can consider the addi-
tive smoothing as an appropriate technique for our
task.

Concerning the Odds-Cos parameters, although
there have been slight improvements in the add-
one algorithm, smoothing techniques have shown
disappointing results. Here again the Odds-ratio
association measure seems to be incompatible
with re-estimating small cooccurrences. More in-
vestigations are certainly needed to highlight the
reasons for this poor performance. It seems that
smoothing techniques based on discounting does
not fit well with association measures based on
contingency table. The most noticeable improve-
ment concerns the PMI-Cos configurations. Ex-
cept Kneser-Ney smoothing, all the other tech-
niques showed better performance than the stan-
dard approach. According to the results, point-
wise mutual information performs better with
smoothing techniques especially with the linear
interpolation of Jelinek-Mercer method that com-
bines high-order (cooccurrences) and low-order
(unigrams) counts of the Good-Turing estima-
tions. Jelinek-Mercer smoothing counteracts the
disadvantage of the point-wise mutual information
which consists of over estimating less frequent
words. This latter weakness is corrected first by
the Good-Turing estimators and then by consider-
ing the low order counts. The best performance
was obtained with λ = 0.5.

Smoothing techniques attempt to improve the
accuracy of the model as a whole. This particu-
larity has been confirmed by the third experiment
where we noticed the smoothing improvements for
both reference lists, that is the High-test and Low-
test sets. This latter experiment has shown that
smoothing observed cooccurrences is useful for all
frequency ranges. The difference of precision be-
tween the two test lists can be explained by the fact
that less frequent words are harder to translate.

In statistical NLP, smoothing techniques for n-
gram models have been addressed in a number
of studies (Chen and Goodman, 1999). The ad-
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Figure 1: A set of three figures on the breast cancer corpus for the Log-Jac configuration : (a) Full-test
set ; (b) High-test set; and (c) Low-test set.
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Figure 2: A set of three figures on the breast cancer corpus for the PMI-COS configuration : (a) Full-test
set ; (b) High-test set; and (c) Low-test set.

ditive smoothing that performs rather poorly has
shown good results in our evaluation. The Good-
Turing estimate which is not used in isolation
forms the basis of later techniques such as Back-
off or Jelinek-Mercer smoothing, two techniques
that generally work well. The good performance
of Katz and JM on the PMI-Cos configura-
tion was expected. The reason is that these two
methods have used the Good-Turing estimators
which also achieved good performances in our
experiments. Concerning the Kneser-Ney algo-
rithm, surprisingly this performed poorly in our
experiments while it is known to be one of the
best smoothing techniques. Discounting a fixed
amount in all counts of observed cooccurrences
degrades the results in our data set. We also im-
plemented the modified Knener-ney method (not
presented in this paper) but this also performed
poorly. We conclude that discounting is not an
appropriate method for observed cooccurrences.
Especially for point-wise mutual information that
over-estimates low frequencies, hense, discount-

ing low cooccurrences will increase this over-
estimation.

7 Conclusion

In this paper, we have described and compared
the most widely-used smoothing techniques for
the task of bilingual lexicon extraction from com-
parable corpora. Regarding the empirical results
of our proposition, performance of smoothing on
our dataset was better than the baseline for the
Add-One smoothing combined with the Log-Jac
parameters and all smoothing techniques except
the Kneser-ney for the Pmi-Cos parameters. Our
findings thus lend support to the hypothesis that
a re-estimation process of word cooccurrence in a
small specialized comparable corpora is an appro-
priate way to improve the accuracy of the standard
approach.
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Abstract
Parallel sentences are crucial for statistical
machine translation (SMT). However, they
are quite scarce for most language pairs,
such as Chinese–Japanese. Many studies
have been conducted on extracting parallel
sentences from noisy parallel or compara-
ble corpora. We extract Chinese–Japanese
parallel sentences from quasi–comparable
corpora, which are available in far larger
quantities. The task is significantly more
difficult than the extraction from noisy
parallel or comparable corpora. We ex-
tend a previous study that treats parallel
sentence identification as a binary classifi-
cation problem. Previous method of clas-
sifier training by the Cartesian product is
not practical, because it differs from the
real process of parallel sentence extrac-
tion. We propose a novel classifier train-
ing method that simulates the real sentence
extraction process. Furthermore, we use
linguistic knowledge of Chinese character
features. Experimental results on quasi–
comparable corpora indicate that our pro-
posed approach performs significantly bet-
ter than the previous study.

1 Introduction

In statistical machine translation (SMT) (Brown
et al., 1993; Koehn et al., 2007), the quality
and quantity of the parallel sentences are cru-
cial, because translation knowledge is acquired
from a sentence–level aligned parallel corpus.
However, except for a few language pairs, such
as English–French, English–Arabic and English–
Chinese, parallel corpora remain a scarce re-
source. The cost of manual construction for paral-
lel corpora is high. As non–parallel corpora are far
more available, constructing parallel corpora from
non–parallel corpora is an attractive research field.

Non–parallel corpora include various levels of
comparability: noisy parallel, comparable and
quasi–comparable. Noisy parallel corpora con-
tain non–aligned sentences that are nevertheless
mostly bilingual translations of the same docu-
ment, comparable corpora contain non–sentence–
aligned, non–translated bilingual documents that
are topic–aligned, while quasi–comparable cor-
pora contain far more disparate very–non–parallel
bilingual documents that could either be on the
same topic (in–topic) or not (out–topic) (Fung and
Cheung, 2004). Most studies focus on extracting
parallel sentences from noisy parallel corpora or
comparable corpora, such as bilingual news ar-
ticles (Zhao and Vogel, 2002; Utiyama and Isa-
hara, 2003; Munteanu and Marcu, 2005; Tillmann,
2009; Abdul-Rauf and Schwenk, 2011), patent
data (Utiyama and Isahara, 2007; Lu et al., 2010)
and Wikipedia (Adafre and de Rijke, 2006; Smith
et al., 2010). Few studies have been conducted
on quasi–comparable corpora. Quasi–comparable
corpora are available in far larger quantities than
noisy parallel or comparable corpora, while the
parallel sentence extraction task is significantly
more difficult.

While most studies are interested in language
pairs between English and other languages, we
focus on Chinese–Japanese, where parallel cor-
pora are very scarce. This study extracts
Chinese–Japanese parallel sentences from quasi–
comparable corpora. We adopt a system pro-
posed by Munteanu and Marcu (2005), which is
for parallel sentence extraction from comparable
corpora. We extend the system in several aspects
to make it even suitable for quasi–comparable cor-
pora. The core component of the system is a clas-
sifier which can identify parallel sentences from
non–parallel sentences. Previous method of clas-
sifier training by the Cartesian product is not prac-
tical, because it differs from the real process of
parallel sentence extraction. We propose a novel
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Figure 1: Parallel sentence extraction system.

method of classifier training and testing that sim-
ulates the real sentence extraction process, which
guarantees the quality of the extracted sentences.
Since Chinese characters are used both in Chi-
nese and Japanese, they can be powerful linguistic
clues to identify parallel sentences. Therefore, we
use Chinese character features, which significantly
improve the accuracy of the classifier. We con-
duct parallel sentence extraction experiments on
quasi–comparable corpora, and evaluate the qual-
ity of the extracted sentences from the perspective
of MT performance. Experimental results show
that our proposed system performs significantly
better than the previous study.

2 Parallel Sentence Extraction System

The overview of our parallel sentence extraction
system is presented in Figure 1. Source sentences
are translated to target language using a SMT sys-
tem (1). We retrieve the top N documents from tar-
get language corpora with a information retrieval
(IR) framework, using the translated sentences as
queries (2). For each source sentence, we treat
all target sentences in the retrieved documents as
candidates. Then, we pass the candidate sentence
pairs through a sentence ratio filter and a word–
overlap–based filter based on a probabilistic dic-
tionary, to reduce the candidates keeping more re-
liable sentences (3). Finally, a classifier trained on
a small number of parallel sentences, is used to
identify the parallel sentences from the candidates
(4). A parallel corpus is needed to train the SMT
system, generate the probabilistic dictionary and
train the classifier.

Our system is inspired by Munteanu and Marcu

(2005), however, there are several differences. The
first difference is query generation. Munteanu and
Marcu (2005) generate queries by taking the top
N translations of each source word according to
the probabilistic dictionary. This method is im-
precise due to the noise in the dictionary. In-
stead, we adopt a method proposed by Abdul–
Rauf and Schwenk (2011). We translate the source
sentences to target language with a SMT system
trained on the parallel corpus. Then use the trans-
lated sentences as queries. This method can gen-
erate more precise queries, because phrase–based
MT is better than word–based translation.

Another difference is that we do not conduct
document matching. The reason is that docu-
ments on the same topic may not exist in quasi–
comparable corpora. Instead, we retrieve the top
N documents for each source sentence. In com-
parable corpora, it is reasonable to only use the
best target sentence in the retrieved documents as
candidates (Abdul-Rauf and Schwenk, 2011). In
quasi–comparable corpora, it is important to fur-
ther guarantee the recall. Therefore, we keep all
target sentences in the retrieved documents as can-
didates.

Our system also differs by the way of classi-
fier training and testing, which is described in Sec-
tion 3 in detail.

3 Binary Classification of Parallel
Sentence Identification

Parallel sentence identification from non–parallel
sentences can be seen as a binary classification
problem (Munteanu and Marcu, 2005; Tillmann,
2009; Smith et al., 2010; Ştefǎnescu et al., 2012).
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Since the quality of the extracted sentences is de-
termined by the accuracy of the classifier, the clas-
sifier becomes the core component of the extrac-
tion system. In this section, we first describe the
training and testing process, then introduce the
features we use for the classifier.

3.1 Training and Testing

Munteanu and Marcu (2005) propose a method of
creating training and test instances for the classi-
fier. They use a small number of parallel sentences
as positive instances, and generate non–parallel
sentences from the parallel sentences as negative
instances. They generate all the sentence pairs
except the original parallel sentence pairs in the
Cartesian product, and discard the pairs that do not
fulfill the condition of a sentence ratio filter and a
word–overlap–based filter. Furthermore, they ran-
domly discard some of the non–parallel sentences
when necessary, to guarantee the ratio of negative
to positive instances smaller than five for the per-
formance of the classifier.

Creating instances by using the Cartesian prod-
uct is not practical, because it differs from the real
process of parallel sentence extraction. Here, we
propose a novel method of classifier training and
testing that simulates the real parallel sentence ex-
traction process. For training, we first select 5k
parallel sentences from a parallel corpus. Then
translate the source side of the selected sentences
to target language with a SMT system trained on
the parallel corpus excluding the selected parallel
sentences. We retrieve the top N documents from
the target language side of the parallel corpus, us-
ing the translated sentences as queries. For each
source sentence, we consider all target sentences
in the retrieved documents as candidates. Finally,
we pass the candidate sentence pairs through a
sentence ratio filter and a word–overlap–based fil-
ter, and get the training instances. We treat the
sentence pairs that exist in the original 5k parallel
sentences as positive instances, while the remain-
der as negative instances. Note that positive in-
stances may be less than 5k, because some of the
parallel sentences do not pass the IR framework
and the filters. For the negative instances, we also
randomly discard some of them when necessary,
to guarantee the ratio of negative to positive in-
stances smaller than five. Test instances are gen-
erated by another 5k parallel sentences from the
parallel corpus using the same method.

There are several merits of the proposed
method. It can guarantee the quality of the ex-
tracted sentences, because of the similarity be-
tween the real sentence extraction process. Also,
features from the IR results can be used to further
improve the accuracy of the classifier. The pro-
posed method can be evaluated not only on the
test sentences that passed the IR framework and
the filters, but also on all the test sentences, which
is similar to the evaluation for the real extraction
process. However, there is a limitation of our
method that a both sentence–level and document–
level aligned parallel corpus is needed.

3.2 Features
3.2.1 Basic Features
The following features are the basic features we
use for the classifier, which are proposed by
Munteanu and Marcu (2005):

• Sentence length, length difference and length
ratio.

• Percentage of words on each side that have a
translation on the other side (according to the
probabilistic dictionary).

• Alignment features:

– Percentage and number of words that
have no connection.

– The top three largest fertilities.
– Length of the longest contiguous con-

nected span.
– Length of the longest unconnected sub-

string.

Alignment features are extracted from the align-
ment results of the parallel and non–parallel sen-
tences used as instances for the classifier. Note
that alignment features may be unreliable when
the quantity of non–parallel sentences is signifi-
cantly larger than parallel sentences.

3.2.2 Chinese Character Features
Different from other language pairs, Chinese and
Japanese share Chinese characters. In Chinese
the Chinese characters are called Hanzi, while in
Japanese they are called Kanji. Hanzi can be di-
vided into two groups, Simplified Chinese (used
in mainland China and Singapore) and Traditional
Chinese (used in Taiwan, Hong Kong and Macau).
The number of strokes needed to write characters
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用饱和盐水洗饱和盐水洗饱和盐水洗饱和盐水洗涤乙醚相相相相，用无水硫酸无水硫酸无水硫酸无水硫酸镁干燥干燥干燥干燥。

エーテル相相相相を飽和飽和飽和飽和食塩水塩水塩水塩水で洗洗洗洗浄し，無水硫酸無水硫酸無水硫酸無水硫酸マグネシウムで乾燥乾燥乾燥乾燥した。

Wash ether phase with saturated saline,  and dry it with anhydrous magnesium.

Zh:

Ja:

Ref:

Figure 2: Example of common Chinese characters in a Chinese–Japanese parallel sentence pair.

Meaning snow love begin

TC 雪 (U+96EA) 愛 (U+611B) 發 (U+767C)
SC 雪 (U+96EA) 爱(U+7231) 发(U+53D1)
Kanji 雪 (U+96EA) 愛 (U+611B) 発 (U+767A)

Table 1: Examples of common Chinese characters
(TC denotes Traditional Chinese and SC denotes
Simplified Chinese).

has been largely reduced in Simplified Chinese,
and the shapes may be different from those in Tra-
ditional Chinese. Because Kanji characters origi-
nated from ancient China, many common Chinese
characters exist between Hanzi and Kanji. Table 1
gives some examples of common Chinese char-
acters in Traditional Chinese, Simplified Chinese
and Japanese with their Unicode.

Since Chinese characters contain significant se-
mantic information, and common Chinese charac-
ters share the same meaning, they can be valuable
linguistic clues for many Chinese–Japanese NLP
tasks. Many studies have exploited common Chi-
nese characters. Tan et al. (1995) used the occur-
rence of identical common Chinese characters in
Chinese and Japanese (e.g. “snow” in Table 1) in
automatic sentence alignment task for document–
level aligned text. Goh et al. (2005) detected com-
mon Chinese characters where Kanji are identical
to Traditional Chinese, but different from Simpli-
fied Chinese (e.g. “love” in Table 1). Using a Chi-
nese encoding converter1 that can convert Tradi-
tional Chinese into Simplified Chinese, they built
a Japanese–Simplified Chinese dictionary partly
using direct conversion of Japanese into Chinese
for Japanese Kanji words. Chu et al. (2011) made
use of the Unihan database2 to detect common
Chinese characters which are visual variants of
each other (e.g. “begin” in Table 1), and proved
the effectiveness of common Chinese characters
in Chinese–Japanese phrase alignment. Chu et
al. (2012a) exploited common Chinese charac-
ters in Chinese word segmentation optimization,
which improved the translation performance.

In this study, we exploit common Chinese char-
1http://www.mandarintools.com/zhcode.html
2http://unicode.org/charts/unihan.html

acters in parallel sentence extraction. Chu et
al. (2011) investigated the coverage of common
Chinese characters on a scientific paper abstract
parallel corpus, and showed that over 45% Chi-
nese Hanzi and 75% Japanese Kanji are common
Chinese characters. Therefore, common Chinese
characters can be powerful linguistic clues to iden-
tify parallel sentences.

We make use of the Chinese character map-
ping table created by Chu et al. (2012b) to de-
tect common Chinese characters. Following fea-
tures are used. We use an example of Chinese–
Japanese parallel sentence presented in Figure 2 to
explain the features in detail, where common Chi-
nese characters are in bold and linked with dotted
lines.

• Number of Chinese characters on each side
(Zh: 18, Ja: 14).

• Percentage of Chinese characters out of all
characters on each side (Zh: 18/20=90%, Ja:
14/32=43%).

• Ratio of Chinese character numbers on both
sides (18/14=128%).

• Number of n–gram common Chinese charac-
ters (1–gram: 12, 2–gram: 6, 3–gram: 2, 4–
gram: 1).

• Percentage of n–gram common Chinese char-
acters out of all n–gram Chinese characters
on each side (Zh: 1–gram: 12/18=66%, 2–
gram: 6/16=37%, 3–gram: 2/14=14%, 4–
gram: 1/12=8%; Ja: 1–gram: 12/14=85%,
2–gram: 6/9=66%, 3–gram=: 2/5=40%, 4–
gram: 1/3=33%).

Note that Chinese character features are only
applicable to Chinese–Japanese. However, since
Chinese and Japanese character information is a
kind of cognates (words or languages which have
the same origin), the similar idea can be applied to
other language pairs by using cognates. Cognates
among European languages have been shown ef-
fective in word alignments (Kondrak et al., 2003).
We also can use cognates for parallel sentence ex-
traction.
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3.3 Rank Feature

One merit of our classifier training and testing
method is that features from the IR results can be
used. Here, we use the ranks of the retrieved doc-
uments returned by the IR framework as feature.

4 Experiments

We conducted classification and translation exper-
iments to evaluate the effectiveness of our pro-
posed parallel sentence extraction system.

4.1 Data

4.1.1 Parallel Corpus
The parallel corpus we used is a scientific
paper abstract corpus provided by JST3 and
NICT4. This corpus was created by the Japanese
project “Development and Research of Chinese–
Japanese Natural Language Processing Technol-
ogy”, containing various domains such as chem-
istry, physics, biology and agriculture etc. This
corpus is aligned in both sentence–level and
document–level, containing 680k sentences and
100k articles.

4.1.2 Quasi–Comparable Corpora
The quasi–comparable corpora we used are scien-
tific paper abstracts collected from academic web-
sites. The Chinese corpora were collected from
CNKI5, containing 420k sentences and 90k arti-
cles. The Japanese corpora were collected from
CiNii6 web portal, containing 5M sentences and
880k articles. Note that since the paper abstracts
in these two websites were written by Chinese and
Japanese researchers respectively through differ-
ent periods, documents on the same topic may not
exist in the collected corpora. We investigated
the domains of the Chinese and Japanese corpora
in detail. We found that most documents in the
Chinese corpora belong to the domain of chem-
istry. While the Japanese corpora contain various
domains such as chemistry, physics, biology and
computer science etc. However, the domain infor-
mation is unannotated in both corpora.

4.2 Classification Experiments

We conducted experiments to evaluate the accu-
racy of the proposed method of classification, us-

3http://www.jst.go.jp
4http://www.nict.go.jp
5http://www.cnki.net
6http://ci.nii.ac.jp

ing different 5k parallel sentences from the paral-
lel corpus as training and test data.

4.2.1 Settings
• Probabilistic dictionary: We took the top

5 translations with translation probability
larger than 0.1 created from the parallel cor-
pus.

• IR tool: Indri7 with the top 10 results.

• Segmenter: For Chinese, we used a
segmenter optimized for Chinese–Japanese
SMT (Chu et al., 2012a). For Japanese, we
used JUMAN (Kurohashi et al., 1994).

• Alignment: GIZA++8.

• SMT: We used the state–of–the–art phrase–
based SMT toolkit Moses (Koehn et al.,
2007) with default options, except for the dis-
tortion limit (6→20).

• Classifier: LIBSVM9 with 5–fold cross–
validation and radial basis function (RBF)
kernel.

• Sentence ratio filter threshold: 2.

• Word–overlap–based filter threshold: 0.25.

• Classifier probability threshold: 0.5.

4.2.2 Evaluation
We evaluate the performance of classification by
computing precision, recall and F–value, defined
as:

precision = 100× classified well

classified parallel
, (1)

recall = 100× classified well

true parallel
, (2)

F − value = 2× precision× recall

precision + recall
. (3)

Where classified well is the number of pairs
that the classifier correctly identified as parallel,
classified parallel is the number of pairs that
the classifier identified as parallel, true parallel
is the number of real parallel pairs in the test set.
Note that we only use the top 1 result identified as
parallel by the classifier for evaluation.

7http://www.lemurproject.org/indri
8http://code.google.com/p/giza-pp
9http://www.csie.ntu.edu.tw/∼cjlin/libsvm
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Features Precision Recall F–value
Munteanu+ 2005 88.43 85.20/79.76 86.78/83.87
+Chinese character 91.62 93.63/87.66 92.61/89.60
+Rank 92.15 94.53/88.50 93.32/90.29

Table 2: Classification results for the filtered test
sentences (before “/”) and all the test sentences
(after “/”).

4.2.3 Results
We conducted classification experiments, compar-
ing the following three experimental settings:

• Munteanu+ 2005: Only using the features
proposed by Munteanu and Marcu (2005).

• +Chinese character: Add the Chinese charac-
ter features.

• +Rank: Further add the rank feature.

Results evaluated for the test sentences that
passed the IR framework and the filters, and all
the test sentences are shown in Table 2. We can
see that the Chinese character features can signifi-
cantly improve the accuracy. The accuracy can be
further improved by the rank feature.

4.3 Translation Experiments

We extracted parallel sentences from the quasi–
comparable corpora, and evaluated Chinese–to–
Japanese MT performance by appending the ex-
tracted sentences to two baseline settings.

4.3.1 Settings
• Baseline: Using all the 680k parallel sen-

tences in the parallel corpus as training data
(containing 11k sentences of chemistry do-
main).

• Tuning: Using another 368 sentences of
chemistry domain.

• Test: Using another 367 sentences of chem-
istry domain.

• Language model: 5–gram LM trained on the
Japanese side of the parallel corpus (680k
sentences) using SRILM toolkit10.

• Classifier probability threshold: 0.6.
10http://www.speech.sri.com/projects/srilm

Classifier # sentences
Munteanu+ 2005 (Cartesian) 27,077
Munteanu+ 2005 (Proposed) 5,994
+Chinese character (Proposed) 3,936
+Rank (Proposed) 3,516

Table 3: Number of extracted sentences.

The reason we evaluate on chemistry domain is
the one we described in Section 4.1.2 that most
documents in the Chinese corpora belong to the
domain of chemistry. We keep all the sentence
pairs rather than the top 1 result (used in the clas-
sification evaluation) identified as parallel by the
classifier. The other settings are the same as the
ones used in the classification experiments.

4.3.2 Results

Numbers of extracted sentences using different
classifiers are shown in Table 3, where

• Munteanu+ 2005 (Cartesian): Classifier
trained using the Cartesian product, and only
using the features proposed by Munteanu and
Marcu (2005).

• Munteanu+ 2005 (Proposed): Classifier
trained using the proposed method, and only
using the features proposed by Munteanu and
Marcu (2005).

• +Chinese character (Proposed): Add the Chi-
nese character features.

• +Rank (Proposed): Further add the rank fea-
ture.

We can see that the extracted number is signif-
icantly decreased by the proposed method com-
pared to the Cartesian product, which may indi-
cate the quality improvement of the extracted sen-
tences. Adding more features further decreases the
number.

We conducted Chinese–to–Japanese translation
experiments by appending the extracted sentences
to the baseline. BLEU–4 scores for experiments
are shown in Table 4. We can see that our proposed
method of classifier training performs better than
the Cartesian product. Adding the Chinese charac-
ter features and rank feature further improves the
translation performance significantly.
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Example 1

Zh: 最后最后最后最后，本文说明了说明了说明了说明了光学算符的物理意义的物理意义的物理意义的物理意义。。。。
(Finally, this article explains the physical meaning of the optical operator.)

Ja: 最後に最後に最後に最後に化学ポテンシャルの物理的意味についての物理的意味についての物理的意味についての物理的意味について簡単に説明説明説明説明した。した。した。した。
(Finally, briefly explain the physical meaning of the chemical potential.)

Example 2

Zh: 发射光谱分析法的检出限发射光谱分析法的检出限发射光谱分析法的检出限发射光谱分析法的检出限及其测量方法的探讨。
(Discussion of detection limit and measurement methods of emission spectral  analysis method.)

Ja: 光電測光法による発光分光分析方法の検出限界。発光分光分析方法の検出限界。発光分光分析方法の検出限界。発光分光分析方法の検出限界。
(Detection limit of emission spectral analysis method by photoelectric photometry.)

Figure 3: Examples of extracted sentences (parallel subsentential fragments are in bold).

System BLEU
Baseline 38.64
Munteanu+ 2005 (Cartesian) 38.10
Munteanu+ 2005 (Proposed) 38.54
+Chinese character (Proposed) 38.87†

+Rank (Proposed) 39.47‡∗

Table 4: BLEU scores for Chinese–to–Japanese
translation experiments (“†” and “‡” denotes the
result is better than “Munteanu+ 2005 (Cartesian)”
significantly at p < 0.05 and p < 0.01 respec-
tively, “*” denotes the result is better than “Base-
line” significantly at p < 0.01).

4.3.3 Discussion
The translation results indicate that compared to
the previous study, our proposed method can ex-
tract sentences with better qualities. However,
when we investigated the extracted sentences, we
found that most of the extracted sentences are
not sentence–level parallel. Instead, they contain
many parallel subsentential fragments. Figure 3
presents two examples of sentence pairs extracted
by “+Rank (Proposed)”, where parallel subsenten-
tial fragments are in bold. We investigated the
alignment results of the extracted sentences. We
found that most of the parallel subsentential frag-
ments were correctly aligned with the help of the
parallel sentences in the baseline system. There-
fore, translation performance was improved by ap-
pending the extracted sentences. However, it also
led to many wrong alignments among the non–
parallel fragments which are harmful to transla-
tion. In the future, we plan to further extract
these parallel subsentential fragments, which can
be more effective for SMT (Munteanu and Marcu,
2006).

5 Related Work

As parallel sentences trend to appear in similar
document pairs, many studies first conduct doc-
ument matching, then identify the parallel sen-

tences from the matched document pairs (Utiyama
and Isahara, 2003; Fung and Cheung, 2004;
Munteanu and Marcu, 2005). Approaches with-
out document matching also have been proposed
(Tillmann, 2009; Abdul-Rauf and Schwenk, 2011;
Ştefǎnescu et al., 2012). These studies directly re-
trieve candidate sentence pairs, and select the par-
allel sentences using some filtering methods. We
adopt a moderate strategy, which retrieves candi-
date documents for sentences.

The way of parallel sentence identification can
be specified with two different approaches: bi-
nary classification (Munteanu and Marcu, 2005;
Tillmann, 2009; Smith et al., 2010; Ştefǎnescu
et al., 2012) and translation similarity measures
(Utiyama and Isahara, 2003; Fung and Cheung,
2004; Abdul-Rauf and Schwenk, 2011). We adopt
the binary classification approach with a novel
classifier training and testing method and Chinese
character features.

Few studies have been conducted for extract-
ing parallel sentences from quasi–comparable cor-
pora. We are aware of only two previous efforts.
Fung and Cheung (2004) proposed a multi-level
bootstrapping approach. Wu and Fung (2005) ex-
ploited generic bracketing Inversion Transduction
Grammars (ITG) for this task. Our approach dif-
fers from the previous studies that we extend the
approach for comparable corpora in several as-
pects to make it work well for quasi–comparable
corpora.

6 Conclusion and Future Work

In this paper, we proposed a novel method of clas-
sifier training and testing that simulates the real
parallel sentence extraction process. Furthermore,
we used linguistic knowledge of Chinese charac-
ter features. Experimental results of parallel sen-
tence extraction from quasi–comparable corpora
indicated that our proposed system performs sig-
nificantly better than the previous study.

40



Our approach can be improved in several as-
pects. One is bootstrapping, which has been
proven effective in some related works (Fung and
Cheung, 2004; Munteanu and Marcu, 2005). In
our system, bootstrapping can be done not only
for extension of the probabilistic dictionary, but
also for improvement of the SMT system used to
translate the source language to target language for
query generation. Moreover, as parallel sentences
rarely exist in quasi–comparable corpora, we plan
to extend our system to parallel subsentential frag-
ment extraction. Our study showed that Chi-
nese character features are helpful for Chinese–
Japanese parallel sentence extraction. We plan to
apply the similar idea to other language pairs by
using cognates.
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Abstract

This paper discusses a modular and open-
source focused crawler (ILSP-FC) for the
automatic acquisition of domain-specific
monolingual and bilingual corpora from
the Web. Besides describing the main
modules integrated in the crawler (dealing
with page fetching, normalization, clean-
ing, text classification, de-duplication and
document pair detection), we evaluate sev-
eral of the system functionalities in an ex-
periment for the acquisition of pairs of par-
allel documents in German and Italian for
the "Health & Safety at work" domain.

1 Introduction and motivation

There is a growing literature on using the Web for
constructing various types of text collections, in-
cluding monolingual, comparable, parallel and/or
domain-specific corpora. Such resources can
be used by linguists studying language use and
change (Kilgarriff and Grefenstette, 2003), and at
the same time they can be exploited in applied re-
search fields like machine translation and multi-
lingual information extraction. Moreover, these
collections of raw data can be automatically an-
notated and used to produce, by means of induc-
tion tools, a second order or synthesized deriva-
tives: rich lexica (with morphological, syntactic
and lexico-semantic information), large bilingual
dictionaries (word andmultiword based) and trans-
fer grammars.
To this end, several tools (i.e. web crawlers,

HTMLparsers, language identifiers, HTML clean-
ers, etc.) have been developed and combined in
order to produce corpora useful for specific tasks.
However, to the best of our knowledge, most of
the available systems either omit some processing
tasks or require access to the results of a search en-
gine. For instance, the BootCaT toolkit (Baroni et

al., 2006), a well-known suite of Perl scripts for
bootstrapping specialized language corpora from
the web, uses the Bing search engine and allows
up to 5,000 queries per month.
In this paper, we present ILSP-FC, a modular

system that includes components and methods for
all the tasks required to acquire domain-specific
corpora from the Web. The system is available as
an open-source Java project1 and due to its modu-
lar architecture, each of its components can be eas-
ily substituted by alternatives with the same func-
tionalities. Depending on user-defined configura-
tion, the crawler employs processing workflows
for the creation of either monolingual or bilingual
collections. For users wishing to try the system be-
fore downloading it, two web services2 allow them
to experiment with different configuration settings
for the construction of monolingual and bilingual
domain-specific corpora.
The organization of the rest of the paper is as fol-

lows. In Section 2, we refer to recent related work.
In Section 3, we describe in detail the workflow
of the proposed system. A solution for bootstrap-
ping the focused crawler input is presented in Sec-
tion 4. Then, an experiment on acquiring parallel
documents in German and Italian for the "Health
& Safety at work" domain (H&S) is described in
Section 5, which also includes evaluation results
on a set of criteria including parallelness and do-
main specificity. We conclude and mention future
work in Section 6.

2 Related work

Web crawling for building domain-specific mono-
lingual and/or parallel data involves several tasks
(e.g. link ranking, cleaning, text classification,
near-duplicates removal) that remain open issues.
Even though there are several proposed methods

1http://nlp.ilsp.gr/redmine/projects/
ilsp-fc

2http://nlp.ilsp.gr/ws/
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for each of these tasks, in this section we refer only
to a few indicative approaches.
Olston and Najork (2010) outline the funda-

mental challenges and describe the state-of-the-art
models and solutions for web crawling. A gen-
eral framework to fairly evaluate focused crawling
algorithms under a number of performance met-
rics is proposed by Srinivasan et al. (2005). A
short overview of cleaning methods is presented in
Spousta et al. (2008) and the comparison of such
methods is discussed in Baroni et al. (2008). Sev-
eral algorithms (Qi and Davison, 2009) exploit the
main content and the HTML tags of a web page
in order to classify a page as relevant to a targeted
domain or not. Methods for the detection and re-
moval of near-duplicates (i.e. acquired web pages
that have almost the same content) are reviewed
and compared in Theobald et al. (2008).
Efficient focused web crawlers can be built

by adapting existing open-source frameworks like
Heritrix3, Nutch4 and Bixo5. For instance, Com-
bine6 is an open-source focused crawler that is
based on a combination of a general web crawler
and a text classifier. Other approaches make use
of search engines APIs to identify in-domain web
pages (Hong et al., 2010) or multilingual web sites
(Resnik and Smith, 2003). Starting from these
pages, Almeida and Simões (2010) try to detect
which links point to translations, while Shi et al.
(2006) harvest multilingual web sites and extract
parallel content from them. Bitextor (Esplà-Gomis
and Forcada, 2010) combines language identifica-
tion with shallow features that represent HTML
structures to mine parallel pages.
Besides structure similarity, systems like PT-

Miner (Nie et al., 1999) and WeBiText (Désilets
et al., 2008) filtered fetched web pages by keep-
ing only those containing languagemarkers in their
URLs. Chen et al. (2004) proposed the Parallel
Text Identification System, which incorporated a
content analysis module using a predefined bilin-
gual wordlist. Similarly, Zhang et al. (2006) and
Utiyama et al. (2009) adopted the use of aligners
in order to estimate the content similarity of candi-
date parallel web pages or mixed languages pages.
Barbosa et al. (2012) proposed the use of bilin-
gual dictionaries and generated translations (e.g.
byGoogle Translate andMicrosoft Bing) to extract

3http://crawler.archive.org/
4http://nutch.apache.org
5http://openbixo.org/
6http://combine.it.lth.se/

parallel content from multilingual sites.

3 System architecture

In this section, we describe the main modules inte-
grated in ILSP-FC. In general, the crawler initial-
izes its frontier (i.e. the list of pages to be visited)
from a seed URL list provided by the user (or con-
structed semi-automatically, see Section 4), clas-
sifies fetched pages as relevant to the targeted do-
main, extracts links from fetched web pages and
adds them to the list of pages to be visited.

Focused crawler

page fetching

normalization

cleaning

language

identification

text classification

link extraction

exporting

deduplication

seed

URL list

domain

definition

in-domain

pages

detection of

parallel documents

document pairs

Figure 1: System architecture

In order to ensure modularity and scalability, the
crawler is built using Bixo, an open source web
mining toolkit that allows easy configuration of
workflows and runs on top of the Hadoop7 frame-
work for distributed data processing.

3.1 Page Fetcher
The first module concerns page fetching. A
multithreaded crawling implementation has been
adopted in order to ensure concurrent visiting of
multiple hosts. Users can configure several set-
tings that determine the fetching process, includ-
ing number of concurrent harvesters and filtering
out specific document types. The crawler always
respects standard robots.txt files, while politeness
can also be affected with the use of settings re-
garding time intervals for revisiting URLs from the
same website, maximum number of URLs from a
specific host per iteration, maximum number of at-
tempts to fetch a web page etc.

7http://hadoop.apache.org
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3.2 Normalizer

The normalizer module uses the Apache Tika
toolkit 8 to parse the structure of each fetched web
page and extract its metadata. Extracted metadata
are exported at a later stage (see Subsection 3.7)
if the web document is considered relevant to the
domain. The text encoding of the web page is also
detected based on the HTTP Content-Encoding
header and the charset part of the Content-Type
header, and if needed, the content is converted into
UTF-8. Besides default conversion, special care is
taken for normalization of specific characters like
no break space, narrow no-break space, three-per-
em space, etc.

3.3 Cleaner

Apart from its textual content, a typical web page
also contains boilerplate, i.e. "noisy" elements like
navigation headers, advertisements, disclaimers,
etc., which are of only limited or no use for the pro-
duction of good-quality language resources. For
removing boileplate, we use a modified version of
Boilerpipe 9 (Kohlschütter et al, 2010) that also
extracts structural information like title, heading
and list item. At this stage, text is also segmented
in paragraphs on the basis of specific HTML tags
like<p>, <br> and<li>. Paragraphs judged to be
boilerplate and/or detected as titles, etc. are prop-
erly annotated (see Subsection 3.7).

3.4 Language Identifier

The next processing module deals with language
identification. We use the Cybozu10 language
identification library that considers n-grams as fea-
tures and exploits a Naive Bayes classifier for lan-
guage identification. If a web page is not in the
targeted language, its only further use is in extrac-
tion of new links. Even though the main content of
a web page is in the targeted language, it is likely
that the web page includes a few paragraphs that
are not in this language.Thus, the language iden-
tifier is also applied on each paragraph and marks
them properly (see Subsection 3.7).

3.5 Text Classifier

The aim of this module is to identify if a page
that is normalized and in the targeted language
contains data relevant to the targeted domain. To

8http://tika.apache.org
9http://code.google.com/p/boilerpipe/
10http://code.google.com/p/language-detection/

this end, the content of the page is compared
to a user-provided domain definition. Following
the string-matching method adopted by the Com-
bine web crawler, the definition consists of term
triplets (<relevance weight, (multi-word) term,
subdomain>) that describe a domain and, option-
ally, subcategories of this domain. Language-
dependent stemmers from the Lucene11 project
are used to stem user-provided terms and docu-
ment content. Based on the number of terms’ oc-
currences, their location in the web page and the
weights of found terms, a page relevance score p
is calculated as follows:

p =
N∑

i=1

4∑
j=1

nij · wt
i · wl

j ,

whereN is the amount of terms in the domain def-
inition, wt

i is the weight of term i, wl
j is the weight

of location j and nij denotes the number of occur-
rences of term i in location j. The four discrete
locations in a web page are title, metadata, key-
words, and plain text, with respective weights of
10, 4, 2, and 1.
Moreover, the amount of unique domain terms

found in the main content of the page, m, is calcu-
lated. Then, the values p andm are compared with
two predefined thresholds (t1 and t2) and if both
values are higher than the thresholds, the web page
is categorized as relevant to the domain and stored.
It is worth mentioning that the user can affect the
strictness of the classifier by setting the values of
both thresholds in the crawler's configuration file.

3.6 Link Extractor
Even when a web page is not stored (because it
was deemed irrelevant to the domain, or not in
the targeted language), its links are extracted and
added to the list of links scheduled to be visited.
Since the crawling strategy is a critical issue for
a focused crawler, the links should be ranked and
the most promising links (i.e. links that point to
"in-domain" web pages or candidate translations)
should be followed first. To this end, a score sl is
calculated for each link l as follows:

sl = c + p/L +
N∑

i=1
ni · wi

where L is the amount of links originating from
the source page, N is the amount of terms in the
domain definition, ni denotes the number of occur-
rences of the i-th term in the link's surrounding text
and wi is the weight of the i-th term. By using this

11http://lucene.apache.org/
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formulation, the score link is mainly influenced by
the "domainess" of its surrounding text.
The parameter c is only added in case the

crawler is used for building bilingual collections.
It gets a high positive value if the link under con-
sideration originates from a web page in L1 and
"points" to a web page that is probably in L2.
This is the case when, for example, L2 is Ger-
man and the anchor text contains strings like "de",
"Deutsch", etc. The insertion of this parameter
forces the crawler to visit candidate translations
before following other links.

3.7 Exporter
The Exporter module generates an XML file for
each stored web document. Each file contains
metadata (e.g. language, domain, URL, etc.)
about the corresponding document inside a header
element. Moreover, a <body> element contains
the content of the document segmented in para-
graphs. Apart from normalized text, each para-
graph element <p> is enriched with attributes pro-
viding more information about the process out-
come. Specifically, <p> elements in the XML
files may contain the following attributes: i)
crawlinfo with possible values boilerplate, mean-
ing that the paragraph has been considered boil-
erplate (see Subsection 3.3), or ooi-lang, meaning
that the paragraph is not in the targeted language;
ii) typewith possible values: title, heading and lis-
titem; and iii) topicwith a string value including all
terms from the domain definition detected in this
paragraph.

3.8 De-duplicator
Ignoring the fact12 that the web contains many
near-duplicate documents could have a negative
effect in creating a representative corpus. Thus,
the crawler includes a de-duplicator module that
represents each document as a list containing the
MD5 hashes of the main content's paragraphs, i.e.
paragraphs without the crawlinfo attribute. Each
document list is checked against all other docu-
ment lists, and for each candidate pair, the inter-
section of the lists is calculated. If the ratio of
the intersection cardinality to the cardinality of the
shortest list is more than 0.8, the documents are
considered near-duplicates and the shortest is dis-
carded.

12Baroni et al. (2009) reported that during building of the
Wacky corpora, the amount of collected documents was re-
duced by more than 50% after de-duplication.

3.9 Pair Detector

After in-domain pages are downloaded, the Pair
Detector module uses two complementary meth-
ods to identify pairs of pages that could be con-
sidered parallel. The first method is based on co-
occurrences, in two documents, of images with the
same filename, while the second takes into account
structural similarity.
In order to explain the workflow of the pair de-

tection module, we will use the multilingual web-
site http://www.suva.ch as a running exam-
ple. Crawling this website using the processes de-
scribed in previous subsections provides a pool of
707 HTML files (and their exported XML counter-
parts) that are found relevant to the H&S domain
and in the targeted DE and IT languages (376 and
331 files, respectively).
Each XML file is parsed and the following

features are extracted: i) the document lan-
guage; ii) the depth of the original source page,
(e.g. for http://domain.org/d1/d2/d3/
page.html, depth is 4); iii) the amount of para-
graphs; iv) the length (in terms of tokens) of the
clean text; and v) the fingerprint of the main con-
tent, which is a sequence of integers that represent
the structural information of the page, in a way
similar to the approach described by Esplà-Gomis
and Forcada (2010). For instance, the fingerprint
of the extract in Figure 2 is [-2, 28, 145, -4, 9, -3,
48, -5, 740] with boilerplate paragraphs ignored; -
2, -3 and -4 denote that the type attributes of corre-
sponding<p> elements have title, heading and lis-
titem values, respectively; -5 denotes the existence
of the topic attribute in the last <p>; and positive
integers are paragraph lengths in characters.
The language feature is used to filter out pairs of

files that are in the same language. Pages that have
a depth difference above 1 are also filtered out, on
the assumption that it is very likely that translations
are found at the same or neighbouring depths of the
web site tree.
Next, we extract the filenames of the images

from HTML source and each document is repre-
sented as a list of image filenames. Since it is very
likely that some images appear inmanyweb pages,
we count the occurrence frequency of each image
and discard relatively frequent images (i.e. Face-
book and Twitter icons, logos etc.) from the lists.
In order to classify images into "critical" or

"common" (see Figure 3) we need to calcu-
late a threshold. In principle, one should ex-
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<p type="title">Strategia degli investimenti</p> <!-- -2, 28-->
<p >I ricavi degli investimenti sono un elemento essenziale per finanziare le

rendite e mantenere il potere d'acquisto dei beneficiari delle rendite.</p>
<!--145-->

<p type="listitem">Document:</p> <!-- -4, 9 -->
<p crawlinfo="boilerplate" type="listitem">Factsheet "La strategia d'investimento

della Suva in sintesi" (Il link viene aperto in una nuova finestra) </p> <!--
ignored -->

<p type="heading">Perché la Suva effettua investimenti finanziari?</p> <!-- -3,
48-->

<p topic="prevenzione degli infortuni;infortunio sul lavoro">Nonostante i molti
sforzi compiuti nella prevenzione degli infortuni sul lavoro e nel tempo libero
ogni anno accadono oltre 2500 infortuni con conseguenze invalidanti o mortali.
In questi casi si versa una rendita per invalidità agli infortunati oppure una
rendita per orfani o vedovile ai superstiti. Nello stesso anno in cui
attribuisce una rendita, la Suva provvede ad accantonare i mezzi necessari a
pagare le rendite future. La maggior parte del patrimonio investito dalla Suva è
rappresentato proprio da questi mezzi, ossia dal capitale di copertura delle
rendite. La restante parte del patrimonio è costituta da accantonamenti per
prestazioni assicurative a breve termine come le spese di cura, le indennità
giornaliere e le riserve.</p> <!-- -5, 740-->

Figure 2: An extract of an XML file for an Italian web page relevant to the H&S domain.

Figure 3: Critical (dashed) and common (dotted) images in a multilingual (EN/DE) site.

pect that low/high frequencies correspond to "crit-
ical"/"common" images. We employ a non-
parametric approach for estimating the probabil-
ity density function (Alpaydin, 2010) of the image
frequencies using the following formula:

p̂(x) = 1
Mh

M∑
t=1

K(x−xt

h )

where the random variable x defines the positions
(i.e. images frequencies) at which the p̂(x) will be
estimated, M is the amount of images, xt denotes
the values of data samples in the region of width
h around the variable x, and K(·) is the normal
kernel that defines the influence of values xt in the
estimation of p̂(x). The optimal value for h, the
optimal bandwidth of the kernel smoothing win-
dow, was calculated as described in Bowman and
Azzalini (1997).
Figure 4 illustrates the normalized histogram of

image frequencies in the example collection and
the estimated probability density function. One
can identify a main lobe in the low values, which
corresponds to "critical" images. Thus, the thresh-
old is chosen to be equal to the minimum just af-
ter this lobe. The underlining assumption is that if
a web page in L1 contains image(s) then the web
page with its translation in L2 will contain more or
less the same images. In case this assumption is not
valid for a multilingual site (i.e. there are only im-
ages that appear in all pages, e.g. template icons),
probably all images will be included. To eliminate
this, we discard images that exist in more than 10%
of the total HTML files.

Following this step, each document is exam-
ined against all others and two documents are con-
sidered parallel if a) the ratio of their paragraph
amounts (the ratio of their lengths in terms of para-
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Figure 4: The normalized histogram and the esti-
mated pdf of the image frequencies.

graphs), b) the ratio of their clean text lengths (in
terms of tokens), and c) the Jaccard similarity co-
efficient of their image lists, are higher than em-
pirically predefined thresholds.
More pairs are detected by examining structure

similarity. Since the XML files contain informa-
tion about structure, content (i.e. titles, headings,
list items) and domain specificity (i.e. paragraphs
with the topic attribute), we use these files instead
of examining the similarity of the HTML source.
A 3-dimensional feature vector is constructed for
each candidate pair of parallel documents. The
first element in this vector is the ratio of their fin-
gerprint lengths, the second is the ratio of their
sizes in paragraphs, and the third is the ratio of the
edit distance of the fingerprints of the two docu-
ments to the maximum fingerprint length. Clas-
sification of a pair as parallel is achieved using a
soft-margin polynomial Support Vector Machine
trained with the positive and negative examples
collected during our previous work (Pecina et al.,
2012). Note that the dataset included only candi-
date pairs that met the criteria regarding the ratio
of paragraphs amounts and the ratio of text lengths,
mentioned above. As a result, negative instances
(i.e. pairs of documents that have similar structure
but are not real pairs) did not heavily outnumber
positive ones and thus the training was not imbal-
anced (Akbani et al., 2004).

4 Bootstrapping the input of the focused
crawler

In the work presented in previous sections, we as-
sumed that users had access to already existing
lists of seed terms and URLs for the initializa-

tion of the frontier and the classifier. But what if
manually compiled resources for a particular do-
main/language(s) combination (e.g. ES/FR termi-
nology for endocrinology or lists of EN/DE web
sites related to floriculture) are impossible or diffi-
cult to find? Can we bootstrap such resources and
provide them to users for post-editing? In this sec-
tion, we present ongoing work towards this goal
using the category graph and the external links of
multilingual editions of Wikipedia.
We initialize the bootstrapping process by

searching for a term defining the domain of in-
terest (e.g. "ballet", "automotive accessories") in
the category graph of the EN wikipedia. If a cat-
egory is found, we recursively collect all pages in
this category and its subcategories for a predefined
depth. For each page we extract its title and we
consider it a term that can participate in a list of
domain-related seed terms. We use a set of pattern
matching rules that exclude certain titles like those
of disambiguation and redirect pages. Other rules
exclude titles that refer to lists of related pages or
titles that use upper case or title case and are proba-
bly abbreviations and named entities, respectively.
Obviously, in a different setting where, for exam-
ple, a user is interested in discovering named enti-
ties related to a domain, these titles should be han-
dled differently.
The next step involves utilizing the links from

each EN page to articles in wikipedias written in
other languages. Based on which languages we are
interested in, we again consider each title a seed
term in language LANG, this time also storing the
information that the term is also a LANG transla-
tion of the EN term.
During traversing the EN category graph and

visiting corresponding articles in other languages,
we also populate a list of seed URLs for the fo-
cused crawler, by keeping record of all links to
URLs outside wikipedia.org. At this stage,
we have all necessary resources to initiate mono-
lingual focused crawls in each language we are in-
terested in.
An optional last stage targets the automatic dis-

covery of sites with multilingual content where
parallel documents can be extracted from. During
this stage, we visit each of the external links we
collected and detect the language of the web page
this link points to. From this web page, we extract
its links and examine whether the anchor text of
each link matches a set of patterns indicating that
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this link points to a translation (in a way similar to
the process described in Subsection 3.6). If trans-
lation links are found, we store the site as a candi-
date for bilingual focused crawling. Also, since it
is common that links to multilingual editions of a
web site are not present in all of its pages, we re-
peat the same process for the home page of the site.
Notice that it is a task for the FC to detect whether
these sites (or one of their sections) also contain
parallel documents in the targeted domain.
In a first set of experiments following this ap-

proach, we used September 2012 snapshots13 for
English, French, German, Greek, Portuguese and
Spanish wikipedias (EN, FR, DE, EL, PT and ES,
respectively). Although we leave detailed eval-
uation of created resources for future work, we
present as example output a list of terms related to
"Flowers" in Table 1. Notice that, since the num-
ber of articles of multilingual wikipedias varies
considerably, the term list extracted for languages
like EL is, as expected, smaller compared, for ex-
ample, to the 547 and 293 terms collected for EN
and ES, respectively. Finally, using the URLs ex-
tracted from the articles on the "Flowers" domain,
Table 2 contains a sample of web sites detected for
containing relevant multilingual content.

5 Evaluation Results

In order to assess the quality of the resources that
ILSP-FC can produce, we evaluated it in a task of
acquiring pairs of parallel documents in German
and Italian for the "Health & Safety at work" (Ar-
beitsschutz/Sicurezza sul lavoro) domain. We as-
sume that this task is relatively difficult, i.e. that
the number of documents in this domain and pair of
languages is relatively small in the web. Overall,
our system delivered 807 document pairs for H&S,
containing 1.40 and 1.21 million tokens for IT and
DE, respectively. Numbers refer to tokens in the
main content of the acquired web pages, i.e. to to-
kens in paragraphs without the attribute crawlinfo
(see Subsection 3.7).
A sample of the acquired corpora were evalu-

ated against a set of criteria discussed in the fol-
lowing subsections. We randomly selected 103
document pairs for manual inspection. The sample
size was calculated according to a 95% confidence
level and an at most 10% confidence interval.

13We use the JavaWikipedia Library (Zesch et al., 2008) to
convert each snapshot into a database that allows structured
access to several aspects of categories, articles, sections etc.

5.1 Parallelness

The number of the correctly identified parallel doc-
ument pairs was obviously critical in this particular
evaluation setting. We focused on the precision of
the pair detector module, since it is not feasible to
count how many pairs were missed. In the subset
examined, 94 and 4 document pairs were judged as
parallel and not parallel, respectively. The other
5 pairs were considered borderline cases, where
more than 20% of the sentences in one document
were translated in the other. Since about 95% of
the crawled data are of good or sufficiently good
quality, this shows that they are usable for further
processing, e.g. for sentence alignment.

5.2 Domain specificity

We next evaluated how many documents in the se-
lected data fit the targeted domain in both the IT
and the DE partitions. The overall precision was
about 77%, with 79 IT documents and 80DE docu-
ments found relevant to the narrow domain chosen
for evaluation.
Reported results on text-to-topic classification

sometimes score higher; however they neglect a
critical factor of influence, namely the distance be-
tween training and prediction datasets. In the "real
world", scores between 75% and 85% are realistic
to assume. It should be mentioned that the preci-
sion of the topic classifier strongly depends on the
quality of the seed terms: by inspecting results,
modifying the seed term list and re-crawling, re-
sults could easily be improved further.

5.3 Language identification

Since the language identifier is applied on every
paragraph of the main content of each web page,
we examined how many of the paragraphs have
been marked correctly. Overall, 5223 and 4814
paragraphs of IT and DE documents were checked
and only 13 and 65wrong assignments were found,
respectively.
Most errors (about 80%) were found in a sin-

gle document with a lot of tokens denoting chem-
ical substances that seem to confuse the language
identifier. When excluding this document, figures
rise to 99,67% and 99,95% for the DE and IT par-
titions, respectively. The rest of the errors mainly
occurred in paragraphs containing sentences in dif-
ferent languages.
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EN: 547 DE: 255 EL: 22 ES: 293 FR: 286 IT: 143 PT: 164
Gardenia Gardenien Γαρδένια Gardenia Gardénia Gardenia Gardenia
Calendula Ringelblumen Καλέντουλα Calendula Calendula Calendula Calendula
Lilium Lilien Κρίνο Lilium Lys Lilium Lírio
Peony Pfingstrosen Παιώνια Paeoniaceae Pivoine Paeonia Paeoniaceae
Tulip Tulpen Τουλίπα Tulipa Tulipe Tulipa Tulipa
Flower Blüte Άνθος Flor Fleur Fiore Flor
Crocus Krokusse Κρόκος Crocus Crocus Crocus Crocus
Anemone Windröschen Ανεμώνη Anemone Anémone Anemone Anemone

Table 1: Sample seed terms for the "Flowers" domain in 7 languages, collected automatically frommulti-
lingual editions ofWikipedia. The header of the table refers to the total terms collected for each language.

Wikipedia article Seed URL WebSite Langs
EN: Omphalodes_verna http://goo.gl/msyIc http://www.luontoportti.com de,en,es,fr
ES: Tropaeolum http://goo.gl/Ec5uK http://www.chileflora.com de,en,es
EN: Erythronium americanum http://goo.gl/nEP2L http://wildaboutgardening.org en,fr
DE: Nickendes_Leimkraut http://goo.gl/nuHNe http://www.wildblumen.at de,en,pt
DE: Titanenwurz http://goo.gl/rLl9W http://www.wilhelma.de de,en

Table 2: Automatically detected web sites with multilingual content related to the "Flowers" domain.
Column 1 presents the original LANG.wikipedia.org article from which the (shortened for readability
purposes) seed URLs in column 2 were extracted. The seed URLs led to the 3rd column web sites, in
which content in the languages of the 4th column was found.

5.4 Boilerplate removal
For this evaluation aspect, we evaluated howmany
"good" paragraphs were judged to be boilerplate,
and how many "bad" paragraphs were missed. We
examined 23178 and 23176 paragraphs of IT and
DE documents and found 2326 and 2591 errors
with an overall error rate around 10%. It should
be noted that different strategies for boilerplate re-
moval can be followed. One "classical" option is to
remove everything that does not belong to the text,
i.e. headers, advertisements etc. that "frame" real
content. Another option is to attempt to remove
everything which is irrelevant for MT sentence
alignment; this goes beyond the first approach as it
also removes short textual chunks, copyright dis-
claimers, etc. Most of the errors reported herewere
mainly due to this difference; i.e. they were para-
graphs that were deemed not usable for MT align-
ment.

6 Conclusions and future work

In this paper we described and evaluated ILSP-FC,
a system for mining domain-specific monolingual
and bilingual corpora from the web. The system
is available as open-source and is modular in the
sense that each of its components can be easily sub-

stituted with similar software performing the same
functionalities. The crawler can also be tested via
web services that allow the user to perform exper-
iments without the need to install it.
We have already used the crawler in producing

monolingual and parallel corpora and other deriva-
tive resources. Evaluation has shown that the sys-
tem can be used effectively in collecting resources
of high quality, provided that the user can initial-
ize it with lists of seed terms and URLs that can be
easily found on the web. For domains for which
no similar lists are available, we presented ongo-
ing work for bootstrapping them frommultilingual
editions of Wikipedia. Future work includes eval-
uation and improvement of the bootstrapping com-
ponent, more sophisticated methods for text clas-
sification, and grouping of collected data based on
genre.
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Abstract

The paper explores the options for build-
ing bilingual dictionaries by automated
methods. We define the notion ‘ba-
sic vocabulary’ and investigate how well
the conceptual units that make up this
language-independent vocabulary are cov-
ered by language-specific bindings in 40
languages.

Introduction

Globalization increasingly brings languages in
contact. At the time of the pioneering IBM work
on the Hansard corpus (Brown et al., 1990), only
two decades ago, there was no need for a Basque-
Chinese dictionary, but today there is (Saralegi et
al., 2012). While the methods for building dic-
tionaries from parallel corpora are now mature
(Melamed, 2000), there is a dearth of bilingual or
even monolingual material (Zséder et al., 2012),
hence the increased interest in comparable cor-
pora.

Once we find bilingual speakers capable of car-
rying out a manual evaluation of representative
samples, it is relatively easy to measure the pre-
cision of a dictionary built by automatic meth-
ods. But measuring recall remains a challenge, for
if there existed a high quality machine-readable
dictionary (MRD) to measure against, building a
new one would largely be pointless, except per-
haps as a means of engineering around copyright
restrictions. We could measure recall against Wik-
tionary, but of course this is a moving target, and
more importantly, the coverage across language
pairs is extremely uneven.

What we need is a standardized vocabulary re-
source that is equally applicable to all language
pairs. In this paper we describe our work toward
creating such a resource by extending the 4lang
conceptual dictionary (Kornai and Makrai, 2013)

to the top 40 languages (by Wikipedia size) using
a variety of methods. Since some of the resources
studied here are not available for the initial list of
40 languages, we extended the original list to 50
languages so as to guarantee at least 40 languages
for every method. Throughout the paper, results
are provided for all 50 languages, indicating miss-
ing data as needed.

Section 1 outlines the approach taken toward
defining the basic vocabulary and translational
equivalence. Section 2 describes how Wiktionary
itself measures up against the 4lang resource
directly and after triangulation across language
pairs. Section 2.3 and Section 2.4 deals with ex-
traction from multiply parallel and near-parallel
corpora, and Section 3 offers some conclusions.

1 Basic vocabulary

The idea that there is a basic vocabulary composed
of a few hundred or at most a few thousand ele-
ments has a long history going back to the Renais-
sance – for a summary, see Eco (1995). The first
modern efforts in this direction are Thorndike’s
(1921) Word Book, based entirely on frequency
counts (combining TF and DF measures), and
Ogden’s (1944) Basic English, based primarily
on considerations of definability. Both had last-
ing impact, with Thorndike’s approach forming
the basis of much subsequent work on readabil-
ity (Klare 1974, Kanungo and Orr 2009) and
Ogden’s forming the basis of the Simple En-
glish Wikipedia1. An important landmark is the
Swadesh (1950) list, which puts special emphasis
on cross-linguistic definability, as its primary goal
is to support glottochronological studies.

Until the advent of large MRDs, the frequency-
based method was much easier to follow, and
Thorndike himself has extended his original list of
ten thousand words to twenty thousand (Thorndike

1http://simple.wikipedia.org
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1931) and thirty thousand (Thorndike and Lorge
1944). For a recent example see Davies and Gard-
ner (2010), for a historical survey see McArthur
(1998). The main problem with this approach is
the lack of clear boundaries both at the top of the
list, where function words dominate, and at the
bottom, where it seems quite arbitrary to cut the
list off after the top three hundred words (Diedrich
1938), the top thousand, as is common in foreign
language learning, or the top five thousand, es-
pecially as the frequency curves are generally in
good agreement with Zipf’s law and thus show no
obvious inflection point. The problem at the top
is perhaps more significant, since any frequency-
based listing will start with the function words
of the language, characterizing more its grammar
than its vocabulary. For this reason, the list is
highly varied across languages, and what is a word
(free form) in one language, like English the, often
ends up as an affix (bound form) in another, like
the Romanian suffix -ul. By choosing a frequency-
based approach, we inevitably put the emphasis on
comparing grammars and morphologies, instead
of comparing vocabularies.

The definitional method is based on the assump-
tion that dictionaries will attempt to define the
more complex words by simpler ones. Therefore,
starting with any word list L, the list D(L) ob-
tained by collecting the words appearing on the
right-hand side of the dictionary definitions will
be simpler, the list D(D(L)) obtained by repeat-
ing the method will be yet simpler, and so on, un-
til we arrive at an irreducible list of basic words
that can no longer be further simplified. Mod-
ern MRDs, starting with the Longman Dictionary
of Contemporary English (LDOCE), generally en-
force a strict list of words and word senses that can
appear in definitions, which guarantees that the ba-
sic list will be a subset of this defining vocabulary.
This method, while still open to charges of arbi-
trariness at the high end, in regards to the separa-
tion of function words from basic words, creates a
bright line at the low end: no word, no matter how
frequent, needs to be included as long as it is not
necessary for defining other words.

In creating the 4lang conceptual dictionary
(Kornai and Makrai, 2013), we took advantage
of the fact that the definitional method is robust
in terms of choosing the seed list L, and built a
seed of approximately 3,500 entries composed of
the Longman Defining Vocabulary (2,200 entries),

the most frequent 2,000 words according to the
Google unigram count (Brants and Franz 2006)
and the BNC, as well as the most frequent 2,000
words from Polish (Halácsy et al 2004) and Hun-
garian (Kornai et al 2006). Since Latin is one of
the four languages supported by 4lang (the other
three being English, Polish, and Hungarian), we
added the classic Diederich (1938) list and Whit-
ney’s (1885) Roots.

The basic list emerging from the iteration has
1104 elements (including two bound morphemes
but excluding technical terms of the formal seman-
tic model that have no obvious surface reflex). We
will refer to this as the basic or uroboros set as it
has the property that each of its members can be
defined in terms of the others, and we reserve the
name 4lang for the larger set of 3,345 elements
from which it was obtained. Since 4lang words
can be defined using only the uroboros vocabu-
lary, and every word in the Longman Dictionary
of Contemporary English can be defined using the
4lang vocabulary (since this is a superset of LDV),
we have full confidence that every sense of every
non-technical word can be defined by the uroboros
vocabulary. In fact, the Simple English Wikipedia
is an attempt to do this (Yasseri et al., 2012) based
on Ogden’s Basic English, which overlaps with the
uroboros set very significantly (Dice 0.527).

The lexicographic principles underlying 4lang
have been discussed elsewhere (Kornai, 2012;
Kornai and Makrai, 2013), here we just summa-
rize the most salient points. First, the system is
intended to capture everyday vocabulary. Once
the boundaries of natural language are crossed,
and goats are defined by their set of genes (rather
than an old-fashioned taxonomic description in-
volving cloven hooves and the like), or derivative
is defined as lim∆→0(f(x + ∆) − f(x))/∆, the
uroboros vocabulary loses its grip. But for the
non-technical vocabulary, and even the part of the
technical vocabulary that rests on natural language
(e.g. legal definitions or the definitions in philos-
ophy and discursive prose in general), coverage
of the uroboros set promises a strategy of grad-
ually extending the vocabulary from the simple
to the more complex. Thus, to define Jupiter as
‘the largest planet of the Sun’, we need to define
planet, but not large as this item is already listed in
the uroboros set. Since planet is defined ‘as a large
body in space that moves around a star’, by substi-
tution we will obtain for Jupiter the definition ‘the
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largest body in space that moves around the Sun’
where all the key items large, body, space, move,
around are part of the uroboros set. Proper nouns
like Sun are discussed further in (Kornai, 2010),
but we note here that they constitute a very small
proportion (less than 6%) of the basic vocabulary.

Second, the ultimate definitions of the uroboros
elements are given in the formal language of ma-
chines (Eilenberg, 1974), and at that level the En-
glish words serve only a mnemonic purpose, and
could in principle be replaced by any arbitrary
names or even numbers. Because this would make
debugging next to impossible, as in purposely ob-
fuscated code, we resort to using English print-
names for each concept, but it is important to keep
in mind that these are only weakly reflective of
the English word. For example, the system relies
heavily on an element has that indicates the pos-
sessive relation both in the direct sense, as in the
Sun’s planet, the planet of the Sun and in its more
indirect uses, as in John’s favorite actress where
there is no question of John being in possession
of the actress. In other languages, has will gen-
erally be translated by morphemes (often bound
morphemes) indicating possession, but there is no
attempt to cross-link all relevant uses. The el-
ement has will appear in the definition of Latin
meus and noster alike, but of course there is no
claim that English has underlies the Latin senses.
If we know how to express the basic vocabulary
elements in a given language, which is the task we
concentrate on here, and how to combine the ex-
pressions in that language, we are capable of defin-
ing all remaining words of the language.

In general, matching up function words cross-
linguistically is an extremely hard task, especially
as they are often expressed by inflectional mor-
phology and our workflow, which includes stem-
ming, just strips off the relevant elements. Even
across languages where morphological analysis is
a solved task, it will take a great deal of man-
ual work to establish some form of translational
equivalence, and we consider the issue out of
scope here. But for content words, the use of
language-independent concepts simplifies matters
a great deal: instead of finding

(40
2

)
translation

pairs for the 3,384 concepts that already have man-
ual bindings in four languages (currently, Latin
and Polish are only 90% complete), our goal is
only to find reasonable printnames for the 1,104
basic concepts in all 40 languages. Translation

pairs are only obtained indirectly, through the con-
ceptual pivot, and thus do not amount to fully valid
bilingual translation pairs. For example, he-goat
in one language may just get mapped to the con-
cept goat, and if billy-goat is present in another
language, the strict translational equivalence be-
tween the gendered forms will be lost because
of the poverty of the pivot. Nevertheless, rough
equivalence at the conceptual level is already a
useful notion, especially for filtering out candidate
pairs produced by more standard bilingual dictio-
nary building methods, to which we now turn.

2 Wiktionary

Wiktionary is a crowdsourced dictionary with
many language editions that aim at eventually
defining ‘all words’. Although Wiktionary is pri-
marily for human audience, since editors are ex-
pected to follow fairly strict formatting standards,
we can automate the data extraction to a cer-
tain degree. While not a computational linguistic
task par excellence, undoing the MediaWiki for-
mat, identifying the templates and simply detect-
ing the translation pairs requires a great deal of
scripting. Some Wiktionaries, among others the
Bulgarian, Chinese, Danish, German, Hungarian,
Korean, and Russian, are formatted so heteroge-
neously that automated extraction of translation
pairs is very hard, and our results could be further
improved.

Table 1 summarizes the coverage of Wiktionary
on the basic vocabulary from the perspective of
translation pairs with one manual member, En-
glish, Hungarian, Latin, and Polish respectively.
The last column represents the overall coverage
combining all four languages. As can be seen,
the better resourced languages fare better in Wik-
tionary as well, with the most translations found
using English as the source language (64.9% on
the smaller basic set, and 64% on the larger 4lang
vocabulary), Polish and Hungarian faring about

Table 1: 4lang coverage of Wiktionary data.

Based on

en hu la pl all

4lang 59.43 22.09 7.9 19.6 64.01
uroboros 60.29 22.88 9.11 21.09 64.91
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equally well, although the Polish list of 4lang has
more missing bindings, and the least resourced
Latin faring the worst.

Another measure of coverage is obtained by
seeing how many language bindings are found on
the average for each concept: 65% on 4lang and
64% for the basic set (32 out of the 50 languages
considered here).

2.1 Triangulating

Next we used a simple triangulation method to
expand the collection of translation pairs, which
added new translation pairs if they had been linked
with the same word in a third language. An ex-
ample, the English:Romanian pair guild:breaslă,
obtained through a Hungarian pivot, is shown in
Figure 1.

hu:céh

en:guild ro:breaslă

Figure 1: The non-dashed edge represents transla-
tion pairs extracted directly from the Wiktionaries.
The pair guild–breaslă were found via triangulat-
ing.

While direct translation pairs come from the
manually built Wiktionaries and can be consid-
ered gold (not entirely without reservations, but
clearly over 90% correct in most language pairs
we could manually spot-check), indirect pairs
must be viewed with considerable suspicion, as
multiple word senses bring in false positives quite
often. Using 3,317,861 pairs extracted from 40
Wiktionaries, we obtained a total of 126,895,236
indirect pairs, but in the following table we con-
sider only those that were obtained through at least
two different third-language pivots with the pairs
originating from different Wiktionaries, and dis-
carded the vast majority, leaving 5,720,355 pairs
that have double confirmation. Manual checking
proved that the quality of these pairs is compara-
ble to that of the original data (see Table 7). A
similar method, within one dictionary rather than

Table 2: 4lang coverage of triangulating.

Based on

en hu la pl all

4lang 76.09 64.91 43.25 53.74 85.81
basic 77.81 64.74 48.07 58.55 86.97

Table 3: 4lang coverage of Wiktionary data and
triangulating.

Based on

en hu la pl all

4lang 80.77 65.69 43.63 54.30 86.80
basic 82.07 65.47 48.41 59.13 87.81

across several, was used in (Saralegi et al., 2012)
to remove triangulation noise. Since recall would
be considerably improved by some less aggres-
sive filtering method, in the future we will also
consider improving the similarity scores of our
corpus-based methods using the single triangles
we now discard.

Triangulating by itself improves coverage from
65% to 85.8% (4lang) and from 64% to 87% (ba-
sic), see Table 2. Table 3 shows the combined cov-
erage which is not much different from Table 2 but
considering that the triangulating used the Wik-
tionary data as input, we expected a very large in-
tersection (it turned out to be more than 40% of
the pairs acquired through triangulating). The av-
erage number of language bindings also improves
significantly, to 43.5/50 (4lang) and 44/50 (basic).

2.2 Wikipedia titles

Another crowdsourced method that promises great
precision is comparing Wikipedia article titles
across languages: we extracted over 187m poten-
tial translation pairs this way. Yet the raw data is
quite noisy, for example French chambre points to
English Câmara, an article devoted to the fact that
‘Câmara (meaning ‘chamber’) is a common sur-
name in the Portuguese language’ rather than to
some article on bedroom, room, or chamber. We
filtered this data in several ways. First, we dis-
carded all pairs that contain words that appear five
or fewer times in the frequency count generated
from the language in question. This reduced the
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Table 4: 4lang coverage of Wikipedia interwiki
links (langlinks).

Based on

en hu la pl all

4lang 21.51 14.4 9.54 12.26 31.74
basic 20.7 13.0 10.22 13.43 31.32

number of pairs to 15m. Most of these, unfortu-
nately, are string-identical across languages, leav-
ing us with a total of 6.15m nontrivial translation
pairs. A large portion of these are named entities
that do not always add meaningfully to a bilingual
dictionary.

The average number of language bindings is
16.5 and 12.6 respectively. The combined results
improve slightly as shown in Table 8.

2.3 Parallel texts

Using the Bible as a parallel text in dictionary
building has a long tradition (Resnik et al., 1999).
Somewhat surprisingly in the age of parallel
corpora, the only secular text available in all
our languages is the Universal Declaration of
Human Rights, which is simply too short to add
meaningfully to the coverage obtained on the
Bible. In addition to downloading the collection
at http://homepages.inf.ed.ac.uk/s0787820/bible,
we used http://www.jw.org (for Dutch, Ar-
menian and Korean), www.gospelgo.com (for
Catalan, Kazakh, Macedonian, Malay and
Persian), http://www.biblegateway.com (for
Czech), http://biblehub.com (for English) and
http://www.mek.oszk.hu (for Hungarian). To the
extent feasible we tried to use modern Bible
translations, resorting to more traditional trans-
lations only where we could not identify a more
contemporary version.

The average number of languages with transla-
tions found is 19 (basic) and 17.8 (4lang). These

Table 5: 4lang coverage of the Bible data.

Based on

en hu la pl all

4lang 19.64 15.17 13.78 14.13 35.49
basic 21.47 17.12 15.67 15.78 38.13

numbers are considerably weaker than the crowd-
sourced results, suggesting that the dearth of mul-
tiply parallel texts, even in the best resourced
group of 40 languages, needs to be addressed.

2.4 Comparable texts

Comparable corpora were built from Wikipedia ar-
ticles in the following manner. For each language
pair, we considered those articles that mutually
linked each other, and took the first 50 words, ex-
cluding the title itself. Article pairs whose length
differed drastically (more than a factor of five)
were discarded.

Table 6: 4lang coverage of the dictionary extracted
from Wikipedia as comparable corpora.

Based on

en hu la pl all

4lang 5.58 5.66 4.30 4.96 16.00
basic 5.70 5.86 4.93 5.39 16.77

The 4lang coverage based solely on the trans-
lations acquired from comparable corpora is pre-
sented in Table 6. The average number of lan-
guages with translations found is 8 (basic) and 8.4
(4lang).

2.5 Evaluation

We used manual evaluation for a small subset of
language pairs. Human annotators received a sam-
ple of 100 translation candidate-per-method. The
samples were selected from translations that were
found by only one method, as we suspect that
translations found by several methods are more
likely to be correct. Using this strict data selection

Table 7: Manual evaluation of extracted pairs that
do not appear in more than one dictionary.

Wikt Tri Title Par Comp

cs-hu 82 81 95 41 40
de-hu 92 87 96 46 68
fr-hu 76 80 89 43 54
fr-it 79 79 92 43 36

hu-en 87 75 92 28 63
hu-it 94 93 93 35 61
hu-ko 87 85 99 N/A N/A

avg 85.3 82.9 93.7 39.3 53.7

56



criterion we evaluated the added quality of each
method. Results are presented in Table 7. It is
clear that set next to the crowdsourced methods,
dictionary extraction from either parallel or com-
parable corpora cannot add new translations with
high precision. When high quality input data is
available, triangulating appears to be a powerful
yet simple method.

3 Conclusions and future work

The major lesson emerging from this work is that
currently, crowdsourced methods are considerably
more powerful than the parallel and comparable
corpora-based methods that we started with. The
reason is simply the lack of sufficiently large par-
allel and near-parallel data sets, even among the
most commonly taught languages. If one is actu-
ally interested in creating a resource, even a small
resource such as our basic vocabulary set, with
bindings for all 40 languages, one needs to engage
the crowd.

Table 8: Summary of the increase in 4lang cover-
age achieved by each method. Wikt: Wiktionary,
Tri: triangulating, WPT: Wikipedia titles, Par: the
Bible as parallel corpora, WPC: Wikipedia articles
as comparable corpora

Src Set Based on

en hu la pl all

Wikt 4lang 59.43 22.09 7.90 19.6 64.01
basic 60.29 22.88 9.11 21.09 64.91

Tri 4lang 80.77 65.69 43.63 54.3 86.8
basic 82.07 65.47 48.41 59.13 87.81

WPT 4lang 81.39 66.27 44.2 54.66 87.39
basic 82.51 65.86 48.89 59.53 88.17

Par 4lang 82.22 67.35 45.99 55.4 88.22
basic 83.27 67.04 50.62 60.25 88.91

WPC 4lang 81.56 66.49 44.42 54.77 87.58
basic 82.66 66.06 49.14 59.62 88.33

The resulting 40lang resource, cur-
rently about 88% complete, is available
for download at http://hlt.sztaki.hu. The
Wiktionary extraction tool is available at
https://github.com/juditacs/wikt2dict. 40lang,
while not 100% complete and verified, can
already serve as an important addition to existing
MRDs in several applications. In comparing
corpora the extent vocabulary is shared across
them is a critical measure, yet the task is not
trivial even when these corpora are taken from the

same language. We need to compare vocabularies
at the conceptual level, and checking the shared
40lang content between two texts is a good first
cut. Automated dictionary building itself can
benefit from the resource, since both aligners
and dictionary extractors benefit from known
translation pairs.
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Abstract

We present a study on linguistic con-
trast and commonality in English scien-
tific discourse on the basis of a mono-
lingually comparable corpus. The focus
is on selected scientific disciplines at the
boundaries to computer science (compu-
tational linguistics, bioinformatics, digital
construction, microelectronics). The data
basis is the English Scientific Text Cor-
pus (SCITEX) which covers a time range
of roughly thirty years (1970/80s to early
2000s). In particular, we investigate the
disciplinary diversification/relatedness of
scientific research articles in terms of reg-
ister. Our results are relevant for research
on multilingually comparable corpora as
used in machine translation and related re-
search, since they shed new light on the
notion of ‘comparablity’.

1 Introduction: Motivation and Goals

In the context of statistical machine translation,
comparable corpora are typically bilingual, the-
matically similar corpora being utilized to extract
translation equivalents to enrich translation mod-
els. These have proved to be useful, especially for
technically specialized texts or for low resource
languages where parallel corpora are rare (Chiao
and Zweigenbaum (2002); Babych et al. (2007)).

The overarching goal of the paper is to provide
evidence that the notion of comparability com-
monly used in that context is rather coarse and
misses important aspects of linguistic variation.
We report on a set of experiments in which a
monolingually comparable corpus is studied. The
corpus contains specialized, technical texts from
nine scientific disciplines, related to each other by
“interdisciplines” (such as computer science - lin-
guistics - computational linguistics) (cf. Section 2

for details). Our study establishes the linguistic
differences and commonalities between the disci-
plines considered on the basis of the concept of
register, i.e., language variation according to situ-
ational context. Situational context is convention-
ally described in terms of field, tenor and mode of
discourse (Quirk et al., 1985). It has been shown
in numerous corpus-linguistic studies that particu-
lar situational settings have specific linguistic cor-
relates at the level of lexico-grammar in the sense
of clusters of lexico-grammatical features that oc-
cur non-randomly (see notably the work by Biber
and colleagues, e.g., Biber (1988, 1993); Biber
et al. (1999); Biber (2006, 2012)). Collectively,
the linguistic features associated with field, tenor
and mode then give rise to registers. More specif-
ically, field of discourse relates to the topic of a
discourse and is realized lexico-grammatically in
functional verb classes (e.g., activity, communica-
tion, etc.) with corresponding arguments (e.g., Ac-
tor, Goal, Medium, etc.) and adjunct types (e.g.,
Time, Place, Manner, etc.). Tenor of discourse re-
lates to the roles and attitudes of the participants in
a discourse and is realized lexico-grammatically
in mood, modality as well as stance expressions.
Mode of discourse relates to the presentational
function of language and is realized in Theme-
Rheme and Given-New constellations. A register
is then characterized by particular distributions of
lexico-grammatical features according to a given
contextual configuration.

Apart from exhibiting differences in field, tenor
and mode, scientific texts are associated with par-
ticular discourse “styles” such as technicality, ab-
stractness or informational density, which may
again be linguistically realized in different ways
and to different degrees across disciplines. Fur-
thermore, in a highly dynamic social domain, such
as the scientific one, both registers and discourse
styles are relatively versatile and subject to change
(cf. Ure (1971, 1982)). This may, for instance,
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affect conventional phraseology. Finally, register
and stylistic features may be distributed unevenly
across document parts, thus giving rise to varia-
tion according to document structure. In order to
arrive at a comprehensive picture of the linguistic
construal of disciplinarity, we thus need to con-
sider the linguistic encodings according to register
and the linguistic realization of discursive styles as
well as take into account the inherently dynamic
nature of scientific discourse.

Relating this back to the notion of comparabil-
ity, the concept of register may thus provide the
basis for a fine-grained description of comparabil-
ity, as it acknowledges the multi-dimensional na-
ture of linguistic variation.

Our methodology is informed by three sources:
corpus linguistics, linguistic theory and data min-
ing. Standard corpus methods are employed for
the quantification of instances of linguistic fea-
tures that are considered to be relevant indicators
of variation across scientific disciplines and may
be expected to significantly contribute to differ-
ences in language use across disciplines. The the-
oretical basis is provided by Systemic Functional
Linguistics (SFL; Halliday (2004)). The reason
for choosing SFL to inform analysis is its model
of association of contextual variables with lexico-
grammatical domains (cf. above on the notion of
register).

In contrast to other corpus-based studies on reg-
ister, our goal is not to uncover dimensions of vari-
ation or to discover text classes (as e.g. in Biber et
al’s work). The texts in our corpus are taken from
38 journals from nine disciplines (for details see
Section 2) and the text classes are thus extrinsi-
cally defined. We can then think of analysis as a
task of text classification, where we test whether
the extrinsically defined classes have distinctive
linguistic correlates and if so, how well the classes
are distinguished linguistically and which features
contribute most to their distinction. To this end,
we employ data mining techniques, in particular
automatic text classification (see Section 3 for de-
tails). A similar approach to the one developed
here, also working on linguistic variation in the
scientific domain, has been proposed earlier by
Argamon et al. (2008). There is related work
in translation studies by Baroni and Bernardini
(2006) and Volansky et al. (2011), which uses au-
tomatic text classification to describe the specific
properties of translations (‘translationese’). The

earliest work, to our knowledge, combining SFL
with text classification is Whitelaw and Patrick’s
work on spam detection (Whitelaw and Patrick,
2004).

2 Corpus

2.1 Corpus Design and Pre-processing
We have built a corpus composed of English sci-
entific research articles — the English Scientific
Text Corpus (SCITEX; cf. Teich and Fankhauser
(2010) and Degaetano-Ortlieb et al. (forthcom-
ing)) — that covers nine scientific domains and
amounts to approx. 34 million tokens, drawn from
38 sources. SCITEX contains full journal arti-
cles from two time periods, the 1970s/early 1980s
(SASCITEX) and the early 2000s (DASCITEX). We
selected at least two different journals for each dis-
cipline in both time slices. As our focus is on se-

Figure 1: Scientific disciplines in the SCITEX cor-
pus

lected scientific domains at the boundaries to com-
puter science and some other discipline, SCITEX

has a three-way partition: (1) A-subcorpus: com-
puter science, (2) B-subcorpus: computational lin-
guistics, bioinformatics, digital construction and
microelectronics, and (3) C-subcorpus: linguis-
tics, biology, mechanical engineering and elec-
trical engineering, as shown in Figure 1. In the
present paper, we are mainly interested in the lin-
guistic evolution of the inter-/transdisciplinary do-
mains represented by the B-subcorpus, as these
are the ones that have emerged in the given time
frame (1970s/80s to present). We term these do-
mains contact disciplines, since they have come
about through contact between two existing dis-
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ciplines (here: computer science and another es-
tablished discipline represented in the A and C
subcorpora, which we term seed disciplines). The
main question we are interested in is whether the
seed and contact disciplines have clearly distin-
guishable linguistic correlates in terms of register.

The text sources for SCITEX are full academic
articles in the form of PDF files. These files were
converted to plain text using an existing commer-
cial software including optical character recogni-
tion (OCR).

In further processing we follow the common
practices in corpus linguistics by (a) accounting
for relevant metadata (e.g., author, title, jour-
nal, year of publications) and document structure
(e.g., abstract, conclusion), and (b) using stan-
dard tools for preprocessing (e.g., tokenization,
tagging, lemmatization, etc.). For corpus query,
we employ the Corpus Query Processor (CQP)
(CWB; Evert, 2004) which works on the basis of
regular expressions. Utilities of CQP allow for the
extraction of distributional information according
to the annotated metadata and document structure.

3 Methods of Analysis

We carry out a diachronic analysis comparing the
two time slices (1970s/80s vs. 2000s) represented
in the SCITEX corpus, aiming to provide answers
to the following questions:

1. How well are the individual disciplines dis-
tinguished?

2. How distinct are the contact disciplines from
their seed disciplines?

Thus, analysis involves comparisons along the
temporal and the disciplinary dimensions.

The hypothesis we have about the outcomes of
our analysis is that disciplines will be better dis-
tinguished from one another over time, including
the contact disciplines, reflecting a process of di-
versification within scientific writing over time.

3.1 Feature Selection
In the first step of analysis we need to determine
which features to investigate. These should be fea-
tures that bring out relevant and significant con-
trasts along the dimensions considered (time, dis-
cipline). For the choice of features potentially
distinguishing individual (scientific) registers, we
draw on SFL’s model of register variation in which
the contextual parameters of field, tenor and mode

are associated with particular lexico-grammatical
domains. Since we want to cover all three con-
textual parameters, we choose at least one fea-
ture for each. For field, we analyze functional
verb classes as well as PoS-patterns that are poten-
tially terminology-forming (e.g. noun-noun struc-
tures); for tenor, we analyze modal verbs and for
mode we analyze theme type as well as conjunc-
tive cohesive relations. As another feature, we an-
alyze n-grams on the basis of PoS combinations
(rather than words), since we have seen in a previ-
ous study that they may be involved in processes
of conventionalization (Kermes and Teich, 2012).

Additionally, on an abstract level, scientific
writing is a highly informational production that is
characterized by technicality, information density
and abstractness (cf. Halliday and Martin (1993)).
Among the linguistic features realizing these prop-
erties are a relatively low type-token ratio (techni-
cality), a relatively high lexical density and low
grammatical intricacy (information density) and
the frequent use of nominal categories (nouns, ad-
jectives) (abstractness).

Table 1 displays the features considered in the
analysis together with their associated contextual
variables and/or abstract discourse properties they
instantiate. Features are extracted from the cor-
pus with CQP. For example, simple queries com-
bine part-of-speech and concrete lemmas (e.g.,
[pos=”MD” & lemma=”must|should”]; for modal
verbs). More complex queries work with posi-
tional attributes, linguistic annotations and lists
(e.g., < s >[conj & lemma!=$modal-adverbs]... as
part of the extraction of textual Theme, which is
realized in English as the first constituent in the
clause).

3.2 Feature Evaluation
We employ statistical and machine learning meth-
ods to measure (a) how much individual features
contribute to a possible distinction and (b) how
well corpora are distinguished by these features.
We employ classification techniques by using fea-
ture ranking (Information Gain) to determine the
relative discriminatory force of features, and su-
pervised machine learning (decision trees and sup-
port vector machines) to distinguish between the
scientific registers in SCITEX. For these steps we
use the WEKA data mining platform (Witten and
Eibe, 2005).
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contextual parameter/ feature category feature subcategory
abstract discourse property

FIELD

term patterns NN-of-NN, N-N, ADJ-N

verb classes

activity (e.g., make, show)
aspectual (e.g., start, end)
causative (e.g., let, allow)
communication (e.g., note, describe)
existence (e.g., exist, remain)
mental (e.g., see, know)
occurrence (e.g., change, grow)

TENOR modality
obligation/necessity (e.g., must)
permission/possibility/ability (e.g., can)
volition/prediction (e.g., will)

MODE

theme
experiential theme (e.g, The algorithm...)
interpersonal theme (e.g., Interestingly...)
textual theme (e.g., But...)
additive (e.g., and, furthermore)

conjunctive adversative (e.g., nonetheless, however)
cohesive relations causal (e.g., thus, for this reason)

temporal (e.g., then, at this point)
TECHNICALITY type-token ratio STTR

lexical vs. function words no. of lexical PoS categories

INFORMATION DENSITY

lexical density lexical items per clause/sentence

grammatical intricacy
clauses per sentence
wh-words per sentence
sentence length

ABSTRACTNESS PoS distribution no. of nominal vs. verbal categories

CONVENTIONALIZATION n-grams on PoS basis 2-to-6-grams overall/per section
length of sections tokens per section

Table 1: Features used in analysis

4 Results and Interpretation

Our analysis addresses the question of how dis-
tinctive the subcorpora in SCITEX are comparing
the productions of the 1970/80s with those of the
early 2000s. Considering the diachronic perspec-
tive, we expect to encounter a clearer separation of
individual disciplines overall reflecting a process
of diversification within scientific writing.

The analysis has two parts: First, we calculate
Information Gain of the top twenty features, to see
which features are the most discriminatory ones
across disciplines. Second, we apply automatic
classification, to see how well the subcorpora are
distinguished on the basis of these features.

Table 2 shows the twenty most discriminatory
features for the 70/80s across all subcorpora. The
five highest ranking features are associated with
field (NN: IGain 0.39, LEX: IGain 0.36, commu-
nication verbs: IGain 0.31) and mode (WL: IGain
0.33, LEX/C: IGain 0.32). In the mid range, we
find some tenor features and in the lower range
some other field features as well as document
structure features.

When we compare these results with the ones
for the early 2000s (see Table 3), three main ob-
servations can be made. First, features become

much more pronounced, the IGain values rising
substantially for the top 20 features (1970s/80s
are in the range of 0.23 to 0.39, 2000s are in
the range of 0.31 to 3.1). This includes the nine
features that are identical across SASCITEX and
DASCITEX: existence and communication verbs
as well as adj-n term pattern for field, obliga-
tion modals for tenor, word and sentence length
as well as lexical words per clause for mode, bi-
grams for conventionalization, and length of main
part for document structure, all become more pro-
nounced in DASCITEX (higher IGains) and thus
contribute more to the distinction between disci-
plines. The second observation is that while in
SASCITEX only bi-grams ranges among the top 20
features, in DASCITEX we encounter an increase
in the contribution of gram-based features to the
DASCITEX-internal distinction.1 This may point
to the greater role of conventionalized language in
the distinction between disciplines over time. Ter-
minological studies based on n-grams might indi-
cate a thematic comparability of disciplines. Con-
sider one of the key concepts in computer science,
‘algorithm’. The distribution (per million) across
the nine disciplines in DASCITEX varies greatly:

1Note again that in our analysis, n-grams are based on
parts-of-speech, not words.
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feature IGain contextual parameter discourse property
NN 0.3931 field technicality, abstractness
LEX 0.3647 field technicality
communication 0.3119 field
mental 0.2526 field
existence 0.2372 field
ADV 0.2282 field abstractness
adj-n pattern 0.2253 field technicality
volition 0.3184 tenor
permission 0.2709 tenor
MD 0.2679 tenor
obligation 0.249 tenor
WL 0.3326 mode information density
LEX/C 0.3238 mode information density
SL 0.2974 mode information density
clauses/S 0.287 mode information density
additive 0.2574 mode
WH/S 0.2504 mode information density
bi-grams 0.2382 conventionalization
main 0.2301 document structure
introduction 0.2257 document structure

Table 2: Feature ranking for the 70/80s (SASCITEX): Top 20 features

feature IGain contextual parameter discourse property
existence 0.3987 field
activity 0.3677 field
communication 0.3636 field
STTR 0.3582 field technicality
adj-n pattern 0.3441 field technicality
obligation 0.3548 tenor
LEX/C 3.0803 mode information density
SL 0.5567 mode information density
WL 0.51 mode information density
experiential-theme 0.344 mode
causal 0.3302 mode
main 0.5324 document structure
abstract 0.4981 document structure
n-grams main 0.4925 conventionalization
bi-grams 0.3886 conventionalization
n-grams 0.3706 conventionalization
n-grams abstr 0.3609 conventionalization
n-grams 4 0.3287 conventionalization
n-grams 3 0.3209 conventionalization
n-grams intro 0.3115 conventionalization

Table 3: Feature ranking for the early 2000s (DASCITEX): Top 20 features

computer science (3427), microelectronics (1965),
bioinformatics (1913), digital construction (1735),
computational linguistics (1124), electrical engi-
neering (955), mechanical engineering (129), bi-
ology (59) and linguistics (51). When we look at
the top frequent token n-grams in which algorithm
participates, we find, for example, ‘approximation
algorithm’ which is mostly shared between com-
puter science, the contact discipines and electrical
engineering, ‘learning algorithms’ appears prac-
tically everywhere, and ‘alignment algorithm’ is
almost only mentioned in computational linguis-
tics and bioinformatics (with a few occurrences
in computer science and one in biology). The
stylistics across the disciplines is also notewor-

thy: pure stylistic tri-grams, such as the highly
frequent ‘in order to’, ‘the number of’, ‘based on
the’, ‘as shown in’, etc., are also good discrimi-
nators between different disciplines (cf. Kermes
and Teich (2012)). Finally, at the levels of con-
textual and discourse properties, it can be noted
that features associated with information density
become better discriminators between disciplines
in the 2000s having high IGain values, while tenor
features step back decreasing in number, tending
towards greater uniformity (only one tenor feature
(obligation modals) in the top 20 features in the
2000s compared to four in the 70s/80s).

To see how these data are reflected according to
disciplines, we perfom classification for both cor-
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A B1 B2 B3 B4 C1 C2 C3 C4 total accuracy in %
A 108 2 11 25 1 0 4 6 45 202 53.47
B1 3 22 22 19 7 26 4 9 13 125 17.60
B2 10 21 142 55 30 8 60 60 71 457 31.07
B3 16 24 52 121 32 7 17 37 55 361 33.52
B4 1 4 32 27 91 4 36 45 32 272 33.46
C1 2 24 16 8 1 154 4 6 4 219 70.32
C2 3 6 70 16 22 2 358 30 28 535 66.92
C3 10 10 60 45 44 6 37 137 39 388 35.31
C4 52 25 60 49 39 2 25 24 248 524 47.33

A: Computer Science, B1: Computational Linguistics, B2: Bioinformatics, B3: Digital Construction, B4: Microelectronics,

C1: Linguistics, C2: Biology, C3: Mechanical Engineering, C4: Electrical Engineering

Table 4: Confusion matrix with decision tree for the 70/80s (SASCITEX)

A B1 B2 B3 B4 C1 C2 C3 C4 total accuracy in %
A 156 0 3 4 0 1 1 0 37 202 77.23
B1 1 26 23 11 7 27 3 12 15 125 20.80
B2 2 2 274 47 13 4 32 37 46 457 59.96
B3 8 1 72 156 21 3 16 24 60 361 43.21
B4 0 1 14 8 158 1 49 26 15 272 58.09
C1 2 11 12 0 0 183 0 5 6 219 83.56
C2 2 0 28 4 12 0 463 9 17 535 86.54
C3 3 4 53 18 22 2 40 213 33 388 54.90
C4 30 2 41 25 12 1 24 12 377 524 71.95

A: Computer Science, B1: Computational Linguistics, B2: Bioinformatics, B3: Digital Construction, B4: Microelectronics,

C1: Linguistics, C2: Biology, C3: Mechanical Engineering, C4: Electrical Engineering

Table 5: Confusion matrix with SVM for the 70/80s (SASCITEX)

A B1 B2 B3 B4 C1 C2 C3 C4 total accuracy in %
A 201 1 0 9 7 1 0 2 9 230 87.39
B1 4 97 4 19 1 8 1 0 3 137 70.80
B2 5 0 269 14 6 0 18 6 1 319 84.33
B3 5 3 8 168 8 0 6 30 14 242 69.42
B4 2 2 10 17 156 0 8 9 1 205 76.10
C1 1 11 6 3 0 90 0 0 0 111 81.08
C2 0 0 7 2 2 1 335 3 1 351 95.44
C3 4 1 7 23 6 0 15 229 18 303 75.58
C4 18 2 3 42 7 0 4 34 113 223 50.67

A: Computer Science, B1: Computational Linguistics, B2: Bioinformatics, B3: Digital Construction, B4: Microelectronics,

C1: Linguistics, C2: Biology, C3: Mechanical Engineering, C4: Electrical Engineering

Table 6: Confusion matrix with SVM for the early 2000s (DASCITEX)

pora (SASCITEX and DASCITEX), first, with deci-
sion trees, as they are based on Information Gain,
and second, with support vector machines (SVMs),
as they are used for text categorization tasks with
many relevant features achieving very good results
(cf. Joachims (1998)). Classification is performed
on all features with 10 fold cross-validation. Ta-
ble 4 shows the confusion matrix for all subcor-
pora for the 70/80s and classification accuracy for
each subcorpus achieved by decision tree. The
overall accuracy is 44.79% only, the correctly clas-
sified texts lying on the main diagonal of the ma-
trix.

The confusion matrix produced by SVM is
shown in Table 5, with an overall accuracy of

65.07%. Apart from computational linguistics
(B1), accuracy goes up by about 10% for digi-
tal contruction (B3) and linguistics (C1) and about
25-30% for the other subcorpora compared to de-
cision tree. Accuracy with SVM for the contact
disciplines (B1-B4) ranges from 20-60% and is
much lower than the accuracy achieved for the
seed disciplines (A and C1-C4) with around 54-
86%. Thus, the contact disciplines are not clearly
separated from the seed disciplines. Considering,
for instance the triple A-B1-C1, we can see that
more texts belonging to computational linguistics
(B1) are classified into linguistics (C1) than into
computational linguistics (27 texts in C1 vs. 26 in
B1), i.e., texts in B1 seem to be quite similar to
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B1 vs A B2 vs A B3 vs A B4 vs A
WL 0.629 WL 0.501 WL 0.399 LEX 0.883
STTR 0.509 LEX 0.355 LEX 0.331 WL 0.763
LEX 0.372 causal 0.334 n-grams 6 0.265 STTR 0.574
ADJ 0.261 n-grams 6 0.306 STTR 0.258 causal 0.560
VV 0.230 STTR 0.303 clauses/S 0.202 NN 0.458
n-grams 6 0.205 n-grams 4 0.284 adj-n-n 0.168 additive 0.440
causal 0.187 temporal 0.283 causal 0.160 temporal 0.433
types 0.174 n-grams 5 0.282 NN 0.13 mental 0.416
adj-c-adj-n 0.145 ADJ 0.273 n-grams 4 0.118 commun. 0.379
introduction 0.129 causative 0.197 ADJ 0.114 n-grams 4 0.364

B1 vs C1 B2 vs C2 B3 vs C3 B4 vs C4
clauses/S 0.230 NN 0.269 LEX/S 0.260 LEX 0.469
ADV 0.204 MD 0.264 main 0.146 VV 0.311
LEX/C 0.196 WH 0.198 n-grams main 0.132 WL 0.309
NN 0.179 permission 0.178 introduction 0.127 main 0.153
WH/S 0.122 volition 0.166 causative 0.114 NN 0.148
LEX 0.120 WL 0.147 exper-theme 0.113 introduction 0.142
occurrence 0.119 SL 0.145 obligation 0.087 LEX/S 0.115
commun. 0.112 WH/S 0.137 n-grams intro 0.086 n-grams main 0.096
MD 0.110 LEX 0.104 aspectual 0.081 causal 0.093
n-grams abstr 0.108 LEX/C 0.098 LEX/C 0.077 n-grams intro 0.088

A: Computer Science, B1: Computational Linguistics, B2: Bioinformatics, B3: Digital Construction, B4: Microelectronics,

C1: Linguistics, C2: Biology, C3: Mechanical Engineering, C4: Electrical Engineering

Table 7: Feature ranking with IGain for the 70/80s (SASCITEX): Top 20 features contact vs seed disci-
plines

B1 vs A B2 vs A B3 vs A B4 vs A
WL 0.694 WL 0.701 WL 0.567 WL 0.791
STTR 0.631 main 0.680 causal 0.488 STTR 0.615
SL 0.441 STTR 0.678 STTR 0.385 VV 0.289
types 0.402 n-grams main 0.634 temporal 0.347 main 0.233
causal 0.237 causal 0.621 n-grams 4 0.345 causal 0.230
n-grams 6 0.217 n-grams 4 0.577 n-grams 0.319 LEX 0.21
n-n 0.192 n-grams 0.552 n-grams 5 0.318 mental 0.196
adj-n 0.171 abstract 0.537 n-grams main 0.282 temporal 0.190
adversative 0.128 bi-grams 0.521 LEX 0.280 n-of-n 0.189
adj-c-adj-n 0.125 introduction 0.487 bi-grams 0.262 aspectual 0.144

B1 vs C1 B2 vs C2 B3 vs C3 B4 vs C4
occurrence 0.264 SL 0.566 WL 0.156 VV 0.436
adj-adj-n 0.193 abstract 0.518 VV 0.139 WL 0.410
ADV 0.189 n-grams abstr 0.505 obligation 0.100 LEX/C 0.329
ADJ 0.137 main 0.412 LEX/C 0.100 ADV 0.243
NN 0.128 introduction 0.353 n-grams 5 0.097 n-grams 3 0.181
types 0.123 n-grams main 0.344 MD 0.088 LEX/S 0.162
LEX/C 0.123 n-grams intro 0.321 ADJ 0.075 activity 0.154
main 0.118 WH 0.204 aspectual 0.064 n-grams 0.147
commun. 0.107 MD 0.202 SL 0.061 STTR 0.135
abstract 0.107 WH/S 0.192 LEX/S 0.059 abstract 0.127

A: Computer Science, B1: Computational Linguistics, B2: Bioinformatics, B3: Digital Construction, B4: Microelectronics,

C1: Linguistics, C2: Biology, C3: Mechanical Engineering, C4: Electrical Engineering

Table 8: Feature ranking with IGain for the early 2000s (DASCITEX): Top 20 features contact vs seed
disciplines

texts in C1 in terms of the features investigated.
In order to check the separation of disciplines

over time, we need to compare classification re-
sults across SASCITEX and DASCITEX. We again
apply SVM, which returns an overall accuracy of
78.17%.2 Comparing the values for the individual

2Decision tree performed poorly again in comparison

subcorpora across SASCITEX and DASCITEX, we
can observe that accuracies are now much higher
for all subcorpora. Considering the contact disci-
plines, they have clearly gained distinctiveness in
the 2000s in comparison to the 1970/80s, as texts
in B1-B4 are classified correctly 69% to 84% of

achieving an accuracy of 57.24% only.
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the time (instead of 20-60% in the 1970/80s).
In summary, the classification results match the

results obtained by feature ranking, which have
shown that the top 20 features increased discrim-
inatory force over time. This is reflected by a
higher classification accuracy overall and for the
subcorpora.3 The discriminatory force of features
in the 1970s/80s instead, was not strong enough to
clearly separate disciplines.

To see whether there are any particular features
involved in the differentiation of the contact dis-
ciplines in particular vis à vis computer science
on the one hand and the other seed disciplines
on the other hand, we inspect the confusion ma-
trix as well as the IGains of each B vs. A and
each B vs. the respective C, both for SASCITEX

and DASCITEX. In the comparison to computer
science (A), we can see that the confusion ma-
trixes produced with SVM (cf. Table 5 and 6)
show few texts that are misclassified from the con-
tact disciplines (Bs) into computer science (A) for
both time slices. Thus, the features employed dis-
tinguish Bs from A quite well. Considering the
IGain values (see Table 7 and 8 for the top 10 fea-
tures), besides computational linguistics (B1; rel-
atively low classification accuracy of 20% in the
70/80s), the contact disciplines have the following
features in common: word length (WL), STTR,
causal verbs in the top 10 as well as four-grams,
lexical words (LEX) and temporal conjunctions in
the top 20 features. Except lexical words (LEX),
all features have a higher IGain in the 2000s. In
the comparison to the other seed discipines (Cs),
the confusion matrixes show more misclassifica-
tions of Bs into Cs. Considering the IGain val-
ues there are no tendencies uniformly applying to
the contact disciplines (Bs). They rather show
individual tendencies for each pair (B1 vs. C1,
B2 vs. C2, B3 vs. C3, B4 vs. C4). Features
that contribute to a better classification diachroni-
cally lie in the following parameters: (a) field (oc-
currence, term-patterns, ADV) for computational
linguistics (B1), (b) document structure (abstract,
main, intro), information density (SL) and conven-
tionalization (n-grams abstract) for bioinformatics
(B2), (c) information density (WL) and technical-
ity (VV) for digital construction (B3) and micro-
electronics (B4).

3There are only two exceptions: C1 (linguistics) goes
slightly down (around 2.5%), C4 (electrical engineering)
goes down by over 20% to 50.67% accuracy, i.e., it is not
really distinguishable any more.

5 Summary and Conclusions

We have looked at disciplinary linguistic diversifi-
cation in English scientific writing in terms of reg-
ister, discourse styles and document structure. The
results of our analysis provide evidence of major
motifs of development in scientific writing over
time, showing dynamicity over a time span of only
thirty years. Diversification over time is clearly
borne out for the contact disciplines but is also true
for most of the other disciplines.

Considering the contact disciplines we have
seen that (1) they can be distinguished quite well
from computer science with the same features be-
ing involved in better classification results, (2)
they show individual feature constellations in their
distinction from their seed disciplines. Moreover,
n-grams have gained discriminatory force over
time and are ranked relatively high among our fea-
tures in the 2000s subcorpus. As they are also rel-
evant in terms of terminology, they give an insight
in the relatedness of disciplines.

In terms of methods, we have combined state-
of-the-art corpus processing with techniques of
data analysis as developed in data mining. As such
techniques become more accessible to linguistic,
literary and cultural analysis, the repertoire of
methods for such analysis will be greatly enhanced
in that sounder empirical evidence can be sought
in text-based socio-cultural and historical studies
at large (cf. Jockers (2013)). The crucial factor
in employing such methods is the motivation of
the features to be used in analysis. Here, we have
deliberately not relied on word-based features but
instead mainly employed lexico-grammatical pat-
terns. While bags-of-words are strong discrim-
inators between texts/text classes, they can only
tell us something about lexical variation (e.g., as
an indicator of text topic). However, when reg-
ister or style rather than topicality are in the fo-
cus (such as e.g. the linguistic construal of techni-
cal, dense or abstract discourse or the expression
of field, tenor or mode relations), it will not be suf-
ficient to study lexical word distributions (cf. Co-
hen et al. (2010); Teich and Fankhauser (2010) for
some other studies). Instead, one needs to identify
lexico-grammatical patterns that are potential in-
dicators of the more abstract discoursive and con-
textual properties that are in focus.

The insight to be gained from our study for mul-
tilingually comparable corpora is that more elab-
orate definitions of ‘comparability’ might be re-
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quired. Our approach offers such a definition of
comparability by being firmly based on an estab-
lished model of linguistic variation, which has also
been widely applied in multilingual contexts, such
as for example, automatic text generation (see
e.g., Matthiessen and Bateman (1991); Bateman
(1997); Kruijff et al. (2000)). The parameters of
variation we employ (register: field, tenor, mode;
discourse styles; time) provide a fine-grained grid
of features involved in linguistic variation, which
can be applied to other languages as well. For ex-
ample, we can extract and analyze field features,
such as term patterns (as produced for German by
Weller et al. (2011)), tenor features, such as modal
verbs, as well as the other features investigated
using the same tools applied here (part-of-speech
tagger, CQP, R-scripts and WEKA modules) with
only little adaptations (e.g., tag sets, query formu-
lation). Overall, we would expect that applying
the concept of register to the problem of compara-
bility will enable finer-tuned comparable corpora
and thus contribute to their fuller potential for mul-
tilingual language technology.
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Abstract 

In this article, we present an automated ap-

proach of extracting English-Bengali parallel 

fragments of text from comparable corpora 

created using Wikipedia documents. Our ap-

proach exploits the multilingualism of Wiki-

pedia. The most important fact is that this ap-

proach does not need any domain specific cor-

pus. We have been able to improve the BLEU 

score of an existing domain specific English-

Bengali machine translation system by 

11.14%. 

1 Introduction 

Recently comparable corpora have got great at-

tention in the field of NLP. Extracting parallel 

fragments of texts, paraphrases or sentences from 

comparable corpora are particularly useful for 

any statistical machine translation system (SMT) 

(Smith et al. 2010) as the size of the parallel cor-

pus plays major role in any SMT performance. 

Extracted parallel phrases from comparable cor-

pora are added with the training corpus as addi-

tional data that is expected to facilitate better per-

formance of machine translation systems specifi-

cally for those language pairs which have limited 

parallel resources available. In this work, we try 

to extract English-Bengali parallel fragments of 

text from comparable corpora. We have devel-

oped an aligned corpus of English-Bengali doc-

ument pairs using Wikipedia. Wikipedia is a 

huge collection of documents in many different 

languages. We first collect an English document 

from Wikipedia and then follow the inter-

language link to find the same document in Ben-

gali (obviously, if such a link exists). In this way, 

we create a small corpus. We assume that such 

English-Bengali document pairs from Wikipedia 

are already comparable since they talk about the 

same entity. Although each English-Bengali 

document pair talks about the same entity, most 

of the times they are not exact translation of each 

other. And as a result, parallel fragments of text 

are rarely found in these document pairs. The 

bigger the size of the fragment the less probable 

it is to find its parallel version in the target side. 

Nevertheless, there is always chance of getting 

parallel phrase, tokens or even sentences in com-

parable documents. The challenge is to find those 

parallel texts which can be useful in increasing 

machine translation performance. 

In our present work, we have concentrated on 

finding small fragments of parallel text instead of 

rigidly looking for parallelism at entire sentential 

level. Munteanu and Marcu (2006) believed that 

comparable corpora tend to have parallel data at 

sub-sentential level. This approach is particularly 

useful for this type of corpus under 

consideration, because there is a very little 

chance of getting exact translation of bigger 

fragments of text in the target side. Instead, 

searching for parallel chunks would be more 

logical. If a sentence in the source side has a 

parallel sentence in the target side, then all of its 

chunks need to have their parallel translations in 

the target side as well. 

It is to be noted that, although we have 

document level alignment in our corpus, it is 

somehow ad-hoc i.e. the documents in the corpus 

do not belong to any particular domain. Even 

with such a corpus we have been able to improve 

the performance of an existing machine 

translation system built on tourism domain. This 

also signifies our contribution towards domain 

adaptation of machine translation systems. 

The rest of the paper is organized as follows. 

Section 2 describes the related work. Section 3 

describes the preparation of the comparable 

corpus. The system architecture is described in 

section 4. Section 5 describes the experiments we 
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conducted and presents the results. Finally the 

conclusion is drawn in section 6. 

2 Related Work 

There has been a growing interest in approaches 

focused on extracting word translations from 

comparable corpora (Fung and McKeown, 1997; 

Fung and Yee, 1998; Rapp, 1999; Chiao and 

Zweigenbaum, 2002; Dejean et al., 2002; Kaji, 

2005; Gamallo, 2007; Saralegui et al., 2008). 

Most of the strategies follow a standard method 

based on context similarity. The idea behind this 

method is as follows: A target word t is the 

translation of a source word s if the words with 

which t co-occurs are translations of words with 

which s co-occurs. The basis of the method is to 

find the target words that have the most similar 

distributions with a given source word. The 

starting point of this method is a list of bilingual 

expressions that are used to build the context 

vectors of all words in both languages. This list 

is usually provided by an external bilingual 

dictionary. In Gamallo (2007), however, the 

starting list is provided by bilingual correlations 

which are previously extracted from a parallel 

corpus. In Dejean (2002), the method relies on a 

multilingual thesaurus instead of an external 

bilingual dictionary. In all cases, the starting list 

contains the “seed expressions” required to build 

context vectors of the words in both languages. 

The works based on this standard approach 

mainly differ in the coefficients used to measure 

the context vector similarity. 

Otero et al. (2010) showed how Wikipedia 

could be used as a source of comparable corpora 

in different language pairs. They downloaded the 

entire Wikipedia for any two language pair and 

transformed it into a new collection: 

CorpusPedia. However, in our work we have 

showed that only a small ad-hoc corpus 

containing Wikipedia articles could be proved to 

be beneficial for existing MT systems. 

3 Tools and Resources Used 

A sentence-aligned English-Bengali parallel 

corpus containing 22,242 parallel sentences from 

a travel and tourism domain was used in the 

preparation of the baseline system. The corpus 

was obtained from the consortium-mode project 

“Development of English to Indian Languages 

Machine Translation (EILMT) System”. The 

Stanford Parser and the CRF chunker were used 

for identifying individual chunks in the source 

side of the parallel corpus. The sentences on the 

target side (Bengali) were POS-tagged/chunked 

by using the tools obtained from the consortium 

mode project “Development of Indian Languages 

to Indian Languages Machine Translation 

(ILILMT) System”.  

For building the comparable corpora we have 

focused our attention on Wikipedia documents. 

To collect comparable English-Bengali 

document pairs we designed a crawler. The 

crawler first visits an English page, saves the raw 

text (in HTML format), and then finds the cross-

lingual link (if exists) to find the corresponding 

Bengali document. Thus, we get one English-

Bengali document pair. Moreover, the crawler 

visits the links found in each document and 

repeats the process. In this way, we develop a 

small aligned corpus of English-Bengali 

comparable document pairs. We retain only the 

textual information and all the other details are 

discarded. It is evident that the corpus is not 

confined to any particular domain. The challenge 

is to exploit this kind of corpus to help machine 

translation systems improve. The advantage of 

using such corpus is that it can be prepared easily 

unlike the one that is domain specific. 

The effectiveness of the parallel fragments of 

text developed from the comparable corpora in 

the present work is demonstrated by using the 

standard log-linear PB-SMT model as our 

baseline system: GIZA++ implementation of 

IBM word alignment model 4, phrase extraction 

heuristics described in (Koehn et al., 2003), 

minimum-error-rate training (Och, 2003) on a 

held-out development set, target language model 

with Kneser-Ney smoothing (Kneser and Ney, 

1995) trained with SRILM (Stolcke, 2002), and 

Moses decoder (Koehn et al., 2007). 

4 System Architecture 

4.1 PB-SMT(Baseline System) 

Translation is modeled in SMT as a decision 

process, in which the translation e1
I 
= e1..ei..eI of 

a source sentence f1
J
 = f1..fj..fJ  is chosen to 

maximize (1) 

)().|(maxarg)|(maxarg 111
,

11
, 11

IIJ

eI

JI

eI

ePefPfeP
II



     (1)  

where 
)|( 11

IJ efP
 and 

)( 1

IeP
 denote 

respectively the translation model and the target 

language model (Brown et al., 1993). In log-

linear phrase-based SMT, the posterior 

probability 
)|( 11

JI feP
 is directly modeled as a 

log-linear combination of features (Och and Ney, 
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2002), that usually comprise of M translational 

features, and the language model, as in (2): 
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source and target sentences respectively into the 

sequences of phrases 
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such that (we set i0 = 0) (3): 
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and each feature mĥ
 in (2) can be rewritten as in 

(4): 
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where mĥ
is a feature that applies to a single 

phrase-pair. It thus follows (5): 
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4.2 Chunking of English Sentences 

We have used CRF-based chunking algorithm to 

chunk the English sentences in each document. 

The chunking breaks the sentences into linguistic 

phrases. These phrases may be of different sizes. 

For example, some phrases may be two words 

long and some phrases may be four words long. 

According to the linguistic theory, the interme-

diate constituents of the chunks do not usually 

take part in long distance reordering when it is 

translated, and only intra chunk reordering oc-

curs. Some chunks combine together to make a 

longer phrase. And then some phrases again 

combine to make a sentence. The entire process 

maintains the linguistic definition of a sentence. 

Breaking the sentences into N-grams would have 

always generated phrases of length N but these 

phrases may not be linguistic phrases. For this 

reason, we avoided breaking the sentences into 

N-grams. 

The chunking tool breaks each English sentence 

into chunks. The following is an example of how 

the chunking is done. 

Sentence: India , officially the Republic of India , 

is a country in South Asia. 

After Chunking: (India ,) (officially) (the 

Republic ) (of) (India , ) (is) (a country ) (in 

South Asia ) (.) 

We have further merged the chunks to form 

bigger chunks. The idea is that, we may 

sometimes find the translation of the merged 

chunk in the target side as well, in which case, 

we would get a bigger fragment of parallel text. 

The merging is done in two ways: 

Strict Merging: We set a value „V‟. Starting 

from the beginning, chunks are merged such that 

the number of tokens in each merged chunk does 

not exceed V. 

 

 
Figure 1. Strict-Merging Algorithm. 

 

Figure 1 describes the pseudo-code for strict 

merging. 

For example, in our example sentence the 

merged chunks will be as following, where V=4: 

(India , officially) (the Republic of ) (India , is) 

(a country) (in South Asia .) 

 

 
Figure 2. Window-Based Merging Algorithm. 

Procedure Window_Merging() 

begin 

Set_ChunkSet of all English Chunks 

LNumber of chunks in Set_Chunk 

for i = 0 to L-1 
 WordsSet of tokens in i-th Chunk in Set_Chunk 

 Cur_wcnumber of tokens in Words 

Oli-th chunk in Set_Chunk 
for j = (i+1) to (L-1) 

  Cj-th chunk in Set_Chunk 

  wset of tokens in C 
  lnumber of tokens in w 

  if(Cur_wc + l ≤ V) 

   Append C at the end of Ol 
   Add l to Cur_wc 

  end if 

 end for 

 Output Ol as the next merged chunk 

end for 

end   

 

Procedure Strict_Merge() 

begin 

Oline  null 
Cur_wc  0 

repeat 

IlineNext Chunk 
LengthNumber of Tokens in Iline 

if(Cur_wc + Length > V) 

Output Oline as the next merged chunk 
  Cur_wcLength 

 else 

  Append Iline at the end of Oline 
  Add Length to Cur_wc 

 end if 

while (there are more chunks) 

end 
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Figure 3. System Architecture for Finding Parallel Fragments

Window-Based Merging: In this type of 

chunking also, we set a value „V‟, and for each 

chunk we try to merge as many chunks as 

possible so that the number of tokens in the 

merged chunk never exceeds V. 

So, we slide an imaginary window over the 

chunks. For example, for our example sentence 

the merged chunks will be as following, where V 

= 4 : 

(India , officially) (officially the Republic of) 

(the Republic of) (of India , is) (India , is) (is a 

country) (a country) (in South Asia .) 

The pseudo-code of window-based merging is   

described in Figure 2. 

4.3 Chunking of Bengali Sentences 

Since to the best of our knowledge, there is no 

good quality chunking tool for Bengali we did 

not use chunking explicitly. Instead, strict 

merging is done with consecutive V number of 

tokens whereas window-based merging is done 

sliding a virtual window over each token and 

merging tokens so that the number of tokens 

does not exceed V. 

4.4 Finding Parallel Chunks 

After finding the merged English chunks they are 

translated into Bengali using a machine 

translation system that we have already 

developed. This is also the same machine 

translation system whose performance we want 

to improve. Chunks of each of the document 

pairs are then compared to find parallel chunks. 

Each translated source chunk (translated from 

English to Bengali) is compared with all the 

target chunks in the corresponding Bengali-

chunk document. When a translated source 

chunk is considered, we try to align each of its 

token to some token in the target chunk. Overlap 

between token two Bengali chunks B1 and B2, 

where B1 is the translated chunk and B2 is the 

chunk in the Bengali document, is defined as 

follows: 

Overlap(B1,B2) = Number of tokens in B1 for 

which an alignment can be found in B2.  

It is to be noted that Overlap(B1,B2) ≠ 

Overlap(B2 ,B1). Overlap between chunks is 

found in both ways (from translated source 

chunk to target and from target to translated 

source chunk). If 70% alignment is found in both 

the overlap measures then we declare them as 

parallel. Two issues are important here: the com-

parison of two Bengali tokens and in case an 

alignment is found, which token to retrieve 

(source or target) and how to reorder them. We 

address these two issues in the next two sections. 

4.5 Comparing Bengali Tokens 

For our purpose, we first divide the two tokens 

into their matra (vowel modifiers) part and 

consonant part keeping the relative orders of 

characters in each part same. For example, 

Figure 4 shows the division of the word . 

 
English 

Documents 

English 

Chunks 

Merging 

Translation 

Bengali 

Documents 

Bengali 

Chunks 

Find Parallel Chunks and Reorder  

Merging 
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Figure 4. Division of a Bengali Word. 

 

Respective parts of the two words are then 

compared. Orthographic similarities like 

minimum edit distance ratio, longest common 

subsequence ratio, and length of the strings are 

used for the comparison of both parts. 

Minimum Edit Distance Ratio: It is defined 

as  follows: 

 
 

where |B| is the length of the string B and ED is 

the minimum edit distance or levenshtein 

distance calculated as the minimum number of 

edit operations – insert, replace, delete – needed 

to transform B1 into B2. 

Longest Common Subsequence Ratio: It is 

defined as follows: 

 
 

 
where LCS is the longest common subsequence 

of two strings. 

Threshold for matching is set empirically. We 

differentiate between shorter strings and larger 

strings. The idea is that, if the strings are short 

we cannot afford much difference between them 

to consider them as a match. In those cases, we 

check for exact match. Also, the threshold for 

consonant part is set stricter because our 

assumption is that consonants contribute more 

toward the word‟s pronunciation. 

4.6 Reordering of Source Chunks 

When a translated source chunk is compared 

with a target chunk it is often found that the 

ordering of the tokens in the source chunk and 

the target chunk is different. The tokens in the 

target chunk have a different permutation of 

positions with respect to the positions of tokens 

in the source chunk. In those cases, we reordered 

the positions of the tokens in the source chunk so 

as to reflect the positions of tokens in the target 

chunk because it is more likely that the tokens 

will usually follow the ordering as in the target 

chunk. For example, the machine translation 

output of the English chunk “from the Atlantic 

Ocean” is “ theke  atlantic  

 (mahasagar)”. We found a target 

chunk “  (atlantic)  (maha-

sagar)  (theke)  (ebong)” with which 

we could align the tokens of the source chunk 

but in different relative order. Figure 5 shows the 

alignment of tokens.  

 
Figure 5. Alignment of Bengali Tokens. 

 

We reordered the tokens of the source chunk 

and the resulting chunk was “  

 ”.Also, the token “ ” in the 

target chunk could not find any alignment and 

was discarded. The system architecture of the 

present system is described in figure 3. 

5 Experiments And Results 

5.1 Baseline System 

We randomly extracted 500 sentences each for 

the development set and test set from the initial 

parallel corpus, and treated the rest as the 

training corpus. After filtering on the maximum 

allowable sentence length of 100 and sentence 

length ratio of 1:2 (either way), the training 

corpus contained 22,492 sentences.  

 

V=4 V=7 

Number of English 

Chunks(Strict-Merging) 
579037 376421 

Number of English 

Chunks(Window-

Merging) 

890080 949562 

Number of Bengali 

Chunks(Strict-Merging) 
69978 44113 

Number of Bengali 

Chunks(Window-

Merging) 

230025 249330 

Table 1. Statistics of the Comparable Corpus 

 

V=4 V=7 

Number of Parallel 

Chunks(Strict-Merging) 
1032 1225 

Number of Parallel 

Chunks(Window-Merging) 
1934 2361 

Table 2. Number of Parallel Chunks found 

 

 

Kolkata  

matra
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BLEU NIST 

Baseline System(PB-SMT) 10.68 4.12 

Baseline + Parallel 

Chunks(Strict-

Merging) 

V=4 10.91 4.16 

V=7 11.01 4.16 

Baseline + Parallel 

Chunks(Window-

Merging) 

V=4 11.55 4.21 

V=7 11.87 4.29 

 

Table 3.Evaluation of the System 

 

In addition to the target side of the parallel cor-

pus, a monolingual Bengali corpus containing 

406,422 words from the tourism domain was 

used for the target language model. We 

experimented with different n-gram settings for 

the language model and the maximum phrase 

length, and found that a 5-gram language model 

and a maximum phrase length of 7 produced the 

optimum baseline result. We therefore carried 

out the rest of the experiments using these 

settings. 

5.2 Improving Baseline System 

The comparable corpus consisted of 582 English-

Bengali document pairs.  

We experimented with the values V=4 and 

V=7 while doing the merging of chunks both in 

English and Bengali. All the single token chunks 

were discarded. Table 1 shows some statistics 

about the merged chunks for V=4 and V=7.It is 

evident that number of chunks in English 

documents is far more than the number of chunks 

in Bengali documents. This immediately 

suggests that Bengali documents are less 

informative than English documents. When the 

English merged chunks were passed to the 

translation module some of the chunks could not 

be translated into Bengali. Also, some chunks 

could be translated only partially, i.e. some 

tokens could be translated while some could not 

be. Those chunks were discarded. Finally, the 

number of (Strict-based) English merged-chunks 

and number of (Window-based) English merged-

chunks were 285756 and 594631 respectively. 

Two experiments were carried out separately. 

Strict-based  merged English chunks were 

compared with Strict-Based merged Bengali 

chunks. Similarly, window-based merged Eng-

lish chunks were compared with window-based 

merged Bengali chunks. While searching for 

parallel chunks each translated source chunk was 

compared with all the target chunks in the 

corresponding document. Table 2 displays the 

number of parallel chunks found. Compared to 

the number of chunks in the original documents 

the number of parallel chunks found was much 

less. Nevertheless, a quick review of the parallel 

list revealed that most of the chunks were of 

good quality. 

5.3 Evaluation 

We carried out evaluation of the MT quality 

using two automatic MT evaluation metrics: 

BLEU (Papineni et al., 2002) and NIST 

(Doddington, 2002). Table 3 presents the ex-

perimental results. For the PB-SMT experiments, 

inclusion of the extracted strict merged parallel 

fragments from comparable corpora as additional 

training data presented some improvements over 

the PB-SMT baseline. Window based extracted 

fragments are added separately with parallel cor-

pus and that also provides some improvements 

over the PB baseline; however inclusion of win-

dow based extracted phrases in baseline system 

with phrase length 7 improves over both strict 

and baseline in term of BLEU score and NIST 

score. 

Table 3 shows the performance of the PB-

SMT system that shows an improvement over 

baseline with both strict and window based 

merging even if,  we change their phrase length 

from 4 to 7. Table 3 shows that the best 

improvement is achieved when we add parallel 

chunks as window merging with phrase length 7. 

It gives 1.19 BLEU point, i.e., 11.14% relative 

improvement over baseline system. The NIST 

score could be improved  up to 4.12%. Bengali is 

a morphologically rich language and has 
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relatively free phrase order. The strict based 

extraction does not reflect much improvement 

compared to the window based extraction 

because strict-merging (Procedure Strict_Merge) 

cannot cover up all the segments on either side, 

so very few parallel extractions have been found 

compared to window based extraction.  

6 Conclusion 

In this work, we tried to find English-Bengali 

parallel fragments of text from a comparable 

corpus built from Wikipedia documents. We 

have successfully improved the performance of 

an existing machine translation system. We have 

also shown that out-of-domain corpus happened 

to be useful for training of a domain specific MT 

system. The future work consists of working on 

larger amount of data. Another focus could be on 

building ad-hoc comparable corpus from WEB 

and using it to improve the performance of an 

existing out-of-domain MT system. This aspect 

of work is particularly important because the 

main challenge would be of domain adaptation. 
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Abstract
This paper presents a comparable trans-
lation corpus created to investigate trans-
lation variation phenomena in terms of
contrasts between languages, text types
and translation methods (machine vs.
computer-aided vs. human). These phe-
nomena are reflected in linguistic fea-
tures of translated texts belonging to dif-
ferent registers and produced with differ-
ent translation methods. For their analysis,
we combine methods derived from trans-
lation studies, language variation and ma-
chine translation, concentrating especially
on textual and lexico-grammatical varia-
tion. To our knowledge, none of the ex-
isting corpora can provide comparable re-
sources for a comprehensive analysis of
variation across text types and translation
methods. Therefore, the corpus resources
created, as well as our analysis results will
find application in different research areas,
such as translation studies, machine trans-
lation, and others.

1 Introduction: Aims and Motivation

Comparable corpora serve as essential resources
for numerous studies and applications in both
linguistics (contrastive language, text analysis),
translation studies and natural language process-
ing (machine translation, computational lexicog-
raphy, information extraction). Many compara-
ble corpora are available and have been being cre-
ated for different language pairs like (a) English,
German and Italian (Baroni et al., 2009); (b) En-
glish, Norwegian, German and French (Johans-
son, 2002); (c) written or spoken English and Ger-
man (Hansen et al., 2012) or (Lapshinova et al.,
2012).

However, comparable corpora may be of the
same language, as the feature of ’comparability’

may relate not only to corpora of different lan-
guages but also to those of the same language.
The main feature that makes them comparable is
that they cover the same text type(s) in the same
proportions, cf. for instance, (Laviosa, 1997) or
(McEnery, 2003), and thus, can be used for a cer-
tain comparison task.

As our research goal is the analysis of trans-
lation variation, we need a corpus which allows
us to compare translations, which differ in the
source/target language, the type of the text trans-
lated (genre or register) and the method of trans-
lation (human with/without CAT1 tools, machine
translation). There are a number of corpus-based
studies dedicated to the analysis of variation phe-
nomena, cf. (Teich, 2003; Steiner, 2004; Neu-
mann, 2011) among others. However, all of
them concentrate on the analysis of human trans-
lations only, comparing translated texts with non-
translated ones. In some works on machine trans-
lation, the focus does lie on comparing differ-
ent translation variants (human vs. machine),
e.g. (White, 1994; Papineni et al., 2002; Babych
and Hartley, 2004; Popović, 2011). However, they
all serve the task of automatic machine transla-
tion (MT) systems evaluation and use the human-
produced translations as references or training ma-
terial only. None of them provide analysis of
specifc (linguistic) features of different text types
translated with different translation methods.

The same tendencies are observed in the cor-
pus resources available, as they are mostly built
for certain research goals. Although there exists
a number of translation corpora, none of them
fits our research task: most of them include one
translation method only: EUROPARL (Koehn,
2005) and JRC-Acquis (Steinberger et al., 2006)
– translations produced by humans, or DARPA-
94 (White, 1994) – machine-translated texts only.

1CAT = computer-aided translation
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Moreover, they all contain one register only and,
therefore, cannot be applied to a comprehensive
analysis of variation phenomena.

Therefore, we decided to compile our own com-
parable corpus which contains translations from
different languages, of different text types, pro-
duced with different translation methods (human
vs. machine). Furthermore, both human and ma-
chine translations contain further varieties: they
are produced by different translators (both profes-
sional and student), with or without CAT tools or
by different MT systems.

This resource will be valuable not only for our
research goals, or for research purposes of further
translation researchers. It can also find further ap-
plications, e.g. in machine translation or CAT tool
development, as well as translation quality asses-
ment.

The remainder of the paper is structured as fol-
lows. Section 2 presents studies we adopt as the-
oretical background for the selection of features
and requirements for corpus resources. In section
4, we describe the compilation and design of the
comparable translation corpus at hand. In section
5, we demonstrate some examples of corpus ap-
plication, and in section 6, we draw some conclu-
sions and provide more ideas for corpus extension
and its further application.

2 Theoretical Background and Resource
Requirements

To design and annotate a corpus reflecting varia-
tion phenomena, we need to define (linguistic) fea-
tures of translations under analysis. As sources for
these features, we use studies on translation and
translationese, those on language variation, as well
as works on machine translation, for instance MT
evaluation and MT quality assessment.

2.1 Translation analysis and translationese

As already mentioned in section 1 above, trans-
lation studies either analyse differences between
original texts and translations, e.g. (House, 1997;
Matthiessen, 2001; Teich, 2003; Hansen, 2003;
Steiner, 2004), or concentrate on the properties of
translated texts only, e.g. (Baker, 1995). How-
ever, it is important that most of them consider
translations to have their own specific properties
which distinguish them from the originals (both of
the source and target language), and thus, estab-
lish specific language of translations – the transla-

tionese.
Baker (1995) excludes the influence of the

source language on a translation altogether,
analysing characteristic patterns of translations in-
dependent of the source language. Within this
context, she proposed translation universals – hy-
potheses on the universal features of translations:
explicitation (tendency to spell things out rather
than leave them implicit), simplification (tendency
to simplify the language used in translation), nor-
malisation (a tendency to exaggerate features of
the target language and to conform to its typi-
cal patterns) and levelling out (individual trans-
lated texts are alike), cf. (Baker, 1996). Addition-
ally, translations can also have features of “shining
through” defined by Teich (2003) – in this case we
observe some typical features of the source lan-
guage in the translation. The author analyses this
phenomena comparing different linguistic features
(e.g. passive and passive-like constructions) of
originals and translations in English and German.

In some recent applications of translationese
phenomena, e.g. those for cleaning parallel cor-
pora obtained from the Web, or for the im-
provement of translation and language models in
MT (Baroni and Bernardini, 2005; Kurokawa et
al., 2009; Koppel and Ordan, 2011; Lembersky
et al., 2012), authors succeeded to automatically
identify these features with machine learning tech-
niques.

We aim at employing the knowledge (features
described) from these studies, as well as tech-
niques applied to explore these features in the cor-
pus.

2.2 Language variation

Features of translated texts, as well as those of
their sources are influenced by the text types they
belong to, see (Neumann, 2011). Therefore, we
also refer to studies on language variation which
focus on the analysis of variation across registers
and genres, e.g. (Biber, 1995; Conrad and Biber,
2001; Halliday and Hasan, 1989; Matthiessen,
2006; Neumann, 2011) among others. Register
is described as functional variation, see Quirk et
al. (1985) and Biber et al. (1999). For exam-
ple, language may vary according to the activ-
itiy of the involved participants, production va-
rieties (written vs. spoken) of a language or
the relationship between speaker and addressee(s).
These parameters correspond to the variables of

78



field, tenor and mode defined in the framework of
Systemic Functional Linguistics (SFL), which de-
scribes language variation according to situational
contexts, cf. e.g. Halliday and Hasan (1989), and
Halliday (2004).

In SFL, these variables are associated with the
corresponding lexico-grammatical features, e.g.
field of discourse is realised in functional verb
classes (e.g., activity, communication, etc) or term
patterns, tenor is realised in modality (expressed
e.g. by modal verbs) or stance expressions, mode
is realised in information structure and textual co-
hesion (e.g. personal and demonstrative refer-
ence). Thus, differences between registers or text
types can be identified through the analysis of oc-
currence of lexico-grammatical features in these
registers, see Biber’s studies on linguistic varia-
tion, e.g. (Biber, 1988; Biber, 1995) or (Biber et
al., 1999).

Steiner (2001) and Teich (2003) refer to regis-
ters as one of the influencing sources of the prop-
erties of translated text. Thus, we attempt to study
variation in translation variants by analysing dis-
tributions of lexico-grammatical features in our
corpus.

2.3 Machine translation

We also refer to studies on machine translation in
our analysis, as we believe that translation vari-
ation phenomena should not be limited to those
produced by humans. Although most studies com-
paring human and machine translation serve the
task of automatic MT evaluation only, cf. (White,
1994; Papineni et al., 2002; Babych and Hartley,
2004), some of them do use linguistic features for
their analysis.

For instance, Popović and Burchardt (2011)
define linguistically influenced categories (inflec-
tions, word order, lexical choices) to automatically
classify errors in the output of MT systems. Spe-
cia (2011) and Specia et al. (2011) also utilise lin-
guistic features as indicators for quality estima-
tion in MT. The authors emphasize that most MT
studies ignored the MT system-independent fea-
tures, i.e. those reflecting the properties of the
translation and the original. The authors classify
them into source complexity features (sentence
and word length, type-token-ratio, etc.), target flu-
ency features (e.g. translation sentence length or
coherence of the target sentence) and adequacy
features (e.g. absolute difference between the

number of different phrase types in the source and
target or difference between the depth of their syn-
tactic trees, etc.).

3 Methodology

Consideration of the features described in the
above mentioned frameworks will give us new
insights on variation phenomena in translation.
Thus, we collect these features and extract infor-
mation on their distribution across translation vari-
ants of our corpus to evaluate them later with sta-
tistical methods.

Some of the features described by different
frameworks overlap, e.g. type-token-ratio (TTR)
or sentence length as indicator for simplification
in translationese analysis and as a target fluency
feature in MT quality estimation; modal meanings
and theme-rheme distribution in register analysis
and SFL, or alternation of passive verb construc-
tions in register analysis and translation studies.

Investigating language variation in translation,
we need to compare translations produced by dif-
ferent systems with those produced by humans
(with/without the help of CATs). Furthermore, we
need to compare translated texts either with their
originals in the source or comparable originals in
the target language. Moreover, as we know that
text type has influence on both source and target
text (Neumann, 2011), we need to compare differ-
ent text registers of all translation types.

This requires a certain corpus design: we need
a linguistically-annotated corpus for extraction of
particular features (e.g. morpho-syntactic con-
structions); we need to include meta-information
on (a) translation type (human vs. computer-aided
vs. machine, both rule-based and statistical), (b)
text production type (original vs. translation) and
(c) text type (various registers and domains of dis-
course). This will enable the following analysis
procedures: (1) automatic extraction, (2) statisti-
cal evaluation and (3) classification (clustering) of
lexico-grammatical features.

4 Corpus Resources

4.1 Corpus data collection
Due to the lack of resources required for the anal-
ysis of translation variation, we have compiled our
own translation corpus VARTRA (VARiation in
TRAnslation). In this paper, we present the first
version of the corpus – VARTRA-SMALL, which
is the small and normalised version used for our
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first analyses and experiments. The compilation
of the full version of VARTRA is a part of our fu-
ture work, cf. section 6.

VARTRA-SMALL contains English original
texts and variants of their translations (to each
text) into German which were produced by: (1)
human professionals (PT), (2) human student
translators with the help of computer-aided trans-
lation tools (CAT), (3) rule-based MT systems
(RBMT) and (4) statistical MT systems (SMT).

The English originals (EO), as well as the trans-
lations by profesionals (PT) were exported from
the already existing corpus CroCo mentioned in
section 1 above. The CAT variant was pro-
duced by student assistents who used the CAT
tool ACROSS in the translation process2. The
current RBMT variant was translated with SYS-
TRAN (RBMT1)3, although we plan to expand
it with a LINGUATEC-generated version4. For
SMT, we have compiled two versions – the one
produced with Google Translate5 (SMT1), and the
other one with a Moses system (SMT2).

Each translation variant is saved as a subcor-
pus and covers seven registers of written language:
political essays (ESSAY), fictional texts (FIC-
TION), manuals (INSTR), popular-scientific arti-
cles (POPSCI), letters of share-holders (SHARE),
prepared political speeches (SPEECH), and touris-
tic leaflets (TOU), presented in Table 1. The total
number of tokens in VARTRA-SMALL comprises
795,460 tokens (the full version of VARTRA will
comprise at least ca. 1,7 Mio words).

4.2 Corpus annotation
For the extraction of certain feature types, e.g.
modal verbs, passive and active verb construc-
tions, Theme types, textual cohesion, etc. our cor-
pus should be linguistically annotated. All sub-
corpora of VARTRA-SMALL are tokenised, lem-
matised, tagged with part-of-speech information,
segmented into syntactic chunks and sentences.
The annotations were obtained with Tree Tagger
(Schmid, 1994).

In Table 2, we outline the absolute numbers for
different annotation levels per subcorpus (transla-
tion variant) in VARTRA-SMALL.

VARTRA-SMALL is encoded in CWB and can
be queried with the help of Corpus Query Proces-

2www.my-across.net
3SYSTRAN 6
4www.linguatec.net
5http://translate.google.com/

subc token lemma chunk sent
PT 132609 9137 55319 6525
CAT 139825 10448 58669 6852
RBMT 131330 8376 55714 6195
SMT1 130568 9771 53935 6198
SMT2 127892 7943 51599 6131

Table 2: Annotations in VARTRA-SMALL

sor (CQP) (Evert, 2005). We also encode a part
of the meta-data, such as information on regis-
ter, as well as translation method, tools used and
the source language. A sample output encoded in
CQP format that is subsequently used for corpus
query is shown in Figure 1.

In this way, we have compiled a corpus of dif-
ferent translation variants, which are comparable,
as they contain translations of the same texts pro-
duced with different methods and tools. Thus,
this comparable corpus allows for analysis of con-
trasts in terms of (a) text typology (e.g. fiction
vs. popular-scientific articles); (b) text produc-
tion types (originals vs. translations) and (c) trans-
lation types (human vs. machine and their sub-
types).

Furthermore, examination of some translation
phenomena requires parallel components – align-
ment between originals and translations. At the
moment, alignment on the sentence level (ex-
ported from CroCo) is available for the EO and
PT subcorpora. We do not provide any alignment
for further translation variants at the moment, al-
though we plan to align all of them with the origi-
nals on word and sentence level.

4.3 Corpus querying

As already mentioned in 4.2, VARTRA-SMALL
can be queried with CQP, which allows definition
of language patterns in form of regular expressions
based on string, part-of-speech and chunk tags, as
well as further constraints. In Table 3, we illus-
trate an example of a query which is built to ex-
tract cases of processual finite passive verb con-
structions in German: lines 1 - 5 are used for pas-
sive from a Verbzweit sentence (construction in
German where the finite verb occupies the posi-
tion after the subject), and lines 6 - 10 are used
for Verbletzt constructions (where the finite verb
occupies the final position in the sentence). In
this example, we make use of part-of-speech (lines
3a, 5, 8 and 9a), lemma (lines 3b and 9b) and
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EO PT CAT RBMT SMT1 SMT2
ESSAY 15537 15574 15795 15032 15120 14746
FICTION 11249 11257 12566 11048 11028 10528
INSTR 20739 21009 19903 20793 20630 20304
POPSCI 19745 19799 22755 20894 20353 19890
SHARE 24467 24613 24764 22768 22792 22392
SPEECH 23308 23346 24321 23034 22877 22361
TOU 17564 17638 19721 17761 17768 17671
TOTAL 132609 133236 139825 131330 130568 127892

Table 1: Tokens per register in VARTRA-SMALL

chunk type (lines 2b and 6b) information, as well
as chunk (lines 2a, 2c, 6a and 6c) and sentence
(lines 1 and 10) borders.

query block example
1. <s>
2a. <chunk>
2b. [ .chunk type=“NC”]+ Ein Chatfenster
2c. </chunk>
3a. [pos=“VAFIN”&
3b. lemma=“werden”] wird
4. [word!=“.”]* daraufhin
5. [pos=“V.*PP”]; angezeigt
6a. <chunk>
6b. [ .chunk type=“NC”]+ das Transportgut
6c. </chunk>
7. [word!=“.”]* nicht
8. [pos=“V.*PP”] akzeptiert
9a. [pos=“VAFIN”&
9b. lemma=“werden”] wird
10. </s>

Table 3: Example queries to extract processual fi-
nite passive constructions

CQP also allows us to sort the extracted infor-
mation according to the metadata: text registers
and IDs or translation methods and tools. Table
4 shows an example of frequency distribution ac-
cording to the metadata information. In this way,
we can obtain data for our analyses of translation
variation.

5 Preliminary Analyses

5.1 Profile of VARTRA-SMALL in terms of
shallow features

We start our analyses with the comparison of
translation variants only saved in our subcorpora:
PT, CAT, RBMT, SMT1 and SMT2. The structure

method tool register freq
CAT Across POPSCI 101
CAT Across SHARE 90
CAT Across SPEECH 89
CAT Across INSTR 73
RBMT SYSTRAN SHARE 63
RBMT SYSTRAN POPSCI 62
CAT Across TOU 58

Table 4: Example output of V2 processual pas-
sive across translation method, tool and text regis-
ter (absolute frequencies)

of the corpus, as well as the annotations available
already allow us to compare subcorpora (transla-
tion variants) in terms of shallow features, such
as type-token-ration (TTR), lexical density (LD)
and part-of-speech (POS) distributions. These fea-
tures are among the most frequently used variables
which characterise linguistic variation in corpora,
cf. (Biber et al., 1999) among others. They also
deliver the best scores in the identification of trans-
lationese features. We calculate TTR as the per-
centage of different lexical word forms (types)
per subcorpus. LD is calculated as percentage of
content words and the percentages given in the
POS distribution are the percentages of given word
classes per subcorpus, all normalised per cent. The
numerical results for TTR and LD are given in Ta-
ble 5.

subc TTR LD
PT 15.82 48.33
CAT 14.10 44.60
RBMT 15.04 45.08
SMT1 14.32 46.03
SMT2 14.68 47.86

Table 5: TTR and LD in VARTRA-SMALL
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<translation method=“CAT” tool=“Across” sourceLanguage=“English”>
<text “CAT ESSAY 001.txt” register=“ESSAY”>
<s>
<chunk type=“NC”>
Die ART d
weltweiten ADJA weltweit
Herausforderungen NN Herausforderung
</chunk>
<chunk type=“PC”>
im APPRART im
Bereich NN Bereich
</chunk>
<chunk type=“NC”>
der ART d
Energiesicherheit NN Energiesicherheit
</chunk>
<chunk type=“VC”>
erfordern VVFIN erfordern
</chunk>
<chunk type=“PC”>
über APPR über
einen ART ein
Zeitraum NN Zeitraum
</chunk>
<chunk type=“PC”>
von APPR von
vielen PIAT viel
Jahrzehnten ADJA jahrzehnte
nachhaltige ADJA nachhaltig
Anstrengungen NN Anstrengung
</chunk>
<chunk type=“PC”>
auf APPR auf

Figure 1: Example of an annotated sample from VARTRA-SMALL

For the analysis of POS distribution, we de-
cide to restrict them to nominal and verbal word
classes. Tables 6 and 7 illustrate distribution of
nominal – nouns, pronouns (pron), adjectives (adj)
and adpositions (adp), and verbal word classes
– verbs, adverbs (adv) and conjunctions (conj) –
across different translation variants.

subc noun pron adj adp total
PT 27.18 8.23 9.38 8.31 53.10
CAT 24.80 8.53 8.08 9.52 50.93
RBMT 24.80 8.61 8.91 9.01 51.32
SMT1 27.18 8.04 8.67 9.02 52.89
SMT2 29.78 7.28 10.42 8.64 56.11

Table 6: Nominal word classes in % in VARTRA-
SMALL

5.2 Interpretation of results

According to Biber (1999), high proportion of
variable lexical words in a text is an indicator
of richness and density of experiential meanings.
This characterises the field of discourse (see sec-

subc verb adv conj total
PT 11.80 3.95 5.32 21.06
CAT 13.58 3.69 5.83 23.10
RBMT 12.90 2.74 6.34 21.99
SMT1 11.88 2.81 6.32 21.02
SMT2 9.09 2.52 6.06 17.67

Table 7: Verbal word classes in % in VARTRA-
SMALL

tion 2.2 above), and TTR, thus, indicates infor-
mational density. In terms of translationese (see
section 2.1), TTR reveals simplification features
of translations. Translations always reveal lower
TTR and LD than their originals, cf. (Hansen,
2003).

The highest TTR, thus, the most lexically rich
translation variant in VARTRA is the one pro-
duced by human translators: PT > RBMT >
SMT2 > SMT1 > CAT. It is interesting that the
other human-produced variant demonstrates the
lowest lexical richness which might be explained
by the level of experience of translators (student
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translators). Another reason could be the strength
of pronominal cohesion and less explicit specifica-
tion of domains. However, the comparison of the
distribution of pronouns (devices for pronominal
cohesion) does not reveal big differences between
PT and CAT, cf. Table 6.

Another simplification feature is LD, which
is also the lowest in CAT-subcorpus of VAR-
TRA: PT > SMT2 > SMT1 > RBMT > CAT.
Steiner (2012) claims that lower lexical density
can indicate increased logical explicitness (in-
creased use of conjunctions and adpositions) in
translations. CAT does demonstrate the highest
number of adpositions in the corpus, although the
difference across subcorpora is not high, see Ta-
ble 6.

The overall variation between the subcorpora in
terms of TTR and LD is not high, which can be in-
terpreted as indicator of levelling out (see section
2.1 above): translations are often more alike in
terms of these features than the individual texts in
a comparable corpus of source or target language.

In terms of nominal vs. verbal word classes,
there seems to be a degree of dominance of nom-
inal classes (56.11% vs. 17.67%) in SMT2 result-
ing in a ratio of 3.18 compared to other subcor-
pora, cf. Table 8.

subc nominal vs. verbal ratio
PT 53.10 : 21.06 2.52
CAT 50.93 : 23.10 2.20
RBMT 51.32 : 21.99 2.33
SMT1 52.89 : 21.02 2.52
SMT2 56.11 : 17.67 3.18

Table 8: Proportionality of nominal vs. verbal op-
position in VARTRA-SMALL

The greatest contributors to this dominance are
nouns and adjectives (Table 6 above). For CAT, we
again observe the lowest numbers (the lowest noun
vs. verb ratio) which means that this translation
variant seems to be the most “verbal” one. Ac-
cording to Steiner (2012), German translations are
usually more verbal than German originals. Com-
paring German and English in general, the author
claims that German is less “verbal” than English.
Thus, a higher “verbality” serves as an indicator
of “shining though” (see 2.1 above), which we ob-
serve in case of CAT. However, to find this out, we
would need to compare our subcorpora with their
originals, as well as the comparable German orig-

inals.

5.3 First statistical experiments

We use the extracted shallow features for the first
steps in feature evaluation. As our aim is to inves-
tigate the relations between the observed feature
frequencies and the respective translation variants,
we decide for correspondence analysis, a multi-
variate technique, which works on observed fre-
quencies and provides a map of the data usually
plotted in a two dimensional graph, cf. (Baayen,
2008).

As input we use the features described in 5.1
above: TTR, LD, nouns, adjectives (adj), ad-
positions (adp), verbs, adverbs (adv), conjunc-
tions (conj). Additionally, we divide the class
of pronouns into two groups: personal (pers.P)
and demonstrative (dem.P) – devices to express
pronominal cohesion. We also extract frequency
information on modal verbs which express modal-
ity.

The output of the correspondence analysis is
plotted into a two dimensional graph with arrows
representing the observed feature frequencies and
points representing the translation variants. The
length of the arrows indicates how pronounced a
particular feature is. The position of the points in
relation to the arrows indicates the relative impor-
tance of a feature for a translation variant. The ar-
rows pointing in the direction of an axis indicate a
high contribution to the respective dimension. Fig-
ure 2 shows the graph for our data.

In Table 9, we present the Eigenvalues calcu-
lated for each dimension to assess how well our
data is represented in the graph6. We are able to
obtain a relatively high cumulative value by the
first two dimensions (representing x and y-axis in
Figure 2), as they are the ones used to plot the two-
dimensional graph. The cumulative value for the
first two dimensions is 94,3%, which indicates that
our data is well represented in the graph.

If we consider the y-axis in Figure 2, we see
that there is a separation between human and ma-
chine translation, although SMT2 is on the bor-
derline. CAT is also closer to MT, as it is plotted
much closer to 0 than PT. Conjunctions, personal
pronouns and adverbs seem to be most prominent
contributors to this separation, as their arrows are

6’dim’ lists dimensions, ’value’ – Eigenvalues converted
to percentages of explained variation in ’%’ and calculated
as cumulative explained variation with the addition of each
dimension in ’cum’.
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Figure 2: Graph for correspondence analysis on translation variants

dim value % cum% scree plot
1 0.005939 73.0 73.0 *************************
2 0.001726 21.2 94.3 *******
3 0.000352 4.3 98.6 *
4 0.000114 1.4 100.0

——– —–
Total: 0.008131 100.0

Table 9: Contribution of dimensions

the longest ones, and they point in the direction of
the y-axis.

Verbs, adjectives and nouns seem to be most
prominent contributors to the other division (con-
sidering the x-axis). Here, we can observe three
groups of subcorpora: CAT and RBMT share cer-
tain properties which differ them from SMT2. PT
remains on the borderline, whereas SMT1 tend
slightly to SMT2.

6 Conclusion and Future Work

In this paper, we presented a comparable corpus
of translations from English into German, which
contains multiple variants of translation of the
same texts. This corpus is an important resource
for the investigation of variation phenomena re-
flected in linguistic features of translations. The

corpus architecture allows us to extract these fea-
tures automatically. Our preliminary results show
that there are both similarities and differences be-
tween translation variants produced by humans
and machine systems. We expect even more vari-
ation, if we compare the distribution of these fea-
tures across text registers available in all subcor-
pora.

However, there is a need to inspect the reasons
for this variation, as they can be effected by trans-
lator experience, restrictions of the CAT system
applied or the training material used in MT.

We believe that our resources, as well as our re-
search results will find application not only in con-
trastive linguistics or translation studies. On the
one hand, our corpus provides a useful dataset to
investigate translation phenomena and processes,
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but on the other, it can be used for the develop-
ment, optimisation and evaluation of MT systems,
as well as CAT tools (e.g. translation memories).

In the future, we aim at expanding it with more
data: (1) more texts for the existing registers (each
register should contain around 30,000 words), (2)
further text registers (e.g. academic, web and news
texts). We also plan to produce further human
and machine-generated translations, i.e. (3) ma-
chine translations post-edited by humans, as well
as translation outputs of (4) further MT systems.
Moreover, we aim at adding translations from Ger-
man into English to trace variation influenced by
language typology.

As the automatic tagging of part-of-speech and
chunk information might be erroneous, we plan to
evaluate the output of the TreeTagger and com-
pare it with the output of further tools available,
e.g. MATE dependency parser, cf. (Bohnet,
2010). Furthermore, the originals will be aligned
with their translations on word and sentence level.
This annotation type is particularly important for
the analysis of variation in translation of certain
lexico-grammatical structures.

A part of the corpus (CAT, RBMT and SMT
subcorpora) will be available to a wider academic
public, e.g. via the CLARIN-D repository.
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Abstract 

Tools and techniques that automate the inter-
pretation of multilingual corpora are useful 
on many fronts; scholars, as an example, 
could use such tools to more readily pinpoint 
relevant articles from journals in a wide vari-
ety of languages. This work describes tech-
niques to build and characterize ontologies 
using collaborative knowledge bases, e.g., 
Wikipedia. These ontologies can then be used 
to search and classify texts. Originally devel-
oped for monolingual corpora, we extend the 
approach to multilingual texts and test the 
methods with Mandarin scientific abstracts. 
The presented techniques provide a novel and 
efficient mechanism to obtain contextually 
rich ontologies and measure document rele-
vancy within multilingual corpora. 

1 Introduction 

The wealth of data available online in the form 
of unstructured text drives the development of 
tools that automatically extract meaning from 
cross-lingual corpora. Techniques that quantify 
the degree to which texts exhibit similar meaning 
improve a variety of search processes – for ex-
ample, academic research. However, automating 
the interpretation of multilingual corpora re-
quires detecting similarities in meaning, while 
ignoring irrelevant linguistic differences. For 
example, the understanding that emerges from 
the connections and associations among words, 
i.e. context, can manifest very differently in dif-
ferent languages (Goddard, 2011). Furthermore, 
the meanings of words used in natural language 
are often context dependent, and context itself 
both shapes and reveals meaning (Gennaro et al., 
2007).  

For the purposes of this work, an ontology is 
defined as a model that represents word entities 
as concepts and their interrelationships (Lanzen-
berger et al., 2010). In this sense, ontologies rep-

resent the relevant aspects of context. To effec-
tively comprehend cross-lingual corpora, tools 
that can explore the dependencies between lan-
guage and context are needed.  

One way to do this is to make use of well-
understood existing texts that have explicitly 
linked concept graphs. Examples of such texts 
are collaborative knowledge stores, databases 
built up through the contributions of many indi-
viduals.  

The techniques described here use Wikipedia 
to build ontologies from journal article abstracts 
in different languages, which we test on text 
written in Mandarin. In order to compare alterna-
tive ways of deriving ontologies, a set of articles 
that have both Mandarin and English abstracts 
are used as the test corpus.   

The rest of the paper is organized into four 
sections. The background section briefly summa-
rizes prior research relevant to this work. Next, 
the methods section details the processing steps 
used to create and visualize the ontologies for 
three experimental conditions. Sample ontology 
visualizations for each of the experimental condi-
tions are shown. A discussion comparing some 
of the emergent features in each of the three gen-
erated ontologies follows. Finally, we outline 
next steps for the extension of these techniques.  

2 Background 

Translation is used to convey the meaning repre-
sented in one language in another language. Au-
tomated text translation was a goal of early com-
puting (Locke and Booth, 1955), and is still chal-
lenging today. Approaches taken include diction-
ary look-ups, cognate matching, and parallel cor-
pora based methods (Kishida, 2005). Cognate 
matching uses untranslatable terms such as prop-
er nouns or technical terminology as the bases of 
cross-lingual connections. For example, Freitas-
Juniar et al. (2006) leveraged medical terms, 
commonly used across languages, to classify 
medical documents from multiple languages. 
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Landauer and Littman (1991) used parallel cor-
pora based methods when they created a lan-
guage independent indexing space via Singular 
Value Decomposition to generate a comparable 
corpus. This permitted texts to be represented in 
a language-independent space, solely using the 
terms of the presentation language.  

One early machine translation system, DIO-
NYSUS, used three static knowledge sources: a 
lexicon, an ontological domain model, and a 
text-meaning-representation language in an effort 
to automate translation. The DIONYSUS re-
searchers noted the challenge of developing an 
ontology based on a detailed version of a “con-
structed reality” (Onyshkevych and Nirenburg 
1992). In other words, an ontological model of 
concepts representing a worldview is only as 
good as its ability to capture the breadth and 
depth of the world it attempts to model. Creating 
ontologies for machine translation applications 
arguably require knowledge stores as rich, ex-
pansive, and comprehensive as human language 
itself (Hovy, 2005).       

One challenge related to reliable ontology 
creation is the relevance of the produced ontolo-
gy in the future (Hovy, 2005). That is, word 
meanings morph over time, and so the ontology 
needs to shift also. Moreover, shifts in word 
meanings happen differently in different lan-
guages. Nichols et al. (2006) explored multilin-
gual ontology acquisition using robust minimal 
recursion semantics and machine-readable dic-
tionaries. Though they demonstrated a language-
agnostic tool for automated ontology generation, 
it was still limited to the static database of words 
contained in the dictionaries.  

Attempting to overcome the limitations of 
dictionaries, Gabrilovich and Markovitch (2009) 
turned to Wikipedia to perform what they called 
explicit semantic analysis (ESA). They drew up-
on both the reference and contextual knowledge 
embedded throughout Wikipedia with the goal of 
outperforming statistical methods, like latent se-
mantic analysis (LSA), in computing semantic 
relatedness of texts (Gabrilovich and Mar-
kovitch, 2009). However, in explicit semantic 
analysis, the semantic interpreter, which consists 
of weighted lists of concepts, i.e. Wikipedia arti-
cles, is built directly from Wikipedia’s text, a 
time-consuming process. Sorg and Cimiano (20 -

12) developed an approach leveraging explicit 
semantic analysis for cross-lingual information 
retrieval using Wikipedia.   

Building on the premise that collaborative 
knowledge stores, like Wikipedia, are superior 
for semantic-analysis related tasks, other re-
searchers have mapped extracted word entities 
from Twitter tweets directly to the titles of Wik-
ipedia pages. The reported technique outper-
formed statistically-based, semantic categoriza-
tion methods, specifically LSA and string-edit-
distance (Genc et al. 2011). In addition, the ap-
proach could categorize concepts in short text 
strings, a widely known challenge in semantics 
(Michelson and Macskassy, 2010). In addition, 
using the Wikipedia title pages instead of the 
actual article content enabled a faster semantic 
transform (Genc et al. 2012). Mapping extracted 
entities to online collaborative knowledge bases, 
like Wikipedia, also presents a path to accessing 
an ever-relevant contextual framework based 
upon the most current human knowledge base 
(Michelson and Macskassy 2010).  

3 Methods 

This study compares simplified Chinese Wikipe-
dia and English Wikipedia in their resourceful-
ness to build ontologies. For the comparison, we 
used a sample abstract that is available in both 
Mandarin and English (Figure 1). We construct-
ed ontologies from our sample using both Chi-
nese and English Wikipedia according to the ex-
perimental conditions detailed in section 3.2.  

3.1 Text Segmentation and Entity Extrac-
tion 

To extract entities, atomic, meaningful elements 
of text, we first segmented the texts into phrases 
– single words, bi-grams, and tri-grams – that 
overlap in a sliding window fashion. To give an 
example: the first few words of the English ab-
stract, ‘In recent years, there have’, yielded: {'in', 
'in recent', 'in recent years', 'recent', 'recent years', 
'recent years there', ’years’}. In Mandarin, word 
boundaries are not explicit. Thus, we segmented 
the Chinese version of the abstract into words 
first with the tools from (Youli, 2011), and then 
proceeded to phrase segmentation.  
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     Figure 1: Sample journal abstract in Mandarin and English (from Su et al. 2006)

The words and word phrases resulting from 
text segmentation are potential entities. We then 
check which of these phrases match a title in 
Wikipedia. These titles are either a page name in 
Wikipedia domain or a redirection page to an 
entity with an alternate title. Redirections happen 
for alternative names, plurals, closely related 
words, adjectives/adverbs pointing to the corre-
sponding noun, less or more specific forms of 
names, abbreviations, alternative spellings, or 
punctuation and likely misspellings. The poten-
tial entities that have matches to Wikipedia titles 
are then considered existing entities, and are used 
in the ontology generation. 

3.2 Ontology Generation 

Wikipedia offers a network of networks: each 
language domain provides concepts and their 
relationships. These language-specific networks 
connect through the language links given on a 
Wikipedia page for a particular concept, and 
point users to pages with the same conceptual 
meaning in the alternate, target language. It is 
important to note that language links in Wikipe-
dia do not direct the reader to the translation of 
the original content but to another Wikipedia 
page created for the same concept in the desig-
nated language. To give an example, machine 
learning page in English is linked to 机器学习 
(Machine learning) in the Chinese Wikipedia, 

but the contents of these two pages are different; 
the two pages are created and updated by differ-
ent users at different times. 

We build the ontology of a document using 
the entities extracted from the text (see 3.1) and 
the Wikipedia categories of those entities. More 
specifically, we captured the immediate first lev-
el categories of the entities with existing Wik-
ipedia title pages via Wikipedia's API. During 
the process, hidden categories were excluded 
since they are used for administrative purposes. 
Ontologies were constructed according to the 
following experimental conditions. For experi-
ment A, Mandarin entities were extracted from 
the Mandarin version of the abstract, and the 
Chinese Wikipedia (http://zh.wikipedia.org/wiki/ 
Wikipedia:首页) was used to build an ontology. 
For experiment B, Mandarin entities were ex-
tracted from the Mandarin version of the ab-
stract. Next, we identified the corresponding 
English Wikipedia pages for the Mandarin enti-
ties and used the English entities to build the on-
tology from English Wikipedia. Entities without 
a corresponding English page were ignored. For 
experiment C, English entities were extracted 
from the English version of the abstract, and 
English Wikipedia (http://en.wikipedia.org/wiki/ 
Main_Page) was used to build the ontology. The-
se experimental conditions are summarized in 
Table 1. 
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Experiment Language of 
Entities 

Wikipedia 
Language 

A Mandarin Mandarin 
B Mandarin English 
C English English 

Table 1: Summary of Experimental Conditions 

3.3 Ontology Visualization 

For the visualizations, the python library, pypro-
cessing, was used to apply Processing (www.pro-
cessing.org), a platform that allows for the crea-
tion of interactive visualizations. Orange circles 
show extracted entities that landed on Wik-
ipedia titles with existing pages in the re-
spective language. The first-level categories 
associated with those pages were visualized 

as blue circles. A line shows the link back to 
the corresponding entity represented as a 
Wikipedia title. At this time a spring weight-
ing function is used to automate the position-
ing of the items in the bipartite graphs con-
stituting the ontology visualizations. 

4 Results and Discussion 

Figures 2 (below), 3, and 4 (following pages) 
display the ontologies resulting from experi-
mental conditions A, B, and C respectively. Fig-
ure 2 shows several key concepts from the jour-
nal abstract about machine learning in NLP have 
been effectively captured as entities using the 
collective knowledge base of Chinese Wikipedia. 
In Figure 2 the English entity names are given in  

 
Figure 2: Ontology generated using experimental condition A, in which Chinese Wikipedia is used to 
build an ontology from Mandarin entities. The English translation of the entities are given for refer-
ence. Note that all nodes display, but the current algorithm uses the edge of the canvas as x=0, so some 
of the entities may not display as complete circles. 
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parentheses for reference. A native Mandarin 
speaker translated the Mandarin characters, 
which had been presented as a list of terms. Fig-
ure 3 contains many of the same concepts seen in 
Figure 2. Figure 4, created from the English ab-
stract and English Wikipedia, displays approxi-
mately fifty percent more entities (excluding dis-
ambiguation). The entities associated with the 
disambiguation category currently in figure 4 can 
be filtered out as needed.  

 
 
 
 
 

Table 2 summarizes the number of entities 
and maximum number of categories for each of 
the experiments. A total of eight entities were 
shared among all three experimental conditions.   
 

Experiment # of 
Entities 

Max # of 1st level 
Categories 

A 20 4 
B 16 10 
C 33 * 11 

Table 2: Summary of Ontology Metrics,             
(* Excludes entities connected to disambiguation 
categories) 
 
 
 

 
Figure 3: Ontology generated using experimental condition B, in which Chinese Wikipedia’s links to 
the English Wikipedia in order to build an ontology from Mandarin entities. 
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Figure 4: Ontology generated using experimental condition C, in which English Wikipedia is used to 
build an ontology from English entities. 
 

These visualizations yield preliminary in-
sights into the manner in which varying lan-
guages represent concepts in Wikipedia. Com-
paring the ontologies in Figures 2-4 reveals dif-
ferent languages in Wikipedia exhibit different 
breadth. English Wikipedia provided more con-
cepts than the Chinese counterpart for this text 
sample. This is not surprising given the English 
Wikipedia is larger. However, the Mandarin enti-
ties shown in Figure 2 offer a satisfactory repre-
sentation of the text. In addition, the extra con-
cepts from English Wikipedia add little to the 
general understanding of the text, and may even 
distract from the abstract’s key concepts. 

Wikipedia pages from different languages 
generate different ontologies for seemingly simi-
lar concepts. For example, in Experiment A 

(Figure 2), algorithm, information retrieval, and 
complexity (which has the English label ‘compli-
cated’) are connected through the computer sci-
ence category. However, the corresponding Eng-
lish pages of these entities used in experiment B 
(Figure 3) are not connected through any shared 
first-level categories. This suggests English Wik-
ipedia pages are categorized in greater detail, 
making it difficult to capture relationships among 
concepts through the immediate, first-level cate-
gories. In other words, the detailed ontology of 
English Wikipedia may not be as effective a ref-
erence as the simple ontology in Chinese Wik-
ipedia. It could also be that the translation pro-
cess introduces noise.  Identifying and visualiz-
ing the second-level category connections might 
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provide further insight into the differences be-
tween the two methods.  

5 Summary and Next Steps 

As a context-rich, collaborative knowledge base, 
Wikipedia is ideal for building ontologies. This 
study presented varying approaches to construct-
ing ontologies from simplified Chinese and Eng-
lish Wikipedias, as a first step in evaluating 
cross-lingual corpora. The methods employed in 
this study can be further adopted to extract on-
tologies across multiple languages provided the 
analogous collaborative knowledge stores exist 
in the target languages. The sample ontology 
visualizations generated in this work demonstrat-
ed there are multiple ways to pursue concept rep-
resentation using the Chinese and English ver-
sions of Wikipedia.  

Wikipedia offers networks of concepts in dif-
ferent languages. Networks of different lan-
guages in Wikipedia are mapped through lan-
guage links within pages, but this is rarely a one-
to-one mapping. Thus, we also need ways to 
align ontologies with different levels of explicit-
ness and formalization.  

Future research might build on the visualiza-
tion techniques discussed here in order to explore 
mechanisms for ontology alignment. For exam-
ple, the percentage of entity coexistence within a 
set of ontologies could be used as a metric for the 
alignment of ontologies. In addition, the tech-
niques described here could be used to assess 
semantic similarity using ontologies coming 
from different collaborative data stores in differ-
ent languages. 

Finally, there are two approaches to extracting 
ontologies from cross-lingual corpora: work can 
be translated first and then ontologies extracted, 
or ontologies can be extracted, and then the on-
tologies translated. With more experiments, it 
may be possible to determine which is the best 
order to use, taking into account the corpus, the 
languages involved, and the collaborative data 
stores available.  
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Abstract
We present a novel method to recognise
semantic equivalents of biomedical terms
in language pairs. We hypothesise that
biomedical term are formed by seman-
tically similar textual units across lan-
guages. Based on this hypothesis, we
employ a Random Forest (RF) classifier
that is able to automatically mine higher
order associations between textual units
of the source and target language when
trained on a corpus of both positive and
negative examples. We apply our method
on two language pairs: one that uses the
same character set and another with a dif-
ferent script, English-French and English-
Chinese, respectively. We show that
English-French pairs of terms are highly
transliterated in contrast to the English-
Chinese pairs. Nonetheless, our method
performs robustly on both cases. We eval-
uate RF against a state-of-the-art align-
ment method, GIZA++, and we report a
statistically significant improvement. Fi-
nally, we compare RF against Support
Vector Machines and analyse our results.

1 Introduction

Given a term in a source language and term in a
target language the task of this paper is to classify
this pair as a translation or not. We investigate the
performance of the proposed classifier by apply-
ing it on a balanced classification problem, i.e. our
experimental datasets contain an equal number of
positive and negative examples. The proposed
classification model can be used as a component of
a larger system that automatically compiles bilin-
gual dictionaries of technical terms across lan-
guages. Bilingual dictionaries of terms are impor-
tant resources for many Natural Language Pro-
cessing (NLP) applications including Statistical

Machine Translation (SMT) (Feng et al., 2004;
Huang and Vogel, 2002; Wu et al., 2008), Cross-
Language Information Retrieval (Ballesteros and
Croft, 1997) and Question Answering systems
(Al-Onaizan and Knight, 2002). Especially in the
biomedical domain, manually creating and more
importantly updating such resources is an expen-
sive process, due to the vast amount of neologisms,
i.e. newly introduced terms (Pustejovsky et al.,
2001). The UMLS metathesaurus which is one the
most popular hub of multilingual resources in the
biomedical domain, contains technical terms in 21
languages that are linked together using a con-
cept identifier. In Spanish, the second most popu-
lar language in UMLS, only 16.44% of the 7.6M
English terms are covered while other languages
fluctuate between 0.0052% (for Hebrew terms) to
3.26% (for Japanese terms). Hence, these lex-
ica are far for complete and methods that semi-
automatically (i.e., in a post-processing step, cu-
rators can manually remove erroneous dictionary
entries) discover pairs of terms across languages
are needed to enrich such multilingual resources.
Our method can be applied to parallel, aligned cor-
pora, where we expect approximately the same,
balanced classification problem. However, in
comparable corpora the search space of candidate
alignments is of vast size, i.e., quadratic the the
size of the input data. To cope with this heavily
unbalanced classification problem, we would need
to narrow down the number of negative instances
before classification.

We hypothesise that there are language in-
dependent rules that apply to biomedical terms
across many languages. Often the same or simi-
lar textual units (e.g., morphemes and suffixes) are
concatenated to realise the same terms in different
languages. For example, Table 1 illustrates how
a morpheme expressing pain (ache in English) is
used to realise the same terms in English, Chinese
and French. The realisations of the term “head-
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English Morpheme: -ache Chinese Morpheme: 痛痛痛 French Morpheme: -mal
head-ache 头-痛痛痛 mal de tête
back-ache 腰-痛痛痛 mal au dos
ear-ache 耳朵-痛痛痛 mal d’oreille

Table 1: An example of English, Chinese and French terms consisting of the same morphemes

ache” is expected to consist of the units for “head”
and “ache” regardless of the language of realisa-
tion. Hence, knowing the translations of “head”
and “ache” allows the reconstruction “headache”
in a target language.
In our method, we use a Random Forest (RF) clas-
sifier (Breiman, 2001) to learn the underlying rules
according to which terms are being constructed
across languages. An RF is an ensemble of De-
cision Trees voting for the most popular class. RF
classifiers are popular in the biomedical domain
for various tasks: classification of microarray data
(Dı́az-Uriarte and De Andres, 2006), compound
classification in cheminformatics (Svetnik et al.,
2003), classification of microRNA data (Jiang et
al., 2007) and protein-protein interactions in Sys-
tems Biology (Chen and Liu, 2005). In NLP, RF
classifiers have been used for: Language Mod-
elling (Xu and Jelinek, 2004) and semantic pars-
ing (Nielsen and Pradhan, 2004). To the best of
the authors’ knowledge, this is the first attempt to
employ RF for identifying translation equivalents
of biomedical terms.
We prefer RF over other traditional machine learn-
ing approaches such as Support Vector Machines
(SVMs) for a number of reasons. Firstly, RF is
able to automatically construct correlation paths
from the feature space, i.e. decision rules that cor-
respond to the translation rules that we intend
to capture. Secondly, RF is considered one of
the most accurate classifier available (Dı́az-Uriarte
and De Andres, 2006; Jiang et al., 2007). Finally,
RF is reported to cope well with datasets where the
number of features is larger than the number of ob-
servations (Dı́az-Uriarte and De Andres, 2006). In
our dataset, the number of features is almost four
times more than that of the observations.
We represent pairs of terms using character gram
features (i.e., first order features). Such shal-
low features have been proven effective in a num-
ber of NLP applications including: Named En-
tity Recognition (Klein et al., 2003), Multilin-
gual Named Entity Transliteration (Klementiev
and Roth, 2006; Freitag and Khadivi, 2007) and

predicting authorship (Stamatatos, 2006). In ad-
dition, by selecting character n-grams instead of
word n-grams, one avoids to segment words in
Chinese which has been proven to be a challenging
topic (Sproat and Emerson, 2003). We evaluate
our proposed method on two datasets of biomed-
ical terms (English-French and English-Chinese)
that contain equal numbers of positive and neg-
ative instances. RF achieves higher classifica-
tion performance than baseline methods. To boost
SVM’s performance further, we used a second or-
der feature space to represent the data. It consists
of pairs of character grams that co-occur in trans-
lation pairs. In the second order feature space, the
performance of SVMs improved significantly.
The rest of the paper is structured as follows. In
Section 2, we present previous approaches in iden-
tifying translation equivalents of terms or named
entities. In Section 3, we define the classifica-
tion problem, we formulate the RF classifier and
we discuss the first and second order feature space
that we use to represent pairs of terms. In Sec-
tion 4, we show that RF achieves superior classi-
fication performance. In Section 5, we overview
our method and we discuss how it can be used to
compile large-scale bilingual dictionaries of terms
from comparable corpora.

2 Related Work

In this section, we review previous approaches
that exploit the internal structure of sequences to
align terms or named entities across languages.
(Klementiev and Roth, 2006; Freitag and Khadivi,
2007) use character gram features, similar to the
feature space that we propose in this paper, to train
discriminative, supervised models. Klementiev
and Roth (2006) introduce a supervised Percep-
tron model for English and Russian named enti-
ties. They construct a character gram feature space
as follows: firstly, they extract all distinct charac-
ter grams from both source and target named en-
tity. Then, they pair character grams of the source
named entity with character grams of the corre-
sponding target named entity into features. In or-
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der to reduce the number of features, they link
only those character grams whose position offsets
in the source and target sequence differs by -1, 0
or 1. Freitag and Khadivi (2007) employ the same
character gram feature space but they do not con-
straint the included character-grams to their rela-
tive position offsets in the source and target se-
quence. The boolean features are defined for ev-
ery distinct character-grams observed in the data
of length k or shorter. Using this feature space
they train an Averaged Perceptron model, able to
incorporate an arbitrary number of features in the
input vectors, for English and Arabic named en-
tities. The above character gram based methods
mainly focused on aligning named entities of the
general domain, i.e. person names, locations, or-
ganizations, etc., that are transliterated, i.e. present
phonetic similarities, across languages.
SMT-based approaches built on top of existing
SMT frameworks to identify translation pairs of
terms (Tsunakawa et al., 2008; Wu et al., 2008).
Tsunakawa et al. (2008), align terms between
a source language Ls and a target language Lt
using a pivot language Lp. They assume that
two bilingual dictionaries exist: from Ls to Lp
and from Lp to Lt. Then, they train GIZA++
(Och and Ney, 2003) on both directions and they
merge the resulting phrase tables into one table
between Ls and Lt, using grow-diag-final heuris-
tics (Koehn et al., 2007). Wu et al. (2008), use
morphemes instead of words as translation units
to train a phrase based SMT system for technical
terms in English and Chinese. The use of shorter
lexical fragments, e.g. lemmas, stems and suf-
fixes, as translation units has reportedly reduced
the Out-Of-Vocabulary problem (Virpioja et al.,
2007; Popovic and Ney, 2004; Oflazer and El-
Kahlout, 2007).
Hybrid methods exploit that a term or a named en-
tity can be translated in various ways across lan-
guages (Shao and Ng, 2004; Feng et al., 2004; Lu
and Zhao, 2006). For instance, person names are
usually translated by transliteration (i.e., words
exhibiting pronunciation similarities across lan-
guages, are likely to be mutual translations) while
technical terms are likely to be translated by
meaning (i.e., the same semantic units are used to
generate the translation of the term in the target
language). The resulting hybrid systems were re-
ported to perform at least as well as existing SMT
systems (Feng et al., 2004).

Lepage and Denoual (2005) presented an analog-
ical learning machine translation system as part
of the IWSLT task (Eck and Hori, 2005) that re-
quires no training process and it is able to achieve
state-of-the art performance. The core method
of their system models relationships between se-
quences of characters, e.g., sentences, phrases or
words, across languages using proportional analo-
gies, i.e., [a : b = c : d], “a is to b as c is to d”, and
is able to solve unknown analogical equations,
i.e., [x : y = z :?] (Lepage, 1998). Analogical
learning has been proven effective in translating
unseen words (Langlais and Patry, 2007). Further-
more, analogical learning is reported to achieve a
better precision but a lower recall than a phrase-
based machine translation system when translating
medical terms (Langlais et al., 2009).

3 Methodology

Let em = (e1, · · · , em) be an English term
consisting of m translation units and fn =
(f1, · · · , fn) a French or Chinese term consist-
ing of n units. As translation units, we con-
sider character grams. We define a function f :
(em, fn) −→ {0, 1}:

f(em, fn) =

{
1, if em translates into fn

0, otherwise

The function can be learned by training a Random
Forest (RF) classifier1. Let N be the number of
training instances, |Ω| the total number of features,
i.e. the number of dimensions of the feature space,
|τ | a predefined number of random decision trees
and |φ| a predefined number of random features.
An RF classifier is defined as a collection of fully
grown decision tree classifiers, δi(X) (Breiman,
2001):

RF = {δ1(X), · · · , δτ (X)}, X = (em, chn)
(1)

A pair of terms is classified as a translation pair
if the majority of the trees is voting for this class
label. Let I(δi(X)) be the vote of the ith tree
in the forest and avj∈{0,1} the average number of
votes for class labels 0 (translation) and 1 (non-
translation). The function f of τ decision trees
can be written as the majority function:

f(em, chn) = Maj (I(δ1(X)), · · · , I(δτ (X)))

=

⌊
1

2

∑τ
1 I(δi(X)) + 1/2(−1)r

τ

⌋
(2)

1The WEKA implementation (Hall et al., 2009) of RF was
used for all experiments of this paper.
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The majority function returns 1 if the majority
of I(δi(X)) is 1, or returns 0 if the majority of
I(δi(X)) is 0. Adding or subtracting 1/2 controls
whether a tie is resolved towards 1 or 0, respec-
tively. In RF ties are resolved randomly. To rep-
resent this, the negative unit (−1) is raised to a
randomly chosen positive integer r ∈ N+.

We tuned the RF classifier using 140 random
trees and |φ| = log2 |Ω|+ 1 features as suggested
in Breiman (Breiman, 2001).
The RF mechanism that triggers term construction
rules across languages lies in the decision trees.
A RF grows a decision tree by selecting the most
informative feature, i.e. corresponding to the
lowest entropy, out of φ random features. For
each selected feature, a node is created and this
process is repeated for all φ random features of
the unprunned decision trees. In other words, the
process starts with the most informative feature
and builds association rules between all random
features. These are the construction rules that
we are interested in. Figure 1 illustrates a path
in one of the decision trees of an RF classifier
taken from the experiments we conducted on
the English-Chinese dataset. In only one of
thousands of branches of the forest, the classifier
is able to partially trigger the construction rule of
kinase, a type of enzyme, between English and
Chinese. The translation rule correctly associates
the English n-grams kin and as with their Chinese
translation 激酶. In addition, the translation rule
contains both positive and negative associations
between features. The English n-grams ing and
or are negatively correlated with the term kinase.

3.1 Feature Engineering

Each pair of terms is represented as a feature vec-
tor of character n-grams. We further define two
types of character n-gram features, namely first
order and second order. First order character n-
grams are boolean features that designate the oc-
currence of a corresponding character gram of pre-
defined length in the input term. These features are
monolingual, extracted separately from the source
and target term. The RF classifier is shown to ben-
efit from only monolingual features and achieves
the best observed performance. In contrast, SVMs
were shown not to perform well using the first or-
der feature space because they cannot directly as-
sociate the source with the target character grams.

To enhance the performance of SVMs, we con-
structed a second order feature space that contains
associations between first order features. A sec-
ond order feature is a tuple of a source and a tar-
get character gram that co-occur in one or more
translation pairs. Table 2 illustrates an example.
Second order character n-grams are multilingual
features and are defined over true translation pairs.
For this reason, we extract second order features
from the training data only.
In all experiments, the features were sorted in de-
creasing order of frequency of occurrence. We
trained a RF and two SVM classifiers, namely
linear-SVM and RBF-SVM, using a gradually in-
creasing number of features, always starting from
the top of the list. SMT frameworks cannot be
trained on an increasing number of features be-
cause each training instance needs to correspond
to at least one known translation unit (i.e., first or-
der features). Therefore, GIZA++ is trained on the
complete set of translation units.

4 Experiments

In this section, we discuss the employed datasets
of biomedical terms in English-French and
English-Chinese and three baseline methods. We
compare and discuss RF and SVMs trained on the
first order and second order features. Finally, we
report results of all classification methods evalu-
ated on the same datasets.

4.1 Datasets

For our experiments, we used an online bilin-
gual dictionary2 for English-Chinese terms and the
UMLS metathesaurus3 for English-French terms.
The former contains 31, 700 entries while the lat-
ter is a much larger dictionary containing 84, 000
entries. For training, we used the same number of
instances for both language pairs (i.e., 21, 000 en-
tries) in order not to bias the performance towards
the larger English-French dataset. The remain-
ing instances were used for testing (i.e., 10, 7000
and 63, 000 English-Chinese and English-French
respectively). In the case where a source term cor-
responded to more that one target terms according
to the seed dictionary, we randomly selected only
one translation. Negative instances were created
by randomly matching non-translation pairs of
terms. Since we are dealing with a balanced clas-

2www2.chkd.cnki.net/kns50/
3nlm.nih.gov/research/umls
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Figure 1: Example of a term construction rule as a branch in a decision tree.

Input pair of English-French terms : (e1, e2, e3, f1, f2, f3)
English first order French first order Second order

φ1(e1, e2) φ1(f1, f2) φ1(e1e2, f1f2), φ1(e1e2, f2f3)
φ1(e2, e3) φ1(f2, f3) φ1(e2e3, f1f2), φ1(e2e3, f2f3)

Table 2: Example of first and second order features using a predefined n-gram size of 2.

sification problem, we created as many negative
instances as the positive ones in all our datasets.
In all experiments we performed a 3-fold cross-
validation.

4.2 Baselines

We evaluated RF against three classification meth-
ods, namely SVMs, GIZA++ and a Levenshtein
distance-based classifier.
SVMs coordinate a hyperplane in the hyperspace
defined by the features to best separate the posi-
tive and negative instances, i.e. aligned from non-
aligned pairs. In contrast to RF, SVMs do not sup-
port building association rules between features,
i.e., translation units, which in our task seems to be
a deficiency. SVMs produce one final association
rule, i.e. the classification boundary which sepa-
rates positive from negative examples. Its abil-
ity to distinguish aligned from non-aligned pair
of terms depends on how separable the two clus-
ters are. We evaluated several settings for the
SVM classifier. Apart from the default linear ker-
nel function, we applied a radial basis function,
i.e. RBF-SVM. RBF-SVM uses the kernel trick to
project the instances in a higher dimensional space
to better separate the two clusters. While tuning
the SVM’s classification cost C, we observed op-
timal performance for a value of 100. Secondly,
we seeded the association rules of translation units
to the SVM classifier by creating a second or-
der feature space, discussed in detail in section
3.1. We employed the LIBSVM implementation
(Chang and Lin, 2011) of SVMs using both the
linear and RBF kernels.
The second baseline method is GIZA++, an

open source implementation of the 5 IBM-models
(Brown et al., 1993). GIZA++ is traditionally
trained on a bilingual, parallel corpus of aligned
sentences and estimates the probability P (s|t) of a
source translation unit (typically a word), s, given
a target unit t. To apply GIZA++ on our dataset,
we consider the list of terms as parallel sentences.
GIZA++, trained on a list of terms, estimates
the alignment probability of English-Chinese and
English-French textual units, i.e. character n-
grams. Each entry i, j in the translation table
is the probability P (si|tj), where si and tj are
the source and target character n-grams in row i
and column j, respectively. Further details about
training a SMT toolkit for aligning technical terms
can be found in (Tsunakawa et al., 2008; Freitag
and Khadivi, 2007; Wu et al., 2008). After train-
ing GIZA++ we estimate the posterior probabil-
ity P (cfn|em) that a test, Chinese or French term
cfn = {cf1, · · · , cfn} is aligned with a given En-
glish term em = {e1, · · · , em} as follows:

p(cfn|em) = n−m
n∑
i=1

m∑
j=1

P (cfi|ej) (3)

A threshold ξ was defined to classify a pair of
terms into translations or non-translations:

f(em, cfn) =

{
1, if p(cfn|em) ≥ ξ
0, otherwise

(4)

We experimented with different values of ξ
(greedy search) and we selected a value that max-
imizes classification performance.
In order to estimate how phonetically similar the
two language pairs are, we employed a third base-

99



(a) English-French dataset (b) English-Chinese dataset

Figure 2: F-Score of the RF and SVM, GIZA++ and Levenshtein distance-based classifier on the first
order dataset

line method that uses the Edit/Levenshtein dis-
tance of pairs of terms to classify instances as
translations or not. The Levenshtein distance is
defined as the minimum edit operations, i.e., inser-
tion, deletions and substitution, required to trans-
form one sequence of characters to another. We
cannot directly calculate the Levenshtein distance
between English-Chinese pairs of terms since the
two languages are using different scripts. There-
fore, before we applied the Levenshtein distance-
based classifier, we converted the Chinese terms
to their pinyin form, i.e., Romanization system of
Chinese characters. As with GIZA++, we selected
a threshold ξ that maximizes the performance of
the classifier.

4.3 Results
We hypothesise that a RF classifier is able to form
association paths between first order features. We
also have the theoretical intuition that SVM clas-
sifiers are not able to form such association paths.
As a result, we expect limited performance on the
first order feature set, because it does not contain
any associations among character grams.
Figure 2 shows the F-Score achieved by RF, linear-
SVM, RBF-SVM, GIZA++ and Levenshtein/Edit
distance-based classifier on the English-French
and English-Chinese datasets. RF and SVMs are
trained on an increasing number of features. The
behaviour of the classifiers is approximately the
same in both datasets. Performance is greater on
the English-French dataset since English is more
similar to French than to Chinese.
We also observe that linear-SVM and RBF-SVM
do not behave consistently. RBF-SVM’s perfor-
mance quickly climbs to a maximum and after-

wards it declines while linear-SVM’s performance
is constantly increasing until it balances to a very
high error rate, almost corresponding to random
classification. The linear-SVM classifier performs
poorly using first order features only, indicating
that this feature space is non-linearly separable,
i.e. there exists no hyperplane that separates trans-
lation from non-translation instances. Contrary,
RBF-SVM is able to construct a higher dimen-
sional space by applying the kernel trick so as
to take full advantage of a small number of fre-
quent and informative first order features. In this
higher dimensional space of few but informative
first order features, the RBF-SVM classifier coor-
dinates a hyperplane that effectively separates pos-
itive from negative instances. However, increas-
ing the number of features introduces noise that
affects the performance.
The RF is able to profit from larger sets of first
order features; thus, its performance is continu-
ously increasing until it stabilises at 6, 000 fea-
tures. The branches of the decision trees are shown
to manage features correctly to construct most of
the translation rules. Increasing the size of the fea-
ture space minimises the classification error, be-
cause more translation rules that generalize well
on unseen data are constructed.
The bilingual dictionary that we use for our
experiments contains heterogeneous biomedical
terms of diverse semantic categories. For ex-
ample, our data-set contains common medical
terms such as Intellectual Products (e.g. Pain
Management, prise en charge de la douleur, 控
制疼痛) or complex biological concepts such
as Enzymes (e.g. homogentisate 1,2-dioxygenase,
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(a) English-French dataset (b) English-Chinese dataset

Figure 3: F-Score of the RF and SVM, GIZA++ and Levenshtein distance-based classifier on the second
order dataset

English-French pairs English-Chinese pairs
P R F1 P R F1

GIZA++ 0.901 0.826 0.862 0.907 0.742 0.816
Levenshtein Distance 0.762 0.821 0.791 0.501 0.990 0.668
SVM -RBFsecond-order 0.946 0.884 0.914 0.750 0.899 0.818
Linear-SVMsecond-order 0.866 0.887 0.8763 0.765 0.893 0.824
RFfirst-order 0.962 0.874 0.916 0.779 0.940 0.851

Table 3: Best observed performance of RF, SVM and GIZA++ and Levenshtein Distance

acide homogentisique-oxydase, 尿黑酸1,2-双氧
酶). Therefore, we would expect poor perfor-
mance of the supervised methods using only a
small portion of the total set of first order features
due to the high diversity of the terms. For exam-
ple the morpheme ache/ mal/痛 is more frequent
in Disease or Syndrome named entities rather than
Enzyme named entities. However, the results indi-
cate that RF can generalize well on heterogeneous
terms. Figure 2 shows that the RF classifier out-
performs SMT based methods, using only 1000
features.
The Levenshtein distance-based classifier per-
forms considerably better in the English-French
dataset than in English-Chinese. In fact, its best
performance for the English-Chinese dataset is
achieved when classifying every pair of terms as
a translation, i.e. 100% recall but 50% precision.
In a second experiment, we attempted to explore
whether the performance of SVMs can be im-
proved by providing cross-language association
features. We employed the second order feature
set discussed in subsection 3.1. We used a constant
number of 6, 000 first order features, the num-
ber of features that achieved maximum F-Score
for RF in the previous experiment. Besides these

first order features, we added an increasing num-
ber of second order ones. Figure 3 shows the F-
Score curves of the RF, linear-SVM, RBF-SVM,
GIZA++ and Levenshtein distance using this fea-
ture space.
We observe that second order features improved
the performance of both SVMs considerably. In
contrast to the previous experiment, the two SVMs
present consistent bevaviour. Interestingly, the
performance of the RF slightly decreased when
using a small number of second order features.
A possible explanation of this behaviour is that
the second order associative features added noise,
since the RF had already formed the association
rules from first order features. In addition, for m
English and n Chinese or French first order fea-
tures there were m × n possible combinations of
second order features as explained in Subsection
3.1. Hence, there was a large number of second
order features that we excluded from the train-
ing process. Consequently, decision tree branches
were populated with incomplete association rules
while the RF was able to form these associa-
tions automatically. Nevertheless, as more sec-
ond order features were added, more association
rules were explored and the RF performance in-
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creased. Table 3 summarises the highest perfor-
mance achieved by the RF, SVMs, GIZA++ and
Levenshtein distance all trained and tested on the
same dataset. The resulting performance of the RF
compared with GIZA++ is statistically significant
(p < 0.0001) in all experiments. Comparing the
RF with the SVMs, we note that in the English-
French dataset, the performance of the SVM-RBF
is approximately the same with the performance
of our proposed method. However, this comes
with a cost. Firstly, SVMs can possibly achieve
a comparable performance to the RF when us-
ing multilingual, second order features. In con-
trast, our experiments show that RF benefit from
monolingual, first order features only. Secondly,
SVMs need a large number of additional multi-
lingual features, (6.000 second order features or
more) to perform similarly to RF. As a conse-
quence, the resulting models of the SVM classi-
fiers are more complex. We measured the aver-
age time needed by the two classifiers to decide
for a single pair of terms. The RF is approx-
imately 30 times faster than SVMs (on average
0.010 and 0.292 seconds, respectively). Finally,
in the English-Chinese dataset the RF performed
significantly better than both SVMs.

5 Discussion And Future Work

In this paper, we presented a novel classification
method that uses Random Forest (RF) to recognise
translations of biomedical terms across languages.
Our approach is based on the hypothesis that in
many languages, there exist some rules for com-
bining textual units, e.g. n-grams, to form biomed-
ical terms. Based on this assumption, we de-
fined a first order feature space of character grams
and demonstrated that an RF classifier is able to
discover such cross language translation rules for
terms. We experimented with two diverse lan-
guage pairs: English-French and English-Chinese.
In the former case, pairs of terms exhibit high pho-
netic similarity while in the latter case they do not.
Our results showed that the proposed method per-
forms robustly in both cases and achieves a signif-
icantly better performance than GIZA++. We also
evaluated Support Vector Machines (SVM) clas-
sifiers on the same first order feature space and
showed that they fail to form translation rules in
both language pairs, possibly because it cannot
associate first order features with each other suc-
cessfully. We attempted to boost the performance

of the SVM classifier by adding association evi-
dence of textual units to the features. We extracted
second order features from the training data and
we defined a new feature set consisting of both first
order and second order features. In this feature
space, the performance of the SVMs improved sig-
nificantly.
In addition to this, we observe from the reported
experiments that RF achieves a better F-Score per-
formance than GIZA++ in all datasets. Nonethe-
less, GIZA++ presents a better precision (but
lower recall) in one dataset, i.e., English/Chinese.
Based on this observation we plan to investigate
the performance of a hybrid system combining RF
with MT approaches.
One trivial approach to apply the proposed method
for compiling large-scale bilingual dictionaries of
terms from comparable corpora would be to di-
rectly classify all possible pairs of terms into
translations or non-translations. However, in
comparable corpora, the size of the search space
is quadratic to the input data. Therefore, the clas-
sification task is much more challenging since the
distribution of positive and negative instances is
highly skewed. To cope with the vast search space
of comparable corpora, we plan to incorporate
context-based approaches with the RF classifica-
tion method. Context-based approaches, such as
distributional vector similarity (Fung and McKe-
own, 1997; Rapp, 1995; Koehn and Knight, 2002;
Haghighi et al., 2008), can be used to limit the
number of candidate translations by filtering out
pairs of terms with low contextual similarity.
Finally, the proposed method can be also used to
online augment the phrase table of Statistical Ma-
chine Translation (SMT) in order to better han-
dle the Out-of-Vocabulary problem i.e. inability
to translate textual units that consist of one or
more words and do not occur in the training data
(Habash, 2008).
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Abstract

Multilingual sentiment analysis attracts in-
creased attention as the massive growth
of multilingual web contents. This con-
ducts to study opinions across different
languages by comparing the underlying
messages written by different people hav-
ing different opinions. In this paper, we
propose Sentiment based Comparability
Measures (SCM) to compare opinions in
multilingual comparable articles without
translating source/target into the same lan-
guage. This will allow media trackers
(journalists) to automatically detect public
opinion split across huge multilingual web
contents. To develop SCM, we need either
to get or to build parallel sentiment cor-
pora. Because this kind of corpora are not
available, we decided to build them. For
that, we propose a new method to automat-
ically label parallel corpora with sentiment
classes. Then we use the extracted parallel
sentiment corpora to develop multilingual
sentiment analysis system. Experimental
results show that, the proposed measure
can capture differences in terms of opin-
ions. The results also show that compara-
ble articles variate in their objectivity and
positivity.

1 Introduction

We can distinguish two kinds of sentiments anal-
ysis depending on monolingual or multilingual ar-
ticles.

In the following, as in (Pang and Lee, 2008), the
terms Sentiment Analysis (SA) and Opinion Min-
ing (OM) are used as synonyms. Mining opinions
is to identify the subjectivity and/or the polarity of
a given text at article or sentence level. Subjectiv-
ity identification is to classify the text into subjec-

tive or objective, while polarity identification is to
classify the text into negative or positive.

Popular methods for monolingual sentiment
analysis are based on lexicon and corpus. Lexi-
con based methods use string matching techniques
between texts and annotated lexicons. The most
common sentiment lexicons for English language
are WordNet-Affect (Valitutti, 2004) and Senti-
WordNet (Esuli and Sebastiani, 2006), which are
extensions of WordNet. Additionally, SenticNet
(Cambria et al., 2010) is a knowledge-base ex-
tension of aforementioned lexicons. On the other
hand, corpus based approach is popular for sen-
timent analysis (Pang and Lee, 2008). It uses
corpora and machine learning algorithms to build
sentiment classification systems. For example,
Pang et al. used polarity (Pang et al., 2002) and
subjectivity (Pang and Lee, 2004) English cor-
pora to train machine learning algorithms to build
sentiment classifiers. These resources have been
adapted to other languages by many researchers
as we will see in the following.

Multilingual sentiments analysis becomes a re-
ality because of the massive growth of multilin-
gual web contents. In this case, sentiment analy-
sis identifies sentiments across multiple languages
instead of one language. This can be done by
creating sentiment resources for new languages
by translating existing English resources (lexi-
cons/corpora) into the target language, or by trans-
lating target text into English, then pass the trans-
lated text to English models for sentiment analysis
(Rushdi-Saleh et al., 2011; Bautin et al., 2008; De-
necke, 2008; Ghorbel, 2012). However, (Brooke
et al., 2009) reported that creating new resources
to build sentiment models from scratch works bet-
ter than using the approach based on machine
translation.

As we see in the previous discussion, works on
multilingual sentiment analysis just try to iden-
tify sentiments across multiple languages. How-
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ever, it is worthy to compare opinions about a
given topic in several languages, not just to iden-
tify these opinions. If people from different cul-
tures wrote an article about political/societal top-
ics, they may judge these topics differently ac-
cording to their cultures. In fact, detecting dis-
agreement of opinions in multiple languages is a
promising research area. So, our goal is to en-
able media trackers (journalists) to automatically
detect the split of public opinions about a given
topic across multiple languages. To the best of our
knowledge, there are no work in the literature that
serve our goal, therefore, we propose to develop
automatic measures that compare opinions in mul-
tilingual comparable articles. These comparabil-
ity measures will be the core of our goal which is
building multilingual automatic journalist review
system.

For that, we propose a Sentiment based Com-
parability Measures (SCM) which identify senti-
ments, score them and compare them across mul-
tilingual documents. Therefore, we need to iden-
tify and score sentiments in multiple languages.
Namely, SCM needs a multilingual sentiment
analysis system to identify and score sentiments.
To build this system, we need parallel sentiment
corpora from different topics. Unfortunately, we
do not have such corpora, we only have English
sentiment corpus. So, we propose in Section 2 a
new method to build parallel sentiment corpora.
We start from English sentiment corpora (movie
reviews domain), then use it to build sentiment
classifier for English language and then label a
new parallel English/target corpora which is dif-
ferent from the movie one. In section 3, we use the
obtained parallel sentiment corpora to build a mul-
tilingual sentiment analysis system which is used
to develop SCM, then we use SCM to compare
multilingual comparable articles in terms of opin-
ions. The advantage of this idea is that we do not
need to translate corpora/lexicons to analyse mul-
tilingual text.

The rest of this article is organized as fol-
lows, Section 2 describes our method to build par-
allel sentiment corpora, Section 3 presents our
proposed sentiment based comparability measures
(SCM) and experimental results conducted on cor-
pora. Finally, we state the conclusions.

2 Sentiment Corpora Extraction

As we introduced earlier, we need parallel cor-
pora to build the sentiment comparability measure.
Therefore, we present in this section a method
to annotate parallel corpora with sentiment la-
bels. This method can be applied on any En-
glish/target language pairs. In this work, we la-
bel English/Arabic parallel sentences. The idea is
to use an English sentiment classifier to label each
English sentence in the new parallel corpora, then
we can assign the same label to the target (Ara-
bic) sentence, because sentences are parallel and
convey the same opinions.

The widely used approach to build a classifier
is to build a Naive Bayes model using n-grams
linguistic features (Pang et al., 2002; Dave et al.,
2003; Pang and Lee, 2004; Kim and Hovy, 2004;
Cui et al., 2006; Tan et al., 2009). So, we use this
method on bigrams extracted from English sen-
timent corpora of movie reviews. These corpora
are manually labelled with subjectivity and polar-
ity labels. Each review in the collection is rep-
resented as a vector composed of bigram occur-
rences. Then, each vector is feed to Naive Bayes
classifier with corresponding class label for train-
ing. Naive Bayes classifies the vector to the high-
est probable class. Our objective in this paper is to
compare opinions, this is why we used this tradi-
tional method for building the sentiment classifier.

The parallel corpora, that we annotate, cover
variant topics (newspapers, UN resolutions, and
transcribed talks), and are available in many lan-
guages. The newspapers are collection of parallel
articles from AFP, ANN, ASB, and provided by
LDC1. UN corpora2 is a collection of United Na-
tions General Assembly Resolutions. Transcribed
talks are collection of multilingual transcriptions
from TED provided by WIT33.

Figure 1 illustrates our method and Table 1 de-
scribes corpora denoted in the figure. The men-
tioned corpora are: senti-corp, parallel, and new-
senti-corp. senti-corp represents the monolingual
(English) manually labelled, parallel represents
parallel corpora in variant topics, and new-senti-
corp represents the extracted corpora. Corpora
sizes are presented in Tables 2 and 3. Table 2
presents the number of reviews of senti-corp with

1LDC - Linguistic Data Consortium: ldc.upenn.edu
2Corpora of the United Nations: uncorpora.org
3WIT3 Web Inventory of Transcribed and Translated

Talks wit3.fbk.eu
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respect to sentiment classes, and Table 3 presents
the number of sentences of parallel corpora.

Table 1: Corpora description
Corpora Description

senti-corp
Monolingual manually
labelled sentiment corpus
(polarity or subjectivity)

senti-corp-p1

Part 1 of senti-corp (90%):
used to build classification
models which are used for
labelling task

senti-corp-p2

Part 2 of senti-corp (10%):
This is the (test corpus)
which is used to test the
extracted corpora

parallel Multilingual parallel corpora

parallel-p1
Part 1 of the parallel corpora
(90%): to be labelled
automatically

parallel-p2
Part 2 of the parallel corpora
(10%): to be used to evaluate
SCM

new-senti-corp
Multilingual automatically
labelled sentiment corpus

Table 2: Senti-corp size (number of reviews)
Class senti-corp-p1 senti-corp-p2
subjective 4500 500
objective 4500 500
negative 900 100
positive 900 100

Table 3: Parallel Corpora size
Corpus # of sentences
parallel-p1 364K
parallel-p2 40K

The following steps describe the method we
propose:

1. Split senti-corp into two parts: senti-corp-p1
is 90%, and senti-corp-p2 is 10%.

2. Use senti-corp-p1 to train a Naive Bayes
classifier to build a monolingual sentiment
model.

3. Split the parallel corpora into two parts:
parallel-p1 is 90%, and parallel-p2 is 10%.

4. Using the sentiment classification model ob-
tained in step 2, classify and label English
sentences of parallel-p1 and assign the same
sentiment class to the corresponding Arabic
sentences.

5. Refine and filter sentences which are labelled
in step 4. The filtering process keeps only
sentences that have high sentiment score.
Then, we obtain new-senti-corp which is
Arabic/English parallel sentiment labelled
corpora in different domains.

6. Use the English part of new-senti-corp which
is obtained in step 5 to train a Naive Bayes
classifier.

7. Evaluate the classifier built in step 6 on senti-
corp-p2. If the classification accuracy is ac-
cepted, then continues, otherwise, try other
corpora and/or models.

This method is independent of the the sentiment
class labels. So, it can be applied for subjectivity
or polarity corpus.

Tables 4 and 5 present the experimental results
of steps 4 and 5 of the Figure 1. Table 4 shows
the statistical information of sentiment scores of
the labelled corpora, where Rate is the class label
distribution (percentage) with respect to the whole
dataset. µ, σ, Min, and Max are the mean, stan-
dard deviation, minimum, and maximum values
of sentiment scores respectively. For subjectiv-
ity labels, 54% and 46% of sentences are labelled
as subjective and objective respectively. For po-
larity labels, 58% and 42% of sentences are la-
belled as negative and positive respectively. Table
5 presents the frequency table of intervals of sen-
timent scores of the labelled sentences. We can
see from Table 5 that most of sentences have high
sentiment scores (from 0.9 to 1.0). To extract high
quality labelled sentences, we keep only sentences
with score greater than 0.8.

In order to evaluate the quality of the extracted
corpora (step 7 in Figure 1), we need first to build a
sentiment classifier based on this corpora and then
evaluate the accuracy of this classifier. The detail
of this process is given bellow:

1. Train a Naive Bayes classifier on the parallel
sentiment corpora new-senti-corp.

2. Test the obtained classifiers on the manually
labelled corpus senti-corp-p2.
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Figure 1: Approach for parallel sentiment corpora extraction and evaluation

Table 4: Sentiment classes statistics for labelled sentences scores of parallel-p1 corpora
Label Count Rate µ σ Min Max
subjective 231,180 54% 0.93 0.11 0.60 1.00
objective 197,981 46% 0.93 0.11 0.60 1.00
negative 219,070 58% 0.84 0.12 0.60 0.99
positive 159,396 42% 0.83 0.12 0.60 1.0

Table 5: Frequency table of sentiment scores intervals of labelled sentences of parallel-p1 corpora
Label [0.6,0.7) [0.7,0.8) [0.8,0.9) [0.9,1]
subjective 6.1% 9.0% 11.9% 73.0%
objective 6.8% 8.1% 10.8% 74.3%
negative 17.7% 18.0% 21.6% 42.7%
positive 20.4% 20.8% 21.7% 37.2%

In the following, senti-corp-p2 is the test cor-
pus. The evaluation is presented in Table 6.
The metrics include classification accuracy, and

F-measures. F-neg, F-pos, F-sub, and F-obj are
the F-measures for negative, positive, subjective,
and objective classes respectively. For subjectiv-
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Table 6: Evaluation of extracted corpus (step 7)
Subjectivity Polarity

Accuracy 0.765 Accuracy 0.720
F-sub 0.717 F-neg 0.754
F-obj 0.799 F-pos 0.674

ity test, the classifier achieved 76.5% of accuracy
and an average of 75.8% of f-measure. For polar-
ity test, the classifier leads to 72% of accuracy and
an average of 71% of F-measure.

We wanted to compare these results with oth-
ers works in sentiment classification, but unfortu-
nately the used corpora are not the same. Anyway,
these results are only indicative for us, because our
objective is not to propose a new method for auto-
matic sentiment classification, but to build a senti-
ment based comparability measure.

Now, we obtained English/Arabic parallel sen-
timent corpora in multiple topics. We use these
corpora to develop sentiment based comparability
measures that will be described in the next section.

Notice that at the beginning the only avail-
able sentiment corpus was a collection of movie
reviews in English language, with the proposed
method, we got multilingual sentiment corpora
of different topics. Furthermore, using this
method, one can obtain sentiment corpus for
under-resourced languages. The advantage of the
parallel corpora is to build sentiment classifiers
that can be used to develop sentiment based com-
parability measures.

3 Sentiment Based Comparability
Measures

As we stated in the introduction, there are no work
in the literature that serve our goal, which is to
compare multilingual articles in terms opinions.
Therefore, we propose to develop automatic mea-
sures that compare opinions in multilingual com-
parable articles.

In the previous section, we built a parallel sen-
timent corpora where both source and its corre-
sponding sentence have the same sentiment label.
In this section, we compare multilingual compa-
rable articles in terms of sentiments. Obviously,
in this case we do not have the same sentiment la-
bels since articles are comparable and not parallel.
So, we develop Sentiment based Comparability
Measures (SCM) which measure the differences
of opinions in multilingual corpora. For that, we

use the achieved parallel sentiment corpora new-
senti-corp to build multilingual sentiment analysis
systems, using the same method as in Section 2.

The idea is to identify and score sentiments in
the source and target comparable articles and pro-
vide these information to SCM to compare their
opinions. In the following, we describe how to
compute SCM for comparable articles based on
average score of all sentences.

We use formula 1 which is derived from Naive
Bayes to compute opinion score and assign the
corresponding label:

classify(S) = argmax
c

P (c)
n∏

k=1

P (fk|c) (1)

where S is a sentence, fk are the features of S,
c ∈ {o, ō} for subjectivity and c ∈ {p, p̄} for po-
larity, where o is objective, ō is subjective, p is
positive, p̄ is negative.

An article may contain some sentences belong-
ing to the subjective class, and others belonging
to the objective class (idem for positive and nega-
tive). So, for a given pair of comparable articles,
SCM has three parameters dx, dy, c, where dx, dy

are the source and the target articles respectively,
and c is the class label. This score is calculated as
follows:

SCM(dx, dy, c) =

∣∣∣∣∣∣∣
∑

C(Sx)=c

P (Sx|c)

Nx
−

∑
C(Sy)=c

P (Sy|c)

Ny

∣∣∣∣∣∣∣
(2)

Where Sx ∈ dx, Sy ∈ dy, and
∑

C(Sx)=c

P (Sx|c)

and
∑

C(Sy)=c

P (Sy|c) are the sum of probabilities

for all source and target sentences respectively that
belong to class c. Nx and Ny are the number of
source and target sentences respectively that be-
long to the class c. Formally speaking, for a given
pair of documents dx, dy, we have four measures:
SCM(dx, dy, o), SCM(dx, dy, ō) for subjectiv-
ity, and SCM(dx, dy, p), SCM(dx, dy, p̄) for po-
larity.

In our experiments, we calculate SCM for pair
of articles in parallel and comparable corpora.
Calculating SCM for parallel corpora could be
very surprising, but we did it in order to show
that for this kind of corpora, the proposed measure
should be better than the one achieved for compa-
rable corpora.
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Table 7: Comparable corpora information
AFEWC eNews

English Arabic English Arabic
Articles 40290 40290 34442 34442
Sentences 4.8M 1.2M 744K 622K
Average #sentences/article 119 30 21 17
Average #words/article 2266 548 198 161
Words 91.3M 22M 6.8M 5.5M
Vocabulary 2.8M 1.5M 232K 373K

Table 8: Average Sentiment Based Comparability Measures (SCM)
Corpora SCM(dx, dy, ō) SCM(dx, dy, o) SCM(dx, dy, p̄) SCM(dx, dy, p)

parallel-p2

AFP 0.02 0.02 0.1 0.12
ANN 0.05 0.06 0.1 0.1
ASB 0.07 0.1 0.12 0.14
TED 0.06 0.06 0.08 0.07
UN 0.05 0.02 0.07 0.08

Comparable
ENews 0.07 0.15 0.11 0.15
AFEWC 0.11 0.19 0.11 0.16

The comparable corpora that we use for our
experiments are AFEWC and eNews which were
collected and aligned at article level (Saad et al.,
2013). Each pair of comparable articles is related
to the same topic. AFEWC corpus is collected
from Wikipedia and eNews is collected from Eu-
ronews website. Table 7 presents the number of
articles, sentences, average sentences per article,
average words per article, words, and vocabulary
of these corpora.

Table 8 presents the experimental results of
SCM computed using formula 2. SCM is com-
puted for the source and target articles for par-
allel corpora parallel-p2 and comparable corpora
(AFEWC and eNews). We note that SCM for AFP,
ANN, ASB, TED, and UN corpora are small be-
cause they are parallel. This shows that the pro-
posed measure is well adapted to capture the sim-
ilarity between parallel articles. Indeed, they have
the same sentiments. On the other hand, SCM be-
come larger for comparable corpora, because the
concerned articles do not necessary have the same
sentiments. The only exception to what have been
claimed is that the subjectivity SCM for eNews
comparable corpora is similar to the one of ASB
which is parallel corpora. In contrast, the objec-
tivity SCM is larger (0.15) for eNews, that means
pair of articles in eNews corpora have similar sub-
jective but different objective sentiments. In other

words, source and target are considered similar in
terms of subjectivity but different in terms of ob-
jectivity (idem for negative and positive). Con-
sequently, comparable articles do not necessary
have the same opinions. Additionally, we note
that the SCM for AFEWC corpora are the largest
in comparison to the others, this is maybe because
Wikipedia has been written by many different con-
tributors from different cultures.

4 Conclusions

We presented a new method for comparing mul-
tilingual sentiments through comparable articles
without the need of translating source/target arti-
cles into the same language. Our results showed
that it is possible now for media trackers to au-
tomatically detect difference in public opinions
across huge multilingual web contents. The re-
sults showed that the comparable articles variate
in their objectivity and positivity. To develop our
system, we required parallel sentiment corpora.
So, we presented in this paper an original method
to build parallel sentiment corpora. We started
from an English movie corpus annotated in terms
of sentiments, we trained NB classier to classify
an English text concerning topics different from
movie, and then we deduced the sentiment labels
of the the corresponding target parallel text by as-
signing the same labels. This method is interest-
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ing because it allows us to produce several parallel
sentiment corpora concerning different topics. We
built SCM using these parallel sentiment corpora,
then, SCM identifies sentiments, scores them and
compares them across multilingual documents. In
the future works, we will elaborate our journalist
review system by developing a multilingual com-
parability measure that can handle semantics and
integrate it with the sentiment based measure.
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Abstract

Previous attempts in extracting parallel
data from Wikipedia were restricted by the
monotonicity constraint of the alignment
algorithm used for matching possible can-
didates. This paper proposes a method for
exploiting Wikipedia articles without wor-
rying about the position of the sentences in
the text. The algorithm ranks the candidate
sentence pairs by means of a customized
metric, which combines different similar-
ity criteria. Moreover, we limit the search
space to a specific topical domain, since
our final goal is to use the extracted data
in a domain-specific Statistical Machine
Translation (SMT) setting. The precision
estimates show that the extracted sentence
pairs are clearly semantically equivalent.
The SMT experiments, however, show that
the extracted data is not refined enough to
improve a strong in-domain SMT system.
Nevertheless, it is good enough to boost
the performance of an out-of-domain sys-
tem trained on sizable amounts of data.

1 Introduction

A high-quality Statistical Machine Translation
(SMT) system can only be built with large quan-
tities of parallel texts. Moreover, systems special-
ized in specific domains require in-domain train-
ing data. A well-known problem of SMT systems
is that existing parallel corpora cover a small per-
centage of the possible language pairs and very
few domains. We therefore need a language-
independent approach for discovering parallel sen-
tences in the available multilingual resources.

This idea was explored intensively in the last
decade with different text sources, generically
called comparable corpora, such as news feeds,
encyclopedias or even the entire Web. The first

approaches focused merely on news corpora and
were either based on IBM alignment models (Zhao
and Vogel, 2002; Fung and Cheung, 2004) or em-
ploying machine learning techniques (Munteanu
and Marcu, 2005; Abdul Rauf and Schwenk,
2011).

The multilingual Wikipedia is another source
of comparable texts, not yet thoroughly explored.
Adafre and de Rijke (2006) describe two meth-
ods for identifying parallel sentences across it
based on monolingual sentence similarity (MT
and respectively, lexicon based). Fung et al.
(2010) approach the problem by combining recall-
and precision-oriented methods for sentence align-
ment, such as the DK-vec algorithm or algorithms
based on cosine similarities. Both approaches
have achieved good results in terms of precision
and recall.

However, we are interested in real applica-
tion scenarios, such as SMT systems. The fol-
lowing approaches report significant performance
improvements when using the extracted data as
training material for SMT: Smith et al. (2010)
use a maximum entropy-based classifier with
various feature functions (e.g. alignment cover-
age, word fertility, translation probability, distor-
tion). Ştefănescu et al. (2012) propose an algo-
rithm based on cross-lingual information retrieval,
which also considers similarity features equivalent
to the ones mentioned in the previous paper.

The presented approaches extract general pur-
pose sentences, but we are interested in a spe-
cific topical domain. We have previously tackled
the problem (Plamada and Volk, 2012) and en-
countered two major bottlenecks: the alignment
algorithm for matching possible candidates and
the similarity metric used to compare them. To
our knowledge, existing sentence alignment al-
gorithms (including the one we have employed
in the first place) have a monotonic order con-
straint, meaning that crossing alignments are not
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allowed. But this phenomenon occurs often in
Wikipedia, because its articles in different lan-
guages are edited independently, without respect-
ing any guidelines. Moreover, the string-based
comparison metric proved to be unreliable for
identifying parallel sentences.

In this paper we propose an improved approach
for selecting parallel sentences in Wikipedia arti-
cles which considers all possible sentence pairs,
regardless of their position in the text. The selec-
tion will be made by means of a more informed
similarity metric, which rates different aspects
concerning the correspondences between two sen-
tences. Although the approach is language and
domain-independent, the present paper reports re-
sults obtained through querying the German and
French Wikipedia for Alpine texts (i.e. moun-
taineering reports, hiking recommendations, arti-
cles on the biology and the geology of mountain-
ous regions). Moreover, we report preliminary re-
sults regarding the use of the extracted corpus for
SMT training.

2 Finding candidate articles

The general architecture of our parallel sentence
extraction process is shown in Figure 1. We
applied the approach only to the language pair
German-French, as these are the languages we
have expertise in. In the project Domain-specific
Statistical Machine Translation1 we have built an
SMT system for the Alpine domain and for this
language pair. The training data comes from the
Text+Berg corpus2, which contains the digitized
publications of the Swiss Alpine Club (SAC) from
1864 until 2011, in German and French. This
SMT system will generate the automatic transla-
tions required in the extraction process.

The input consists of German and French
Wikipedia dumps3, available in the MediaWiki
format 4. Therefore our workflow requires a pre-
processing step, where the MediaWiki contents
are transformed to XML and then to raw text.
Preprocessing is based on existing tools, such as
WikiPrep5, but further customization is needed in
order to correctly convert localized MediaWiki el-
ements (namespaces, templates, date and number
formats etc.). We then identify Wikipedia articles

1http://www.cl.uzh.ch/research en.html
2See www.textberg.ch
3Accessed in September 2011
4http://www.mediawiki.org/wiki/MediaWiki
5http://sourceforge.net/projects/wikiprep/

Figure 1: The extraction workflow

available in both languages by means of the inter-
language links provided by Wikipedia itself. This
reliable information is a good basis for the extrac-
tion workflow, since we do not have to worry about
the document alignment.

Upon completion of this step, we have extracted
a bilingual corpus of approximately 400 000 ar-
ticles per language. The corpus is subsequently
used for information retrieval (IR) queries aiming
to identify the articles belonging to the Alpine do-
main. The input queries contain the 100 most fre-
quent mountaineering keywords in the Text+Berg
corpus (e.g. Alp, Gipfel, Berg, Route in German
and montagne, sommet, voie, cabane in French).
This filter reduces the search space to 40 000
articles. Although we have refined our search
terms by discarding the ones occurring frequently
in other text types (e.g. meter, day, year, end),
we were not able to avoid a small percentage of
false positives. Once we extract the Alpine com-
parable corpus, we proceed to the extraction of
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parallel sentences, which will be thoroughly dis-
cussed in the following section. See (Plamada and
Volk, 2012) for more details about the extraction
pipeline.

3 Finding parallel segments in Wikipedia
articles

The analysis of our previous results brought into
attention many ”parallel“ sentence pairs of dif-
ferent lengths, meaning that the shared trans-
lated content does not span over the whole sen-
tence. As an example, consider the following sen-
tences which have been retrieved by the extraction
pipeline. Although they both contain information
about the valleys connected by the Turini pass, the
German sentence contains a fragment about its po-
sition, which has not been translated into French.

DE: Der Pass liegt in der äusseren, besiedelten
Zone des Nationalpark Mercantour und stellt den
Übergang zwischen dem Tal der Bévéra und dem
Tal der Vésubie dar.
FR: Le col de Turini relie la vallée de la Vésubie
à la vallée de la Bévéra.

If this sentence pair would be used for MT
training, it would most probably confuse the sys-
tem, because noisy word alignments are to be ex-
pected. Our solution to this problem is to split
the sentences into smaller entities (e.g. clauses)
and then to find the alignments on this granular-
ity level. The clause boundary detection is per-
formed independently for German and French, re-
spectively, following the approach developed by
Volk (2001). The general idea is to split the sen-
tences into clauses containing a single full verb.

Our alignment algorithm, unlike previous ap-
proaches, ignores the position of the clauses in the
texts. Although Wikipedia articles are divided into
sections, their structure is not synchronized across
the language variants, since articles are edited in-
dependently. We have encountered, for example,
cases where one section in the French article was
included in the general introduction of the Ger-
man article. If we would have considered sec-
tions boundaries as anchor points, we would have
missed useful clause pairs. We therefore decided
to use an exhaustive matching algorithm, in order
to cover all possible combinations.

For the sake of simplicity, we reduce the prob-
lem to a monolingual alignment task by using an
intermediary machine translation of the source ar-

ticle. We decided that German articles should al-
ways be considered the source because we expect
a better automatic translation quality from German
to French. The translation is performed by our in-
house SMT system trained on Alpine texts. The
algorithm generates all possible clause pairs be-
tween the automatic translation and the targeted
article and computes for each of them a similarity
score. Subsequently it reduces the search space by
keeping only the 3 best-scoring alignment candi-
dates for each clause. Finally the algorithm returns
the alignment pair which maximizes the similarity
score and complies with the injectivity constraint.
In the end we filter the results by allowing only
clause pairs above the set threshold.

We defined our similarity measure as a
weighted sum of feature functions, which returns
values in the range [0,1]. The similarity score
models two comparison criteria:

• METEOR score
We used the METEOR similarity metric be-
cause, unlike other string-based metrics (e.g.
BLEU (Papineni et al., 2002)), it considers
not only exact matches, but also word stems,
synonyms, and paraphrases (Denkowski and
Lavie, 2011). Suppose that we compute the
similarity between the following sentences in
French: j’ aimerais bien vous voir and je
voudrais vous voir (both meaning I would
like to see you). BLEU, which is a string-
based metric, would assign a similarity score
of 52.5. This value could hardly be con-
sidered reliable, given that the sentence ta
voiture vous voir (paired with the first sen-
tence) would get the same BLEU score, al-
though the latter sentence (EN: your car see
you) is obviously nonsense. On the other
hand, METEOR would return a score of 90.3
for the original sentence pair, since it can
appreciate that the two pronouns (je and j’)
are both variations of the first person singular
in French and that the predicates convey the
same meaning.

• Number of aligned content words
However, METEOR scores can also be mis-
leading, since they rely on automatic word
alignments. Two sentences are likely to re-
ceive a high similarity score when they share
many aligned words. However, the align-
ments are not always reliable. We often saw
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sentence pairs with a decent Meteor score
where only some determiners, punctuation
signs or simple word collocations (e.g. de
la montagne (EN: of the mountain)) were
matched. As an illustration, consider the fol-
lowing sentence pair and its corresponding
alignment:

Hyp: les armoiries , le désir de la ville de
breslau par ferdinand i. le 12 mars 1530 a
Ref: le 19 juin 1990 , le conseil municipal
rétablit le blason original de la ville

2-4 3-5 5-12 6-13 7-14 13-0

Although the sentences are obviously not se-
mantically equivalent (a fact also suggested
by the sparse word alignments), the pair re-
ceives a METEOR score of 0.23. We decided
to compensate for this by counting only the
aligned pairs which link content words and
dividing them by the total number of words
in the longest sentence from the considered
pair. In the example above, only one valid
alignment (7-14) can be identified, therefore
the sentence pair will get a partial score of
1/18. In this manner we can ensure the de-
crease of the initial similarity score.

Additionally, we have defined a token ratio fea-
ture to penalize the sentence length differences.
Although a length penalty is already included in
the METEOR score, we still found false candidate
pairs with exceedingly different lengths. There-
fore we decided to use this criterion as a selec-
tion filter rather than including it in the similarity
function, in order to increase the chances of other
candidates with similar length. Even if no other
candidate will pass all the filters, at least we ex-
pect the precision to increase, since we will have
one false positive less.

The final formula for the similarity score be-
tween two clauses src in the source language and,
respectively trg in the target language is:

score(src, trg) = w1 ∗ s1 + (1− w1) ∗ s2 (1)

where s1 represents the METEOR score and s2 the
alignment score.

The weights, as well as the final threshold are
tuned to maximize the correlation with human
judgments. We modeled the task as a minimiza-
tion problem, where the function value increases

by 1 for each correctly selected clause pair and
decreases by 1 for each wrong pair. The solu-
tion (consisting of the individual weights and the
threshold) is found using a brute force approach,
for which we employed the scipy.optimize
package from Python. The training set consists
of an article with 1300 clause pairs, 25 of which
are parallel and the rest non-parallel. We chose
this distribution of the useful/not useful clauses
because this corresponds to the real distribution
observed in Wikipedia articles. In the best con-
figuration, we retrieve 23 good clause pairs and 1
wrong. This corresponds to a precision of 95%
and a recall of 92% on this small test set.

However, we can influence the quantity of ex-
tracted parallel clauses by manually adjusting the
final filter threshold. Figure 2 depicts the size vari-
ations of the resulting corpus at different thresh-
olds, where the relative frequency is represented
on a logarithmic scale. We notice that the rate of
decrease is linear in the log scale of the number
of extracted clause pairs. We start at a similarity
score of 0.2 because the pairs below this thresh-
old are too noisy. The data between 0.2 and 0.3
is already mixed, as it will be shown in the fol-
lowing sections. However, since this data segment
contains approximately twice as much data as the
summed superior ones, we decided to include it in
the corpus.

Figure 2: The distribution of the extracted clause
pairs at different thresholds

Table 1 presents German-French clause pairs
with their corresponding similarity scores. On
the top we can find rather short clauses (up to
10 words) with perfectly aligned words. One ex-
pects that the decrease of the values implies that
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Nr. French clause German clause Score
1 mcnish écrit dans son journal : mcnish schrieb in sein tagebuch : 1.0
2 son journal n’ a pas été retrouvé sein tagebuch wurde nie gefunden 0.950
3 elle travailla pendant plusieurs se-

maines avec lui
während mehrerer wochen arbeitete sie
mit ihm zusammen

0.840

4 en 1783, il fait une première tentative
infructueuse avec marc théodore bourrit

paccard startete 1783 zusammen mit marc
theodore bourrit einen ersten, erfolglosen
besteigungsversuch

0.717

5 en 1962, les bavarois toni kinshofer,
siegfried löw et anderl mannhardt
réussirent pour la première fois l’ as-
cension par la face du diamir

1962 durchstiegen die bayern toni
kinshofer, siegfried löw und anderl
mannhardt erstmals die diamir-flanke

0.623

6 le 19 août 1828 il tenta, avec les deux
guides jakob leuthold et johann wahren
l’ ascension du finsteraarhorn

august 1828 versuchte er zusammen mit
den beiden bergführern jakob leuthold
und johann währen das finsteraarhorn zu
besteigen

0.519

7 le parc protège le mont robson, le
plus haut sommet des rocheuses cana-
diennes

das 2248 km2 große schutzgebiet er-
streckt sich um den 3954 m hohen mount
robson, dem höchsten berg der kanadis-
chen rocky mountains

0.470

8 la plupart des édifices volcaniques du
haut eifel sont des dômes isolés plus ou
moins aplatis

die meisten der vulkanbauten der
hocheifel sind als isolierte kuppen
vereinzelt oder in reihen der mehr oder
minder flachen hochfläche aufgesetzt

0.379

9 le site, candidat au patrimoine mondial,
se compose d’ esplanades-autels faits
de pierres

die stätte, ein kandidat für das unesco-
welterbe, besteht aus altarplattformen aus
steinen und erde, gestützt auf einer un-
terirdischen konstruktion aus bemalten
ton-pfeilern

0.259

10 qu’ un cas mineur ayant un effet limité
sur la santé

wie sich diese substanzen auf die gesund-
heit auswirken,

0.200

Table 1: Examples of extracted clause pairs

the clauses contain less or even no translated frag-
ments. A manual inspection of the extracted pairs
showed that this is not always the case. We have
found clause pairs with almost perfect 1-1 word
correspondences and a similarity score of only
0.51. The ”low” score is due to the fact that we
are comparing human language to automatic trans-
lations, which are not perfect.

On the other hand, a comparable score can be
achieved by a pair in which one of the clauses
contains some extra information (e.g. pair num-
ber 7). The extra parts in the German variant
(2248 km2 große - EN: with an area of 2248 km2;
3954 m hohen - EN: 3954 m high) cannot be
separated by means of clause boundary detection,
since they don’t contain any verbs. This finding

would motivate the idea of splitting the phrases
into subsentential segments (linguistically moti-
vated or not) and aligning the segments, similar
to what Munteanu (2006) proposed. Nevertheless,
we consider this pair a good candidate for the par-
allel corpus.

Pair number 8 has the same coordinates (i.e. an
extra tail in the German variant), yet it receives a
lower score, which might disqualify it for the final
list, if we only look at the numbers. In this case,
the low score is caused by the German compounds
(Vulkanbauten, Hocheifel), which are unknown to
the SMT system, therefore they are left untrans-
lated and cannot be aligned. However, we argue
that this clause pair should also be part of the ex-
tracted corpus.
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Score Average sentence length
range German French

[0.9− 1.0] 4 4.26
[0.8− 0.9) 4.87 5.04
[0.7− 0.8) 6.47 6.65
[0.6− 0.7) 10.78 10.71
[0.5− 0.6) 12.09 11.51
[0.4− 0.5) 11.91 11.80
[0.3− 0.4) 11.28 11.22
[0.2− 0.3) 11.22 11.01

Table 2: The average sentence length for different
score ranges

The last pair is definitely a bad candidate for a
parallel corpus, since the clauses do not convey the
same meaning, although they share many words
(avoir un effet - auswirken, sur la santé - auf die
Gesundheit). A subsentential approach would al-
low us to extract the useful segments in this case,
as well. There are, of course, pairs with similar
scores and poorer quality, therefore 0.2 is the low-
est threshold which can provide useful candidate
pairs. At the other end of the scale, we consider
pairs above 0.4 as parallel and everything below
as comparable. As a general rule, a high threshold
ensures a high accuracy of the extraction pipeline.

Table 2 presents the average length (number
of tokens) of the extracted clauses for different
ranges of the similarity score. We notice that the
best ranked clauses tend to be very short, whereas
the last ranked are longer, as the examples in ta-
ble 1 confirm. However, the average length over
the whole extracted corpus is below 10 words, a
small value compared to the results reported on
Wikipedia articles by Ştefănescu and Ion (2013).
This finding is due to the fact that we are aligning
clauses instead of whole sentences.

We expected the German sentences to be usu-
ally shorter than the French ones (or at least have
a similar number of words), since they are more
likely to contain compounds. This fact is con-
firmed by the first part of the table. A turnaround
occurs in the range (0.5,0.6), where the German
sentences become slightly longer than the French
ones, since they tend to contain extra information
(see also table 1).

4 Experiments and Results

The conducted experiments have focused only on
the extraction of parallel clauses and their use in a

SMT scenario. For this purpose, we have used as
input the articles selected and preprocessed in the
previous development phase (Plamada and Volk,
2012). Specifically, the data set consists of 39 000
parallel articles with approximately 6 million Ger-
man clauses and 2.7 million French ones. We were
able to extract 225 000 parallel clause pairs out of
them, by setting the final filter threshold to 0.2.
This means that roughly 4% of the German clauses
have an French equivalent (and 8% when reporting
to the French clauses), figures comparable to our
previous results on a different sized data set. How-
ever, the quality of the extracted data is higher than
in our previous approaches.

To evaluate the quality of the parallel data ex-
tracted, we manually checked a set of 200 au-
tomatically aligned clauses with similarity scores
above 0.25. For this test set, 39% of the ex-
tracted data represent perfect translations, 26% are
translations with an extra segment (e.g. a noun
phrase) on one side and 35% represent misalign-
ments. However, given the high degree of paral-
lelism between the clauses from the middle class,
we consider them as true positives, achieving a
precision of 65%. Furthermore, 40% of the false
positives have been introduced by matching proper
names, 32% contain matching subsentential seg-
ments (word sequences longer than 3 words) and
27% represent failures in the alignment process.

4.1 SMT Experiments

In addition to the manual evaluation discussed in
the previous subsection, we have run preliminary
investigations with regard to the usefulness of the
extracted corpus for SMT. In this evaluation sce-
nario, we use only pairs with a similarity score
above 0.35. The results discussed in this sec-
tion refer only to the translation direction German-
French. The SMT systems are trained with the
Moses toolkit (Koehn et al., 2007), according to
the WMT 2011 guidelines6. The translation per-
formance was measured using the BLEU evalua-
tion metric on a single reference translation. We
also report statistical significance scores, in order
to indicate the validity of the comparisons between
the MT systems (Riezler and Maxwell, 2005). We
consider the BLEU score difference significant if
the computed p-value is below 0.05.

We compare two baseline MT systems and sev-
eral systems with different model mixtures (trans-

6http://www.statmt.org/wmt11/baseline.html
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lation models, language models or both). The first
baseline system is an in-domain one, trained on the
Text+Berg corpus and is the same used for the au-
tomatic translations required in the extraction step
(see section 3). The second system is purely out-
of-domain and it is trained on Europarl, a collec-
tion of parliamentary proceedings (Koehn, 2005).
The development set and the test set contain in-
domain data, held out from the Text+Berg corpus.
Table 3 lists the sizes of the data sets used for the
SMT experiments.

Data set Sentences DE Words FR Words
SAC 220 000 4 200 000 4 700 000
Europarl 1 680 000 37 000 000 43 000 000
Wikipedia 120 000 1 000 000 1 000 000
Dev set 1424 30 000 33 000
Test set 991 19 000 21 000

Table 3: The size of the German-French data sets

Our first intuition was to add the extracted sen-
tences to the existing in-domain training corpus
and to evaluate the performance of the system. In
the second scenario, we added the extracted data
to an SMT system for which no in-domain paral-
lel data was available. For this purpose, we exper-
imented with different combinations of the mod-
els involved in the translation process, namely the
German-French translation model (responsible for
the translation variants) and the French language
model (ensures the fluency of the output). Besides
of the models trained on the parallel data available
in each of the data sets, we also built combined
models with optimized weights for each of the in-
volved data sets. The optimization was performed
with the tools provided by Sennrich (2012) as part
of the Moses toolkit. We also want to compare
several language models, some trained on the indi-
vidual data sets, others obtained by linearly inter-
polating different data sets, all optimized for min-
imal perplexity on the in-domain development set.
The results are summarized in table 4.

A first remark is that an out-of-domain lan-
guage model (LM) adapted with in-domain data
(extracted from Wikipedia and/or SAC data) sig-
nificantly improves on top of a baseline system
trained with out-of-domain texts (Europarl, EP)
with up to 1.7 BLEU points. And this improve-
ment can be achieved with only a small quantity
of additional data compared to the size of the orig-
inal training data (120k or 220k versus 1680k sen-
tence pairs). When replacing the out-of-domain

Translation Language model BLEU
model score
Europarl TM EP LM 9.45
Europarl TM EP+Wiki LM 10.39
EP+Wiki TM EP+Wiki LM 10.37
Europarl TM EP+Wiki+SAC LM 11.22
EP+Wiki TM EP+Wiki+SAC LM 11.74
EP+WMix TM EP+Wiki+SAC LM 10.40
SAC TM SAC LM 16.71
SAC+Wiki TM SAC+Wiki LM 16.51
SAC+WMix TM SAC+Wiki LM 16.37

Table 4: SMT results for German-French

translation model with a combined one (includ-
ing the Wikipedia data set) and keeping only the
adapted language models, we can observe two ten-
dencies. In the first case (using a combination
of out-of-domain and Wikipedia-data for the lan-
guage model), the BLEU score remains approxi-
mately at the same level (10.37-10.39), the differ-
ence not being statistically significant (p-value =
0.387).

The addition of quality in-domain data for the
LM from the previous configuration brings an im-
provement of 0.5 BLEU points on top of the best
Europarl system (11.22 BLEU points). Given that
all other factors are kept constant, this improve-
ment can be attributed to the additional transla-
tion model (TM) trained on Wikipedia data. More-
over, the statistical significance tests confirm that
the improved system performs better than the pre-
vious one (p-value = 0.005). To demonstrate
that these results are not accidental, we replaced
the Wikipedia extracted sentences with a random
combination thereof (referred to as WMix) and re-
trained the system. Under these circumstances,
the performance of the system dropped to 10.40
BLEU points. These findings demonstrate the ef-
fect of a small in-domain data set on the perfor-
mance of an out-of-domain system trained on big
amounts of data. If the data is of good quality, it
can improve the performance of the system, other-
wise it significantly deteriorates it.

We notice that the performance of a strong in-
domain baseline system (SAC) cannot be heav-
ily influenced (either positively or negatively) by
translation and language model mixtures combin-
ing existing in-domain data with Wikipedia data.
In terms of BLEU points, the mixture models
trained with ”good” Wikipedia data cause a perfor-
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mance drop of 0.2, but the significance test shows
that the difference is not statistically significant (p-
value = 0.08). On the other hand, the TM includ-
ing shuffled Wikipedia sentences causes a perfor-
mance drop of 0.34 BLEU points, which is statis-
tically significant (p-value = 0.013). We can con-
clude that the quantity of the data is not the deci-
sive factor for the performance change, but rather
the quality of the data. The Wikipedia extracted
data set maintains the good performance, whereas
a random mixture of the Wikipedia data set causes
a performance decrease. Therefore the focus of
future work should be on obtaining high quality
data, regardless of its amount.

5 Conclusions and Outlook

In this paper we presented a method for extract-
ing domain-specific parallel data from Wikipedia
articles. Based on previous experiments, we fo-
cus on clause level alignments rather than on full-
sentence extraction methods. Moreover, the rank-
ing of the candidates is based on a metric com-
bining different similarity criteria, which we de-
fined ourselves. The precision estimates show that
the extracted sentence pairs are clearly semanti-
cally equivalent. The SMT experiments, however,
show that the extracted data is not refined enough
to improve a strong in-domain SMT system. Nev-
ertheless, it is good enough to overtake an out-of-
domain system trained on 10 times bigger amounts
of data.

Since our extraction system is merely a proto-
type, there are several ways to improve its per-
formance, including better filtering for in-domain
articles, finer grained alignment and more so-
phisticated similarity metrics. For example, the
selection of domain-specific articles can be im-
proved by means of an additional filter based on
Wikipedia categories. The accuracy of the extrac-
tion procedure can be improved by means of a
more informed similarity metric, weighting more
feature functions. Moreover, we can bypass the
manual choice of thresholds by employing a clas-
sifier (e.g. SVMlight (Joachims, 2002)). Addi-
tionally, we could try to align even shorter sen-
tence fragments (not necessarily linguistically mo-
tivated).

We are confident that Wikipedia can be seen as
a useful resource for SMT, but further investiga-
tion is needed in order to find the best method to
exploit the extracted data in a SMT scenario. For

this purpose, quality data should be preferred over
sizable data. We would therefore like to experi-
ment with different ratio combinations of the data
sets (Wikipedia extracted and in-domain data) un-
til we find a combination which outperforms our
in-domain baseline system.
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Abstract

We present a new and unique para-
phrase resource, which contains meaning-
preserving transformations between infor-
mal user-generated text. Sentential para-
phrases are extracted from a compara-
ble corpus of temporally and topically
related messages on Twitter which of-
ten express semantically identical infor-
mation through distinct surface forms. We
demonstrate the utility of this new re-
source on the task of paraphrasing and
normalizing noisy text, showing improve-
ment over several state-of-the-art para-
phrase and normalization systems 1.

1 Introduction

Social media services provide a massive amount
of valuable information and demand NLP tools
specifically developed to accommodate their noisy
style. So far not much success has been reported
on a key NLP technology on social media data:
paraphrasing. Paraphrases are alternative ways to
express the same meaning in the same language
and commonly employed to improve the perfor-
mance of many other NLP applications (Madnani
and Dorr, 2010). In the case of Twitter, Petrović et
al. (2012) showed improvements on first story de-
tection by using paraphrases extracted from Word-
Net.

Learning paraphrases from tweets could be es-
pecially beneficial. First, the high level of in-
formation redundancy in Twitter provides a good
opportunity to collect many different expressions.
Second, tweets contain many kinds of paraphrases
not available elsewhere including typos, abbre-
viations, ungrammatical expressions and slang,

1Our Twitter paraphrase models are available
online at https://github.com/cocoxu/
twitterparaphrase/

which can be particularly valuable for many appli-
cations, such as phrase-based text normalization
(Kaufmann and Kalita, 2010) and correction of
writing mistakes (Gamon et al., 2008), given the
difficulty of acquiring annotated data. Paraphrase
models that are derived from microblog data could
be useful to improve other NLP tasks on noisy
user-generated text and help users to interpret a
large range of up-to-date abbreviations (e.g. dlt→
Doritos Locos Taco) and native expressions (e.g.
oh my god → {oh my goodness | oh my gosh | oh
my gawd | oh my jesus}) etc.

This paper presents the first investigation into
automatically collecting a large paraphrase cor-
pus of tweets, which can be used for building
paraphrase systems adapted to Twitter using tech-
niques from statistical machine translation (SMT).
We show experimental results demonstrating the
benefits of an in-domain parallel corpus when
paraphrasing tweets. In addition, our paraphrase
models can be applied to the task of normalizing
noisy text where we show improvements over the
state-of-the-art.

Relevant previous work has extracted sentence-
level paraphrases from news corpora (Dolan et
al., 2004; Barzilay and Lee, 2003; Quirk et al.,
2004). Paraphrases gathered from noisy user-
generated text on Twitter have unique character-
istics which make this comparable corpus a valu-
able new resource for mining sentence-level para-
phrases. Twitter also has much less context than
news articles and much more diverse content, thus
posing new challenges to control the noise in min-
ing paraphrases while retaining the desired super-
ficial dissimilarity.

2 Related Work

There are several key strands of related work, in-
cluding previous work on gathering parallel mono-
lingual text from topically clustered news articles,
normalizing noisy Twitter text using word-based
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models, and applying out-of-domain paraphrase
systems to improve NLP tasks in Twitter.

On the observation of the lack of a large para-
phrase corpus, Chen and Dolan (2011) have re-
sorted to crowdsourcing to collect paraphrases by
asking multiple independent users for descriptions
of the same short video. As we show in §5, how-
ever, this data is very different from Twitter, so
paraphrase systems trained on in-domain Twitter
paraphrases tend to perform much better.

The task of paraphrasing tweets is also related
to previous work on normalizing noisy Twitter text
(Han and Baldwin, 2011; Han et al., 2012; Liu
et al., 2012). Most previous work on normaliza-
tion has applied word-based models. While there
are challenges in applying Twitter paraphrase sys-
tems to the task of normalization, access to paral-
lel text allows us to make phrase-based transfor-
mations to the input string rather than relying on
word-to-word mappings (for more details see §4).

Also relevant is recent work on collecting bilin-
gual parallel data from Twitter (Jehl et al., 2012;
Ling et al., 2013). In contrast, we focus on mono-
lingual paraphrases rather than multilingual trans-
lations.

Finally we highlight recent work on apply-
ing out-of-domain paraphrase systems to improve
performance at first story detection in Twitter
(Petrović et al., 2012). By building better para-
phrase models adapted to Twitter, it should be pos-
sible to improve performance at such tasks, which
benefit from paraphrasing Tweets.

3 Gathering A Parallel Tweet Corpus

There is a huge amount of redundant information
on Twitter. When significant events take place in
the world, many people go to Twitter to share,
comment and discuss them. Among tweets on
the same topic, many will convey similar mean-
ing using widely divergent expressions. Whereas
researchers have exploited multiple news reports
about the same event for paraphrase acquisition
(Dolan et al., 2004), Twitter contains more vari-
ety in terms of both language forms and types of
events, and requires different treatment due to its
unique characteristics.

As described in §3.1, our approach first identi-
fies tweets which refer to the same popular event
as those which mention a unique named entity and
date, then aligns tweets within each event to con-
struct a parallel corpus. To generate paraphrases,

we apply a typical phrase-based statistical MT
pipeline, performing word alignment on the paral-
lel data using GIZA++ (Och and Ney, 2003), then
extracting phrase pairs and performing decoding
uses Moses (Koehn et al., 2007).

3.1 Extracting Events from Tweets
As a first step towards extracting paraphrases from
popular events discussed on Twitter, we need a
way to identify Tweets which mention the same
event. To do this we follow previous work by Rit-
ter et al. (2012), extracting named entities and
resolving temporal expressions (for example “to-
morrow” or “on Wednesday”). Because tweets are
compact and self-contained, those which mention
the same named entity and date are likely to refer-
ence the same event. We also employ a statistical
significance test to measure strength of association
between each named entity and date, and thereby
identify important events discussed widely among
users with a specific focus, such as the release of
a new iPhone as opposed to individual users dis-
cussing everyday events involving their phones.
By gathering tweets based on popular real-world
events, we can efficiently extract pairwise para-
phrases within a small group of closely related
tweets, rather than exploring every pair of tweets
in a large corpus. By discarding frequent but in-
significant events, such as “I like my iPhone” and
“I like broke my iPhone”, we can reduce noise
and encourage diversity of paraphrases by requir-
ing less lexical overlap. Example events identified
using this procedure are presented in Table 1.

3.2 Extracting Paraphrases Within Events
Twitter users are likely to express the same mean-
ing in relation to an important event, however not
every pair of tweets mentioning the same event
will have the same meaning. People may have
opposite opinions and complicated events such as
presidential elections can have many aspects. To
build a useful monolingual paraphrase corpus, we
need some additional filtering to prevent unrelated
sentence pairs.

If two tweets mention the same event and also
share many words in common, they are very likely
to be paraphrases. We use the Jaccard distance
metric (Jaccard, 1912) to identify pairs of sen-
tences within an event that are similar at the lexical
level. Since tweets are extremely short with little
context and include a broad range of topics, using
only surface similarity is prone to unrelated sen-
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Entity/Date Example Tweets
Vote for Obama on November
6th!

Obama
11/6/2012

OBAMA is #winning his 2nd
term on November 6th 2012.
November 6th we will re-elect
Obama!!
Bought movie tickets to see
James Bond tomorrow. I’m a
big #007 fan!

James Bond
11/9/2012

Who wants to go with me and
see that new James Bond movie
tomorrow?
I wanna go see James Bond to-
morrow
North Korea Announces De-
cember 29 Launch Date for
Rocket

North Korea
12/29/2012

Pyongyang reschedules launch
to December 29 due to ’techni-
cal deficiency’
North Korea to extend rocket
launch period to December 29

Table 1: Example sentences taken from automat-
ically identified significant events extracted from
Twitter. Because many users express similar in-
formation when mentioning these events, there are
many opportunities for paraphrase.

tence pairs. The average sentence length is only
11.9 words in our Twitter corpus, compared to
18.6 words in newswire (Dolan et al., 2004) which
also contains additional document-level informa-
tion. Even after filtering tweets with both their
event cluster and lexical overlap, some unrelated
sentence pairs remain in the parallel corpus. For
example, names of two separate music venues in
the same city might be mismatched together if they
happen to have concerts on the same night that
people tweeted using a canonical phrasing like “I
am going to a concert at in Austin tonight”.

4 Paraphrasing Tweets for
Normalization

Paraphrase models built from grammatical text are
not appropriate for the task of normalizing noisy
text. However, the unique characteristics of the
Twitter data allow our paraphrase models to in-
clude both normal and noisy language and conse-
quently translate between them. Our models have

a tendency to normalize because correct spellings
and grammar are most frequently used,2 but there
is still danger of introducing noise. For the pur-
poses of normalization, we therefore biased our
models using a language model built using text
taken from the New York Times which is used to
represent grammatical English.

Previous work on microblog normalization is
mostly limited to word-level adaptation or out-of-
domain annotated data. Our phrase-based mod-
els fill the gap left by previous studies by exploit-
ing a large, automatically curated, in-domain para-
phrase corpus.

Lexical normalization (Han and Baldwin, 2011)
only considers transforming an out-of-vocabulary
(OOV) word to its standard form, i.e. in-
vocabulary (IV) word. Beyond word-to-word con-
versions, our phrase-based model is also able to
handle the following types of errors without re-
quiring any annotated data:

Error type Ill form Standard
form

1-to-many everytime every time
incorrect IVs can’t want

for
can’t wait for

grammar I’m going a
movie

I’m going to
a movie

ambiguities 4 4 / 4th / for /
four

Kaufmann and Kalita (2010) explored machine
translation techniques for the normalization task
using an SMS corpus which was manually anno-
tated with grammatical paraphrases. Microblogs,
however, contain a much broader range of content
than SMS and have no in-domain annotated data
available. In addition, the ability to gather para-
phrases automatically opens up the possibility to
build normalization models from orders of mag-
nitude more data, and also to produce up-to-date
normalization models which capture new abbrevi-
ations and slang as they are invented.

5 Experiments

We evaluate our system and several baselines
at the task of paraphrasing Tweets using pre-
viously developed automatic evaluation metrics
which have been shown to have high correlation
with human judgments (Chen and Dolan, 2011).

2Even though misspellings and grammatical errors are
quite common, there is much more variety and less agree-
ment.
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In addition, because no previous work has evalu-
ated these metrics in the context of noisy Twitter
data, we perform a human evaluation in which an-
notators are asked to choose which system gen-
erates the best paraphrase. Finally we evaluate
our phrase-based normalization system against a
state-of-the-art word-based normalizer developed
for Twitter (Han et al., 2012).

5.1 Paraphrasing Tweets
5.1.1 Data
Our paraphrase dataset is distilled from a large
corpus of tweets gathered over a one-year period
spanning November 2011 to October 2012 using
the Twitter Streaming API. Following Ritter et
al. (2012), we grouped together all tweets which
mention the same named entity (recognized using
a Twitter specific name entity tagger3) and a ref-
erence to the same unique calendar date (resolved
using a temporal expression processor (Mani and
Wilson, 2000)). Then we applied a statistical sig-
nificance test (the G test) to rank the events, which
considers the corpus frequency of the named en-
tity, the number of times the date has been men-
tioned, and the number of tweets which mention
both together. Altogether we collected more than
3 million tweets from the 50 top events of each day
according to the p-value from the statistical test,
with an average of 229 tweets per event cluster.

Each of these tweets was passed through a Twit-
ter tokenizer4 and a simple sentence splitter, which
also removes emoticons, URLs and most of the
hashtags and usernames. Hashtags and usernames
that were in the middle of sentences and might
be part of the text were kept. Within each event
cluster, redundant and short sentences (less than 3
words) were filtered out, and the remaining sen-
tences were paired together if their Jaccard simi-
larity was no less than 0.5. This resulted in a par-
allel corpus consisting of 4,008,946 sentence pairs
with 800,728 unique sentences.

We then trained paraphrase models by applying
a typical phrase-based statistical MT pipeline on
the parallel data, which uses GIZA++ for word
alignment and Moses for extracting phrase pairs,
training and decoding. We use a language model
trained on the 3 million collected tweets in the de-
coding process. The parameters are tuned over de-

3https://github.com/aritter/twitter_
nlp

4https://github.com/brendano/
tweetmotif

velopment data and the exact configuration are re-
leased together with the phrase table for system
replication.

Sentence alignment in comparable corpora is
more difficult than between direct translations
(Moore, 2002), and Twitter’s noisy style, short
context and broad range of content present ad-
ditional complications. Our automatically con-
structed parallel corpus contains some proportion
of unrelated sentence pairs and therefore does re-
sult in some unreasonable paraphrases. We prune
out unlikely phrase pairs using a technique pro-
posed by Johnson et al. (2007) with their recom-
mended setting, which is based on the significance
testing of phrase pair co-occurrence in the parallel
corpus (Moore, 2004). We further prevent unrea-
sonable translations by adding additional entries
to the phrase table to ensure every phrase has an
option to remain unchanged during paraphrasing
and normalization. Without these noise reduction
steps, our system will produce paraphrases with
serious errors (e.g. change a person’s last name)
for 100 out of 200 test tweets in the evaluation in
§5.1.5.

At the same time, it is also important to promote
lexical dissimilarity in the paraphrase task. Fol-
lowing Ritter et. al. (2011) we add a lexical sim-
ilarity penalty to each phrase pair in our system,
in addition to the four basic components (transla-
tion model, distortion model, language model and
word penalty) in SMT.

5.1.2 Evaluation Details
The beauty of lexical similarity penalty is that it
gives control over the degree of paraphrasing by
adjusting its weight versus the other components.
Thus we can plot a BLEU-PINC curve to express
the tradeoff between semantic adequacy and lexi-
cal dissimilarity with the input, where BLUE (Pa-
pineni et al., 2002) and PINC (Chen and Dolan,
2011) are previously proposed automatic evalua-
tion metrics to measure respectively the two crite-
ria of paraphrase quality.

To compute these automatic evaluation met-
rics, we manually prepared a dataset of gold para-
phrases by tracking the trending topics on Twitter5

and gathering groups of paraphrases in November
2012. In total 20 sets of sentences were collected
and each set contains 5 different sentences that ex-
press the same meaning. Each sentence is used

5https://support.twitter.com/articles/
101125-faqs-about-twitter-s-trends
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Input Output
Hostess is going outta biz hostess is going out of business
REPUBLICAN IMMIGRATION REFORM IS A
THING NOW

gop imigration law is a thing now

Freedom Writers will always be one of my fav
movies

freedom writers will forever be one of my favorite
movies

sources confirm that Phil Jackson has cancelled
all weekend plans and upcoming guest appear-
ances, will meet with LAL front office

source confirms that phil jackson has canceled all
weekend plans , upcomin guest appearances and
will meet with lakers front office

Table 2: Example paraphrases generated by our system on the test data.

once as input while other 4 sentences in the same
set serve as reference translation for automatic
evaluation of semantic adequacy using BLEU.

5.1.3 Baselines
We consider two state-of-the-art paraphrase sys-
tems as baselines, both of which are trained on
parallel corpora of aligned sentences. The first one
is trained on a large-scale corpus gathered by ask-
ing users of Amazon’s Mechanical Turk Service
(Snow et al., 2008) to write a one-sentence de-
scription of a short video clip (Chen and Dolan,
2011). We combined a phrase table and distor-
tion table extracted from this parallel corpus with
the same Twitter language model, applying the
Moses decoder to generate paraphrases. The ad-
ditional noise removal steps described in §5.1.1
were found helpful for this model during devel-
opment and were therefore applied. The second
baseline uses the Microsoft Research paraphrase
tables that are automatically extracted from news
articles in combination with the Twitter language
model.6

5.1.4 Results
Figure 1 compares our system against both base-
lines, varying the lexical similarity penalty for
each system to generate BLEU-PINC curves.
Our system trained on automatically gathered
in-domain Twitter paraphrases achieves higher
BLEU at equivalent PINC for the entire length of
the curves. Table 2 shows some sample outputs of
our system on real Twitter data.

One novel feature of our approach, compared
to previous work on paraphrasing, is that it cap-
tures many slang terms, acronyms, abbreviations
and misspellings that are otherwise hard to learn.

6No distortion table or noisy removal process is applied
because the parallel corpus is not available.
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Figure 1: Results from automatic paraphrase eval-
uation. PINC measures n-gram dissimilarity from
the source sentence, whereas BLEU roughly mea-
sures n-gram similarity to the reference para-
phrases.

Several examples are shown in table 3. The rich
semantic redundancy in Twitter helps generate a
large variety of typical paraphrases as well (see an
example in table 4).

5.1.5 Human Evaluation

In addition to automatic evaluation, we also per-
formed a human evaluation in which annotators
were asked to pick which system generated the
best paraphrase. We used the same dataset of
200 tweets gathered for the automatic evaluation
and generated paraphrases using the 3 systems in
Figure 1 with the highest BLEU which achieve a
PINC of at least 40. The human annotators were
then asked to pick which of the 3 systems gener-
ated the best paraphrase using the criteria that it
should be both different from the original and also
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Input Top-ranked Outputs
amped pumped
lemme kno let me know
bb bigbang, big brother
snl nbcsnl, saturday night live
apply 4 tix apply for tickets, ask for tickets,

applying for tickets
the boys one direction (a band, whose

members are often referred as
“the boys”), they, the boy, the
gys, the lads, my boys, the direc-
tion (can be used to refer to the
band “one direction”), the onedi-
rection, our boys, our guys

oh my god oh my gosh, omfg, thank the
lord, omg, oh my lord, thank you
god, oh my jesus, oh god

can’t wait cant wait, cant wait, cannot wait,
i cannot wait, so excited, cnt
wait, i have to wait, i can’wait,
ready, so ready, so pumped, seri-
ously can’wait, really can’t wait

Table 3: Example paraphrases of noisy phrases
and slang commonly found on Twitter

Input Top-ranked Outputs
who want
to get a
beer

wants to get a beer, so who wants
to get a beer, who wants to go
get a beer, who wants to get beer,
who want to get a beer, trying to
get a beer, who wants to buy a
beer, who wants to get a drink,
who wants to get a rootbeer, who
trying to get a beer, who wants to
have a beer, who wants to order
a beer, i want to get a beer, who
wants to get me a beer, who else
wants to get a beer, who wants to
win a beer, anyone wants to get
a beer, who wanted to get a beer,
who wants to a beer, someone to
get a beer, who wants to receive a
beer, someone wants to get a beer

Table 4: Example paraphrases of a given sentence
“who want to get a beer”

Ours Video MSR
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Figure 2: Number of paraphrases (200 in total)
preferred by the annotators for each system

capture as much of the original meaning as pos-
sible. The annotators were asked to abstain from
picking one as the best in cases where there were
no changes to the input, or where the resulting
paraphrases totally lost the meaning.

Figure 2 displays the number of times each an-
notator picked each system’s output as the best.
Annotator 2 was somewhat more conservative
than annotator 1, choosing to abstain more fre-
quently and leading to lower overall frequencies,
however in both cases we see a clear advantage
from paraphrasing using in-domain models. As
a measure of inter-rater agreement, we computed
Cohen’s Kappa between the annotators judgment
as to whether the Twitter-trained system’s output
best. The value of Cohen’s Kappa in this case was
0.525.

5.2 Phrase-Based Normalization

Because Twitter contains both normal and noisy
language, with appropriate tuning, our models
have the capability to translate between these two
styles, e.g. paraphrasing into noisy style or nor-
malizing into standard language. Here we demon-
strate its capability to normalize tweets at the
sentence-level.

5.2.1 Baselines
Much effort has been devoted recently for devel-
oping normalization dictionaries for Microblogs.
One of the most competitive dictionaries avail-
able today is HB-dict+GHM-dict+S-dict used by
Han et al. (2012), which combines a manually-
constructed Internet slang dictionary , a small
(Gouws et al., 2011) and a large automatically-
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derived dictionary based on distributional and
string similarity. We evaluate two baselines using
this large dictionary consisting of 41181 words;
following Han et. al. (2012), one is a simple dic-
tionary look up. The other baseline uses the ma-
chinery of statistical machine translation using this
dictionary as a phrase table in combination with
Twitter and NYT language models.

5.2.2 System Details
Our base normalization system is the same as
the paraphrase model described in §5.1.1, except
that the distortion model is turned off to exclude
reordering. We tuned the system towards cor-
rect spelling and grammar by adding a language
model built from all New York Times articles
written in 2008. We also filtered out the phrase
pairs which map from in-vocabulary to out-of-
vocabulary words. In addition, we integrated the
dictionaries by linear combination to increase the
coverage of phrase-based SMT model (Bisazza et
al., 2011).

5.2.3 Evaluation Details
We adopt the normalization dataset of Han and
Baldwin (2011), which was initially annotated
for the token-level normalization task, and which
we augmented with sentence-level annotations.
It contains 549 English messages sampled from
Twitter API from August to October, 2010.

5.2.4 Results
Normalization results are presented in figure 5.
Using only our phrase table extracted from Twit-
ter events we achieve poorer performance than the
state-of-the-art dictionary baseline, however we
find that by combining the normalization dictio-
nary of Han et. al. (2012) with our automatically
constructed phrase-table we are able to combine
the high coverage of the normalization dictionary
with the ability to perform phrase-level normaliza-
tions (e.g. “outta” → “out of” and examples in
§4) achieving both higher PINC and BLEU than
the systems which rely exclusively on word-level
mappings. Our phrase table also contains many
words that are not covered by the dictionary (e.g.
“pts” → “points”, “noms” → “nominations”).

6 Conclusions

We have presented the first approach to gather-
ing parallel monolingual text from Twitter, and
built the first in-domain models for paraphrasing

BLEU PINC
No-Change 60.00 0.0
SMT+TwitterLM 62.54 5.78
SMT+TwitterNYTLM 65.72 9.23
Dictionary 75.07 22.10
Dicionary+TwitterNYTLM 75.12 20.26
SMT+Dictionary+TwitterNYTLM 77.44 25.33

Table 5: Normalization performance

tweets. By paraphrasing using models trained
on in-domain data we showed significant per-
formance improvements over state-of-the-art out-
of-domain paraphrase systems as demonstrated
through automatic and human evaluations. We
showed that because tweets include both normal
and noisy language, paraphrase systems built from
Twitter can be fruitfully applied to the task of nor-
malizing noisy text, covering phrase-based nor-
malizations not handled by previous dictionary-
based normalization systems. We also make our
Twitter-tuned paraphrase models publicly avail-
able. For future work, we consider developing ad-
ditional methods to improve the accuracy of tweet
clustering and paraphrase pair selection.
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Abstract 

Focusing on a systematic Latent Semantic 

Analysis (LSA) and Machine Learning (ML) 

approach, this research contributes to the de-

velopment of a methodology for the automatic 

compilation of comparable collections of doc-

uments. Its originality lies within the delinea-

tion of relevant comparability characteristics 

of similar documents in line with an estab-

lished definition of comparable corpora. These 

innovative characteristics are used to build a 

LSA vector-based representation of the texts. 

In accordance with this new reduced in dimen-

sionality document space, an unsupervised 

machine learning algorithm gathers similar 

texts into comparable clusters. On a monolin-

gual collection of less than 100 documents, the 

proposed approach assigns comparable docu-

ments to different comparable corpora with 

high confidence. 

 

1 Introduction 

The problem of collecting comparable corpora is 

challenging and yet enchanting. Many can bene-

fit from the availability of such corpora as trans-

lation professionals, machine learning research-

ers and computational linguistics specialists. Yet 

there is not an even consent about the notion 

covered by the term comparable corpora. The 

degree of similarity between comparable corpora 

documents has not been formalized strictly and 

leaves space for different interpretations of simi-

larity, contributing to abundant text collections 

of similar and semi-similar documents. The cur-

rent research endeavors to contribute to an ap-

proach, which assembles a collection of compa-

rable documents that are closely related to each 

other on the basis of a strict definition of compa-

rable corpora. The proposed approach incorpo-

rates originally a Latent Semantic Analysis tech-

nique in order to match similar concepts instead 

of words thus contributing to better automatic 

learning of comparability between documents.  

2 Comparable Corpora Definition 

Maia (2003) discusses the characteristics of 

comparable corpora. Nevertheless, the adopted 

definition of comparable corpora in this study is 

given by McEnery (2003): 

“Comparable corpora are corpora where series 

of monolingual corpora are collected for a range 

of languages, preferably using the same sampling 

and frame and with similar balance and repre-

sentativeness, to enable the study of those lan-

guages in contrast.” 

 

McEnery (2003) characterizes comparable 

corpora as “corpora where series of monolingual 

corpora are collected for the range of languages”. 

In the views of McEnery (2003), a monolingual 

corpus is a corpus that is not collected for a range 

of languages, but instead the documents selected 

are written in one language. In the context of the 

current research, a comparable corpus, a sub-

language corpus, can be constructed from docu-

ments in one language under the condition they 

are compliant with the preferred guidelines pro-

vided by McEnery (2003). These preferred 

guidelines are similar sampling frame, balance 

and representativeness. 

A document feature corresponding to text 

sampling is explicated taking into consideration 

the domain and genre of the documents. Addi-
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tionally, similar terminology vocabulary insures 

genre correspondence. Therefore, the same sam-

pling scheme in collecting documents is evaluat-

ed considering domain and genre and viewed as 

document features.  

Language is rapidly changing and evolving 

throughout the years (Crystal 2001). As a result, 

restricting the time period a document has been 

published increases the chances of it being com-

parable to another one written during the same 

time frame. When events are reported in the 

newspaper domain, their date of publication is 

strong similarity evidence and is used as a filter 

between weakly comparable and non-comparable 

text articles (Skadiņa et al. 2010a). 

The question of how representativeness of a 

corpus is decided upon is answered in different 

ways depending on the specific corpus purpose. 

For the purposes of this research, a corpus is 

considered representative when corresponding 

texts are similar in size. As reported by Manning 

and Schűtze (1999), a balanced corpus is one, 

which is assembled “as to give each subtype of 

text a share of the corpus that is proportional to 

some predetermined criterion of importance”. 

Skadina et al. (2010b) present a good summary 

of the advantages of exploiting comparable cor-

pora. It is discussed that “they can draw on much 

richer, more available and more diverse sources 

which are produced every day (e.g. multilingual 

news feeds) and are available on the Web in 

large quantities for many languages and do-

mains.” (Skadina et al. 2010b). 

3 Related Work 

The most closely-related to machine learning 

work that mines comparable corpora is that by 

Sharoff (2010). His research incorporates intelli-

gent self-learning techniques to the compilation 

of comparable documents. Unlike other re-

searchers that experiment with Cross-Lingual 

Information Retrieval (CLIR) techniques as in 

Tao and Zhai (2005), Sharoff (2010) estimates 

the document collection’s internal subgroup sys-

tem in search for structure. The possible structure 

and grouping of a set of documents is most easily 

defined by ranked words that are representative 

for the subsets in the collection. Sharoff's ap-

proach relies heavily on keywords and keyword 

estimation. One thing Sharoff (2010) does not 

elaborate on in details is the definition of a com-

parable corpus. A possible reason for that is that 

unsupervised machine learning approaches pro-

duce related sets of documents in an environment 

where the selection process is automated and not 

supervised by any linguistically-dependent rules. 

What is written by Goeuriot et al. (2009) is al-

so an influential and relevant material to the cur-

rent research. Their paper is on the compilation 

of comparable corpora in a specialized domain 

with a focus on English and Japanese. The article 

is significant for the reason the authors investi-

gate ways of building comparable corpora using 

machine learning classification algorithms, 

namely Support Vector Machine and C4.5. The 

experimental setup in the work of Goeuriot et al. 

(2009) relies on manually labeled data, which is 

then fed to the machine learning algorithm core. 

The paper by Goeuriot et al. (2009) is directed 

towards building a tool to automatically compile 

comparable corpora in a predefined set of docu-

ments and languages. The text comparability 

characteristics extracted, which allow compari-

son between the documents, are external and in-

ternal to the textual data. Goeuriot et al. (2009) 

emphasize on selecting ways to automatic recog-

nition of useful features similar texts have and 

experiment with these features to test and predict 

their reliability. The comparability of the docu-

ments defined by them is on three levels - type of 

discourse, topic and domain, focusing on locu-

tive, ellocutive and allocutive act labels. 

Bekavac et al. (2004) discuss the grounds of a 

methodology describing similarity comparison of 

under-resourced monolingual corpora. Contrary 

to other methodologies that exploit seed words or 

seed texts as a basis for search, the researchers 

have at their disposal two monolingual docu-

ments sets from which they aim to mine compa-

rable documents. The advantage of their ap-

proach is that it is applicable to texts collection 

written in one language for the reason that they 

are easily mined and compiled from the available 

textual resources nowadays. The concept behind 

their research is to align comparable documents 

that are found in pre-collected different monolin-

gual corpora. Content features are used to test the 

degree to which two texts are similar to each 

other in the sense of sharing the same infor-

mation and common words. These features, 

composition features, need to be representative 

for the texts. The composition features, extracted 

from the data, monitor the size, the format and 

the time span of the documents. 

Clustering based on semantic keyword extrac-

tion is performed by Finkelstein et al. (2001). 

This approach is relevant to the current research 

as it suggests a different methodology of feeding 

texts to machine learning algorithms. The re-
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searchers aim to generate new content based on 

input user queries by using context – “a body of 

words surrounding a user-selected phrase” 

(Finkelstein et al. 2001). They emphasise on the 

significance of using context when developing 

Natural Language Processing (NLP) applica-

tions. The keyword extraction algorithm present-

ed relies on a precisely-designed clustering algo-

rithm, different than k-means, to recursively 

clean clustering results and present refined statis-

tical output. 

With regards to evaluation metrics of compa-

rable corpora, one of the main focuses of the 

ACCURAT Project (Skadina et al. 2010b) is to 

design metrics of comparability estimation be-

tween texts. The ACCURAT researchers (Skadi-

na et al. 2010b) concentrate on the development 

of comparable corpora criteria for different texts 

and different types of parallelism between the 

texts. Saralegi et al. (2008) suggest measures 

based on distribution of topics or time with re-

gards to publication dates. Kilgariff (2001) aims 

to measure the level of comparability between 

two collections of documents. He focuses addi-

tionally on the shortcoming of known corpus 

similarity metrics. He discusses evaluation meth-

ods for corpus comparability measures, which 

are based on Spearman rank correlation co-

efficient, perplexity and cross-entropy, χ
2
 and 

others. To his knowledge, the χ
2 
test performs the 

best when comparing two sets of documents. It is 

important to note that the approach adopted by 

Kilgariff (2001) relies on words and n-gram se-

quence features. Not only does he regard the 

texts as bag-of-words, but also he incorporates n-

gram characteristics in his evaluation metric 

analysis.  

Mining word similarity techniques are dis-

cussed in the work of Deerwester et al. (1990); 

Baeza-Yates and Ribeiro-Netto (1999); and Da-

gan, Lee and Pereira (1999). Deerwester et al. 

(1990) incorporate LSA as a technique to identi-

fy word relatedness. LSA “identifies a number of 

most prominent dimensions in the data, which 

are assumed to correspond to ‘latent concepts’.” 

(Radinsky et al. 2011). Radinsky et al. (2011) 

indicate that LSA vector space models are “diffi-

cult to interpret”. Consequently, the current re-

search focuses not only on the incorporation of 

LSA to mapping content, but also of the em-

ployment of a machine learning technique to 

group projected into the two-dimensional space 

documents into similar clusters. Baeza-Yates and 

Ribeiro-Netto (1999), as Sharoff (2009) and 

Goeuriot et al. (2010), consider texts as bag-of-

words as the least complex word similarity ap-

proaches can be incorporated. Mapping distri-

butional similarity, Lee (1999) opts for similar 

word co-occurrence probability estimation im-

provement. Dagan et al. (1999) also aim for 

better estimation of word co-occurrence likeli-

hood not based on empirical methods, but in-

stead relying on distributional similarity for the 

generation of language models. WordNet-

based and distributional-similarity compari-

sons of word similarity are presented in Agirre 

et al. (2009). They suggest different views of 

word relatedness comparison – bag-of-words, 

context windows and syntactic dependency 

approaches. They describe their findings as 

yielding best results on known test sets. What 

is important to be remarked is that their meth-

odology requires minor fine-tuning in order to 

give good results on cross-lingual word simi-

larity. 

4 Methodology 

The novelty of our approach is the incorpora-

tion of the Latent Semantic Analysis tech-

nique, which matches concepts, or information 

units, from one document to another instead of 

approximating word similarity. LSA expects 

and constructs a new vector-based representa-

tion of the documents to be compared. A con-

cept holds not only textual, but also morpho-

logical information about each word present in 

the texts. By employing LSA, the document 

space is projected into the two-dimensional 

space in correspondence with the latent rela-

tionships between the words in the texts. In the 

two-dimensional space, clusters of similar 

documents are compiled together using a sim-

ple, but powerful unsupervised machine learn-

ing algorithm, k-means clustering. Clustering 

evaluation metrics such as precision, recall and 

purity are employed towards automatic evalua-

tion and analysis of the resulting comparable 

corpora. 

In order to compile comparable corpora with 

the current settings, a set of pre-collected doc-

uments is needed. From this set of documents, 

two to five comparable corpora are identified 

and texts with similar topics, domains and fea-

tures are assigned to relevant comparable cor-

pora. 

LSA has its known limitations. It acknowl-

edges documents as bags-of-words and mines 
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the latent relationships between the words in 

the bags-of-words. Working with information 

units overcomes this limitation of LSA. The 

information units contain additional linguistic 

information about the syntactic and morpho-

logical relationships between words, therefore 

forming concepts of these words. The order of 

the words, or the information units, is not im-

perative, therefore it is not controlled by the 

methodology. 

LSA allows words to have only one mean-

ing thus restricting the robustness of the natu-

ral languages. This limitation is tackled by 

suggesting different word sense candidates for 

words and constructing a separate information 

unit for each promoted word sense.  

5 Data Feature Selection 

The innovation of the discussed research ap-

proach lays in its basic concept of perceiving 

texts as bags of interrelated concepts. The sur-

face-form words found in the texts are en-

riched with linguistic information that furnish-

es better matching procedure of the concepts 

lying within the texts for comparison. 

Unlike previous work, which regards docu-

ments as bags-of-words (Sharoff 2009, 

Goeuriot et al. 2010) the methodology treats 

documents as collections of concepts, each 

concept containing comparable textual infor-

mation. The concepts are represented by in-

formation units. The process of recognizing 

such units happens at document level, where 

each document is viewed as a separate text 

with its own context. Each information unit is 

defined as the inseparable pair of lemma and 

its context-dependent part-of-speech (POS) 

tag. A lemmatization technique is applied to 

transform the texts into linguistically-

simplified versions of the originals, where each 

word (infected or not) is substituted by its cor-

responding lexeme. 

As stated before, the information units in-

corporate POS output. A POS tagger is used to 

process the texts before linguistically-

simplifying it using lemmatization techniques. 
The idea of enriching the words by POS infor-

mation is not new to the research of Natural 

Language Processing, but it is new for the re-

search of compiling comparable corpora. By 

identifying the POS information of a sentence, 

lexical ambiguity is reduced. The accompany-

ing POS tag to each lemma assists the disam-

biguation of the information units. For exam-

ple, run as being the action of walking fast has 

a verb POS tag opposed to run as the period of 

some event happening has a noun POS tag. In 

this example, the POS tag provides the needed 

information for disambiguating the two differ-

ent meanings of a word. In the current research 

scenario, the POS tagging module 1  emulates 

the results of a basic Word Sense Disambigua-

tion technique. 

Furthermore, the input set of documents is 

transformed into a set of lists of information 

units as described, where a single list of units 

corresponds to a single document. When com-

pared, the units are matched for correspond-

ence both based on the lemma's lexical catego-

ry in the sentence and its base form. 
Another feature, which helps build context re-

lated concepts, is the identification of Noun 

Phrases (NP) in the texts. Noun Phrase recogni-

tion is imperative since it further develops the 

simple word sense disambiguation method. Some 

words to have a different meaning when occur-

ring in a chain of words such as a noun phrase. 

Unlike the proposed by Su and Babych (2012) 
approach to NP recognition, NPs are identified 

following linguistically-derived rules, which rep-

resent common constructions of the language 

under consideration. When a NP is identified, it 

is listed as a new information unit with a corre-

sponding NP POS tag. All POS annotations as 

well as lemma information of its constituent 

words are removed from the documents' list of 

information units.  

6 Experiments  

6.1 Experimental Corpus 

A pre-collected corpus of documents, part of the 

NPs for Events (NP4E) corpus (Hasler et al. 

2006), is used for experimenting. The NP4E cor-

pus is collected for the special purpose of ex-

tracting coreference resolution in English. Never-

theless, the structure and the organization of the 

corpus are suitable for the needs of acquisition of 

a test corpus for the current study. The NP4E 

corpus contains five different groups of news 

articles based on topic gathered from the Reuters. 

The news articles are collected in the time frame 

                                                 
1
 TreeTagger http://www.ims.uni-

stuttgart.de/projekte/corplex/TreeTagger/ 
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of two years – 1996 and 1997 (Rose, Stevenson 

and Whitehead 2002). Four of the five NP4E 

news article groups are used to compile an exper-

imental corpus containing roughly 40000 words 

or 520 words per text. The chosen experimental 

collection consists of sub-corpora that 

have documents comparable to the others in their 

sub-corpora based on domain. The domain of 

these comparable corpora is terrorism, and the 

four distinct topics are connected with terrorism, 

bombing and suicide respectively for events in 

Israel, Tajikistan, China and Peru. In total, the 

experimental corpus consists of 77 newswire ar-

ticles. The distribution of the documents in this 

selected corpus is 20 on Israel topic, 19 on Tajik-

istan topic, 19 for China topic and 19 on Peru 

topic. These sub-corpora are referred to as Israel 

(I), Tajikistan (T), China (C) and Peru (P) on-

wards.  

6.2 Experimental Set-up 

The experimental set-up is structured as a chain 

of two simple procedures. They are respectively 

an experimental setup data selection 

and experimental setup clustering distribution. 

6.2.1 Data Selection Frame 

The data selection frame describes how docu-

ment features are selected. The documents are 

afterwards preprocessed in order to extract all 

underlying text features and binary vectors are 

constructed to represent each separate document. 

The document features on focus consist of all 

identified information units enriched with the 

noun phrases that were recognized in the texts. 

The binary vectors then are used as an input to 

the LSA algorithm. 

6.2.2 Cluster Distribution 

The number of resulting clusters, or comparable 

corpora, should be set in advance for unsuper-

vised machine learning algorithms. An experi-

ments with k, k is in the range of 2 to 5, are con-

ducted. Testing with number of clusters greater 

or equal to two comes logical. In the case of ex-

pecting two resulting clusters, the methodology 

groups all similar documents in one comparable 

corpus, and withdraws the non-similar docu-

ments to the second collection. When k is chosen 

to be 2 or 3, the resulting comparable corpora 

tend to be weakly-comparable (Skadiņa et al. 

2010a) for the reason the algorithms are forced to 

gather documents with four distinct topics into 

only two or three comparable collections. It is 

interesting to analyze the research methodolo-

gy’s performance in the case four output compa-

rable corpora are expected, meaning when the 

learning algorithm is asked to suggest four com-

parable sets of documents.  

To evaluate clustering performance in terms of 

forcing the system to split the document collec-

tion into more comparable corpora than present, 

k equals to 5 is also used in the experiments. 

Consequently, the number of clusters varies be-

tween 2 and 5.  

6.2.3 Evaluation Metrics 

Three metrics are chosen to evaluate results - the 

standard precision and recall, and additionally - 

purity. Precision shows how many documents in 

the resulting collections are identified correctly 

as comparable to the majority of documents on a 

specific topic in the cluster. For example, when 

16 out of 19 documents are recognized to be 

comparable to each other, the precision of this 

clustering result is 0.84. Recall shows how many 

false negatives are identified as comparable to a 

certain topic-related collection of texts. The false 

negatives are the documents on a different topic, 

which the machine learning algorithm falsely 

lists to be comparable to documents on another 

topic. When 21 documents are grouped in one 

similarity cluster, 19 of them being on a related 

topic, 3 of them being on another topic, the recall 

of the learning performance is 0.86. 

Purity is an evaluation metric used to estimate 

the purity of the resulting clusters (Figure 1.). A 

cluster is recognized as pure when it contains a 

number of documents with the same label (mean-

ing they are listed to be comparable to each other 

by a human evaluator) and as less as possible 

documents that have a different label from the 

dominant label (Manning et al. 2008): 

 
Figure 1. Purity score formula 

 

where nomcluster i is the number of the majority 

class members in each resulting cluster i, and 

noclustrers is the number of resulting clusters, or k. 

As Manning et al. (2008) warn “High purity is 

easy to achieve when the number of clusters is 

large - in particular, purity is 1 if each document 

gets its own cluster”. The number of clusters for 

the current research is not big. Nonetheless, the 

results are evaluated based on two other metrics. 
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The other metrics for measuring the 

comparability between documents that are 

chosen for exploitation in the current research, 

are Mutual Infromation (MI) and Normalized 

Mutual Infroamtion (NMI). The formula for 

NMI is as follows and shown in Figure 2.:  

 

 
Figure 2. NMI score formula 

 

MI is explained in details in Kalgariff (2001) 

and (Manning et al. 2008). Manning et al. (2008) 

discuss additionally the formula for the entropy 

H, and NMI. Ω is the group of clusters addressed 

in the experiments, and C is the group of labels – 

namely the different characteristics of the com-

parable corpora.  

In the current scenario, no human evaluation is 

performed. Rather than that the corpus is pre-

designed in a way to contain four different com-

parable corpora that need not to be manually la-

beled 

6.3 Evaluation 

Results are obtained after conducting different 

set-up experiments. One set-up focuses on evalu-

ating comparable corpus collection having as an 

input part of the experimental corpus. This part 

contains documents on two out of the four differ-

ent topics. The two-topic collections are com-

piled by combining all combinations possible of 

two topic-based sets together from the four dis-

tinct topic sub-corpora. In this experimental sce-

nario, the total of different corpora for evaluation 

is 6 (according to the combination’s formula ) 

- Peru and China, Peru and Tajikistan, Peru and 

Israel, Tajikistan and China, Tajikistan and Isra-

el, China and Israel. Table 1 shows the results of 

running LSA with k-means clustering on the dis- 

 

 

cussed sub-groups. As seen on Table 1. the learn-

ing algorithm performance is excellent when the 

number of comparable corpora that are expected 

is greater than two. When three or more compa-

rable clusters are elected, each similar by topic 

document is grouped with all other documents 

that are comparable to it in the same resulting 

comparable corpus. In the case of expecting three 

comparable corpora with Precision and Recall 

equal to 1.0, one of these corpora contains all 

documents of two different sub-corpora and the 

rest contain all documents of one of the pre-

defined experimental sub-corpora. In the case of 

expecting five comparable corpora with Preci-

sion and Recall equal to 1.0, one sub-corpus is 

split into two comparable clusters, these clusters 

containing documents on the same topic. What is 

interesting in this experimental set-up are the 

results the learning algorithm obtains when it 

aims to produce only two comparable clusters. 

For three of the test sets - China and Israel, Peru 

and China and Tajikistan and Israel, grouping of 

documents on different topics into the same simi-

lar collection is seen. The lowest results obtained 

are for the test set Tajikistan and Israel, where 3 

of the 19 documents on an Israel topic are 

grouped together with the texts on the Tajikistan 

topic. The reason behind this automatic learning 

confusion originates from the fact the Tajikistan 

and Israel topic documents contain many similar 

concepts, which make good clustering harder to 

achieve.  

The purity of the resulting corpora is very 

high, above 0.9, indicating that comparable doc-

uments are identified correctly with high rele-

vance. The only exception is the results on the 

Tajikistan and Israel test set with purity 0.56. 

This exception occurs because of poor clustering 

results, which have been discussed.  

 

 

 

Sub-

corpus 

Topic Precision    Recall    Purity 

  2Cl 3Cl 4Cl 5Cl 2Cl 3Cl 4Cl 5Cl  

P Peru 0.84 1 1 1 1 1 1 1 0.921 

C China 1 1 1 1 0.86 1 1 1  

P Peru 0.84 1 1 1 1 1 1 1 0.921 

T Tajikistan 1 1 1 1 0.86 1 1 1  

P Peru 1 1 1 1 1 1 1 1 1.00 

I Israel 1 1 1 1 1 1 1 1  

T Tajikistan 1 1 1 1 1 1 1 1 1.00 

C China 1 1 1 1 1 1 1 1  

T Tajikistan 1 1 1 1 0.52 1 1 1 0.56 

I Israel 0.15 1 1 1 1 1 1 1  

C China 0.86 1 1 1 1 1 1 1 0.923 

I Israel 1 1 1 1 0.85 1 1 1  

Table 1. Clustering results for test sets of combinations of two topic sub-corpora 

(nCl pointing to the numbers of clusters identified ) 
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Another set-up focuses on the analysis and 

evaluation of the results on clusters containing 

documents on three of the four different topics. 

The same way as the two-topic collections are 

constructed, combining three topic sub-corpora 

into one results in the development of the input 

for the LSA and k-means clustering algorithms.  

In this experimental scenario, a total of 4 distinct 

input collections are compiled -Tajikistan, Israel 

and China; Tajikistan, Israel and Peru; Peru, 

China and Israel; and Tajikistan, China and Peru.   

The results of the learning comparable corpora 

from them are listed in Table 2. As it can be easi-

ly seen, the clustering performance is impecca-

ble. Therefore, providing more documents, more 

data features, helps identifying better similar 

documents applying the proposed research ap-

proach. 

 

 

 

 
 Precision Recall Purity 

 2cl 3cl 4cL 5cl 2cl 3cl 4cl 5cl  

T 1 1 1 1 1 1 1 1  

C 1 1 1 1 1 1 1 1 1.00 

I 1 1 1 1 1 1 1 1  

P 1 1 1 1 1 1 1 1  

Table 3.  Clustering results on the whole experi-

mental corpus 
 
 Mutual 

Information 

H(Ω) H(C) NMI 

2CL 2CL 2CL 2Cl 

Peru 

China 

0.6866 0.9927 1 0.6916 

Peru 
Tajikistan 

0.6866 0.9927 1 0.6916 

Peru 

Israel 

1.0230 1.0074 1.0074 0.9522 

Tajikistan 

China 

1 1 1 1 

Tajikistan 
Israel 

0.0844 0.3912 1.0074 0.1262 

China 

Israel 

0.6855 0.9744 1.0074 0.6917 

Table 4.  MI and NMI scores results for test sets of 

combinations of two topic sub-corpora 

Table 3. Shows the clustering results when all 

texts of the experimental corpus are suggested as 

an input. The algorithms once more do not have 

problems collecting the similar documents into 

comparable corpora with high precision and re-

call. 

MI and NMI are computed only for the results 

presented in Table 1. The reasoning behind is 

that Table 2. And Table 3. show perfect cluster-

ing results of comparable corpora obtained on 

the whole set of input documents described in 

Section 6.1.   

The results of the comparable texts grouping 

are estimated using a clustering quality trade-off 

metric, NMI. Table 4. shows the NMI results of 

the clustering performance on the two-topic col-

lections described in the first experimental set-up 

at the beginning of  Section 6.3.  

 

 

 

Consequently, the results shown on Table 4. 

are obtained with respects to the precision, recall 

and purity scores presented in Table 1. The NMI 

score is evidence of the identified comparable 

corpora quality. As seen on Table 4., the lowest 

NMI score correspond to the clustering results on 

the Peru- and China- topic texts. As shown on 

Table 1., the proposed approach is not confident 

when grouping the Peru- and China- topic texts  

into comparable collections. The results of the 

NMI metric shown on Table 4. only confirm this 

conclusion. The best results obtained according 

to the NMI score are NMI is dependent on the 

mutual information and the entropy the texts to 

be clustered share. MI is a metric, which esti-

mates how the amount of information presented 

in the documents affect the clustering output. 

When the MI score is low, as in the example of 

grouping the Tajikistan- and Israel- topic texts, 

the information contained in the documents does 

not contribute to highly-comparable clusters of 

corpora. When the MI score obtained is high, as 

Sub-

corpus 

Topic Precision    Recall    Purity 

  2Cl 3Cl 4CL 5Cl 2Cl 3Cl 4Cl 5Cl  

T Tajikistan 1 1 1 1 1 1 1 1  

I Israel 1 1 1 1 1 1 1 1 1.00 

C China 1 1 1 1 1 1 1 1  

T Tajikistan 1 1 1 1 1 1 1 1  

I Israel 1 1 1 1 1 1 1 1 1.00 

P Peru 1 1 1 1 1 1 1 1  

P Peru 1 1 1 1 1 1 1 1  

C China 1 1 1 1 1 1 1 1 1.00 

I Israel 1 1 1 1 1 1 1 1  

T Tajikistan 1 1 1 1 1 1 1 1  

C China 1 1 1 1 1 1 1 1 1.00 

P Peru 1 1 1 1 1 1 1 1  

Table 2. Clustering results for test sets of combinations of three topic sub-corpora 
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in the Tajikistan- and China- topic documents 

experiment, the information in these documents 

is a strong evidence of the text relatedness. Table 

4. lists the intermediate calculations of the entro-

py based on the available labels H(C) and the 

resulting clusters H(Ω). 

7 Remarks 

The problems identified in the current methodol-

ogy are classified into two different groups: text 

processing resources errors and clustering output 

errors. The processing resources are taken as off-

the-shelf modules and the development focus of 

the study in not concentrating on improving their 

performance. The second type of errors is the 

clustering errors. Their size can be reduced by 

improving the performance of the text prepro-

cessing resources. Additionally, enhanced clus-

tering output evaluation metrics can reveal learn-

ing algorithm’s weaknesses and suggest ways for 

improvement. 

8 Future Work 

More can be done in the future to improve the 

proposed methodology. One idea for further in-

vestigation is experimenting with larger collec-

tions of data. The results on the experimental 

corpus are promising, but the document collec-

tion is not big and contains less than 80 texts. It 

would be interesting to experiment with corpora 

that consist of hundreds of documents to test 

clustering performance. Additionally, a new ex-

perimental collection of documents is being 

compiled. It contains psycholinguistics texts both 

in Spanish and English. As the collection of this 

document set is still in progress, the results ob-

tained on it are not presented in the current pa-

per. These results will be reported in future work 

publications.  

Furthermore, a new translation equivalent 

source can be added. In the case of compiling 

specialized collections of comparable docu-

ments, a specialized bilingual or multilingual 

dictionary can prove to be a valuable resource. 

An untested interesting experimental setup can 

be investigating the resulting clustering perfor-

mance when more than 50% or more of the most 

relevant lemmas (with noun phrases) are selected 

as document features. A Named Entity Recog-

nizer (NER) and a synonymy suggestion module 

have the possibility to serve as good text pro-

cessing resources and further improve grouping 

outcomes. In connection with NER, it is interest-

ing additionally to investigate if the test corpus 

contains local names, which make clustering bet-

ter easier. Lastly, potential source for further de-

velopment is the automatic recognition of diasys-

tematic text features, such as diachronic, diatopic 

or diatechnic information. 

Clustering results of comparable corpora are 

obtained when the document characteristics are 

filtered by best keyword estimation metric - 

TF.BM25, explained in Pérez-Iglesias et al. 

(2009). The results show decrease in good clus-

tering performance. A future work aspect is to 

investigate the cause this lower performance. 

9 Conclusion 

An innovative approach to the problem of 

compilation of comparable corpora is described. 

The approach suggests guidelines to textual 

characteristics selection scheme. Additionally, 

the approach incorporates LSA and unsupervised 

ML techniques. Different evaluation metrics, 

such as precision, purity and normalized mutual 

information, are employed to estimate compara-

ble corpus clustering results. These metrics show 

good results when evaluating comparable clus-

ters from a predefined set of less than 100 docu-

ments. The methodology suggested is applied for 

monolingual selection of documents; nonetheless 

it is readily extendable to more languages.  
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Abstract

This paper presents an efficient approach
to finding more bilingual webpage pairs
with high credibility via link analysis, us-
ing little prior knowledge or heuristics.
It extends from a previous algorithm that
takes the number of bilingual URL pairs
that a key (i.e., a URL pairing pattern) can
match as the objective function to search
for the best set of keys yielding the greatest
number of webpage pairs within targeted
bilingual websites. Enhanced algorithms
are proposed to match more bilingual web-
pages following the credibility based on
statistical analysis of the link relationship
of the seed websites available. With about
12,800 seed websites as test set, the en-
hanced algorithms improve precision over
baseline by more than 5%, from 94.06%
to 99.40%, and hence find above 20%
more true bilingual URL pairs, illustrating
that significantly more bilingual webpages
with high credibility can be mined with the
help of the link analysis.

1 Introduction

Parallel corpora of bilingual text (bitext) are indis-
pensable language resources for many data-driven
tasks of natural language processing, such as sta-
tistical machine translation (Brown et al., 1990),
cross-language information retrieval (Davis and
Dunning, 1995; Oard, 1997), and bilingual lexi-
cal acquisition (Gale and Church, 1991; Melamed,
1997; Jiang et al., 2009), to name but a few. A
general way to develop such corpora from web
texts starts from exploring the structure of known
bilingual websites, which are usually organized

∗Performed while a research associate at City University
of Hong Kong.

†Performed while a visiting student at City University of
Hong Kong.

by their web masters in a way to facilitate both
navigation and maintenance (Nie, 2010). The
most common strategy is to create a parallel struc-
ture in terms of URL hierarchies, exploiting some
known naming conventions for webpages of corre-
sponding languages (Huang and Tilley, 2001; Nie,
2010). Following available structures and nam-
ing conventions, researchers have been exploring
various means to mine parallel corpora from the
web and a good number of such systems have
demonstrated the feasibility and practicality in au-
tomatic acquisition of parallel corpora from bilin-
gual and/or multilingual web sites, e.g., STRAND
(Resnik, 1998; Resnik, 1999; Resnik and Smith,
2003), BITS (Ma and Liberman, 1999), PTMiner
(Chen and Nie, 2000), PTI (Chen et al., 2004),
WPDE (Zhang et al., 2006), the DOM tree align-
ment model (Shi et al., 2006), PagePairGetter (YE
et al., 2008) and Bitextor (Esplà-Gomis and For-
cada, 2010).

Most of these systems are run in three steps:
first, bilingual websites are identified and crawled;
second, pairs of parallel webpages are extracted;
and finally, the extracted pairs are validated (Kit
and Ng, 2007). Among them, prior knowledge
about parallel webpages, mostly in the form of ad
hoc heuristics for identifying webpage languages
or pre-defined patterns for matching or comput-
ing similarity between webpages, is commonly
used for webpage pair extraction (Chen and Nie,
2000; Resnik and Smith, 2003; Zhang et al., 2006;
Shi et al., 2006; Yulia and Shuly, 2010; Tomás
et al., 2008). Specifically, these systems exploit
search engines and heuristics across webpage an-
chors to locate candidate bilingual websites and
then identify webpage pairs based on pre-defined
URL matching patterns. However, ad hoc heuris-
tics cannot exhaust all possible patterns. Many
webpages do not even have any language label
in their anchors, not to mention many untrust-
worthy labels. Also, using a limited set of pre-
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defined URL patterns inevitably means to give up
all reachable bilingual webpages that fall outside
their coverage.

Addressing such weaknesses of the previous ap-
proaches, we instead present an efficient bilingual
web mining system based on analyzing link rela-
tionship of websites without resorting to prior ad
hoc knowledge. This approach extends, on top of
re-engineering, the previous work of Kit and Ng
(2007). It aims at (1) further advancing the idea
of finding bilingual webpages via automatic dis-
covery of non-ad-hoc bilingual URL pairing pat-
terns, (2) applying the found pairing patterns to
dig out more bilingual webpage pairs, especially
those involving a deep webpage unaccessible by
web crawling, (3) discovering more bilingual web-
sites (and then more bilingual webpages) with
high credibility via statistical analysis of bilingual
URL patterns and link relationship of available
seed websites. The results from our experiments
on 12, 800 seed websites show that the proposed
algorithms can find considerably more bilingual
webpage pairs on top of the baseline, achieving
a significant improvement of pairing precision by
more than 5%.

2 Algorithm

This section first introduces the idea of unsuper-
vised detection of bilingual URL pairing patterns
(§2.1) and then continues to formulate the use of
the detected patterns to explore more websites, in-
cluding deep webpages (§2.2), and those not in-
cluded in our initial website list (§2.3).

2.1 Bilingual URL Pattern Detection

Our current research is conducted on top of the
re-implementation of the intelligent web agent to
automatically identify bilingual URL pairing pat-
terns as described in Kit and Ng (2007). The un-
derlying assumption for this approach is that rather
than random matching, parallel webpages have
static pairing patterns assigned by web masters for
engineering purpose and these patterns are put in
use to match as many pairs of URLs as possible
within the same domain. Given a URL u from the
set U of URLs of the same domain, the web agent
goes through the set U−{u} of all other URLs and
finds among them all those that differ from u by a
single token1 – a token is naturally separated by

1If language identification has been done on webpages, it
only needs to go through all URLs of the other language.

a special set of characters including slash /, dot .,
hyphen -, and underscore in a URL. Then, the
single-token difference of a candidate URL pairs
is taken as a candidate of URL paring pattern,
and all candidate patterns are put in competition
against each other in a way to allow a stronger one
(that matches more candidate URL pairs) to win
over a weaker one (that matches fewer). For in-
stance, the candidate pattern <en,zh> can be de-
tected from the following candidate URL pair:

www.legco.gov.hk/yr99-00/en/fc/esc/e0.htm
www.legco.gov.hk/yr99-00/zh/fc/esc/e0.htm

The re-implementation has achieved a num-
ber of improvements on the original algorithm
through re-engineering, including the following
major ones.

1. It is enhanced from token-based to character-
based URL matching. Thus, more gen-
eral patterns, such as <e,c>, can be aggre-
gated from a number of weaker ones like
<1e,1c>, <2e,2c>, ..., etc., many of which
may otherwise fail to survive the competition.

2. The original algorithm is speeded up from
O(|U |2) to O(|U |) time, by building in-
verted indices for URLs and establishing
constant lookup time for shortest matching
URL strings.2

3. The language detection component has been
expanded from bilingual to multi-lingual and
hence had the capacity to practically handle
multilingual websites such as those from EU
and UN.

When detected URL patterns are used to match
URLs in a web domain for identifying bilingual
webpages, noisy patterns (most of which are pre-
sumably weak keys) would better be filtered out.
A straightforward strategy to do this is by thresh-
olding the credibility of a pattern, which can be
defined as

C(p, w) =
N(p, w)

|w|
.

where N(p, w) is the number of webpages
matched into pairs by pattern p within website w,
and |w| the size of w in number of webpages. Note
that this is the local credibility of a key with re-
spect to a certain website w. Empirically, Kit and

2Achieved by utilizing SecondString http://second
string.sf.net/
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Ng (2007) set a threshold of 0.1 to rule out weak
noisy keys.

Some patterns happen to generalize across do-
mains. The global credibility of such a pattern p is
thus computed by summing over all websites in-
volved, in a way that each webpage matched by p
is counted in respect to the local credibility of p in
the respective website:

C(p) =
∑
w

C(p, w) N(p, w).

Interestingly, it is observed that many weak keys
ruled out by the threshold 0.1 are in fact good pat-
terns with a nice global credibility value. In prac-
tice, it is important to “rescue” a local weak key
with strong global credibility. A common practice
is to do it straightforwardly with a global credibil-
ity threshold, e.g., C(p)> 500 as for the current
work.

Finally, the bilingual credibility of a website is
defined as

C(w) = max
p

C(p, w).

It will be used to measure the bilingual degree of a
website in a later phase of our work, for which an
assumption is that bilingual websites tend to link
with other bilingual websites.

2.2 Deep Webpage Recovery
Some websites contain webpages that cannot be
crawled by search engines. These webpages do
not “exist” until they are created dynamically as
the result of a specific search, mostly triggered by
JavaScript or Flash actions. This kind of webpages
as a whole is called deep web. Specifically, we
are interested in the case where webpages in one
language are visible but their counterparts in the
other language are hidden. A very chance that we
may have to unearth these deep hidden webpages
is that their URLs follow some common naming
conventions for convenience of pairing with their
visible counterparts.

Thus for each of those URLs still missing a
paired URL after the URL matching using our
bilingual URL pattern collection, a candidate URL
will be automatically generated with each applica-
ble pattern in the collection for a trial to access its
possibly hidden counterpart. If found, then mark
them as a candidate pair. For example, the pattern
<english,tc chi> is found applicable to the
first URL in Table 1 and accordingly generates the

second as a candidate link to its English counter-
part, which turns out to be a valid page.

2.3 Incremental Bilingual Website
Exploration

Starting with a seed bilingual website list of size
N , bilingual URL pairing patterns are first mined,
and then used to reach out for other bilingual web-
sites. The assumption for this phase of work is
that bilingual websites are more likely to be ref-
erenced by other bilingual websites. Accordingly,
a weighted version of PageRank is formulated for
prediction.

Firstly, outgoing links and PageRank are used
as baselines. Linkout(w) is the total number of
outgoing links from website w, and the PageRank
of w is defined as (Brin and Page, 1998):

PageRank(w) =
r

N
+(1−r)

∑
w∈M(w)

PageRank(w)

Linkout(w)
,

where M(w) is the set of websites that link to w in
the seed set of N bilingual websites, and r∈ [0, 1]
a damping factor empirically set to 0.15. Initially,
the PageRank value of w is 1. In order to re-
duce time and space cost, both Linkout(w) and
PageRank(w) are computed only in terms of the
relationship of bilingual websites in the seed set.

The WeightedPageRank(w) is defined as the
PageRank(w) weighted by w’s credibility C(w).
To reach out for a related website s outside the
initial seed set of websites, our approach first
finds the set R(s) of seed websites that have
outgoing links to s, and then computes the sum
of these three values over each outgoing link,
namely,

∑
wLinkout(w),

∑
wPageRank(w), and∑

wWeightedPageRank(w) for each w∈R(s), for
the purpose of measuring how “likely” s is bilin-
gual. An illustration of link relationship of this
kind is presented in Figure 1.

In practice, the exploration of related websites
can be combined with bilingual URL pattern de-
tection to literately harvest both bilingual websites
and URL patterns, e.g., through the following pro-
cedure:

1. Starting from a seed set of websites as the
current set, detect bilingual URL patterns and
then use them to identify their bilingual web-
pages.

2. Select the top K linked websites from
the seed set according to either

∑
Linkout,∑

PageRank, or
∑

WeightedPageRank.
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(1) http://www.fehd.gov.hk/tc chi/LLB web/cagenda 20070904.htm
(2) http://www.fehd.gov.hk/english/LLB web/cagenda 20070904.htm

Table 1: Illustration of URL generation for a deep webpage
 

 

Related websites

s1

Seed websites 
[1, 0.12, 0.08] 

 [1, 0.21, 0.13] 

[2, 0.56, 0.29] 

[1, 0.02, 0.01] 

[1, 0.03, 0.02] 

 [0, 0, 0] 

 [1, 0.03, 0.01] 

[1, 0.12, 0.08] 

 [1, 0.21, 0.13] 

 [3, 0.77, 0.42] 

 [3, 0.59, 0.13] 

[0, 0, 0] 

s2

s3

s4

s5

w2
w6

w3

w4

w5 

w7

w1

Figure 1: Illustration of link relationship of seed websites and related websites, with associated∑
Linkout,

∑
PageRank and

∑
WeightedPageRank in square brackets and with arrows to indicate outgo-

ing links from a seed website to others.

3. Add the top K selected websites to the cur-
rent set, and repeat the above steps for desired
iterations.

3 Evaluation

The implementation of our method results in Pup-
Sniffer,3 a Java-based tool that has been released
for free. A series of experiments were conducted
with it to investigate the performance of the pro-
posed method on about 12, 800 seed websites. A
web interface was also implemented for evaluat-
ing the candidate bilingual webpage pairs identi-
fied by our system.

3.1 Seed Websites

The initial seed websites were collected from two
resources, namely

• Hong Kong Website Directory4 and

• Hong Kong World Wide Web Database.5

After the removal of invalid ones, 12, 800 websites
were finally acquired as our seed set.6

3http://code.google.com/p/pupsniffer
4http://www.852.com
5http://www.cuhk.edu.hk/hkwww.htm
6http://mega.ctl.cityu.edu.hk/

˜czhang22/pupsniffer-eval/Data/All_Seed_
Websites_List.txt

3.2 URL Pattern Detection and Deep
Webpage Recovery

The enhanced algorithm described in Section 2.1
above was ran to extract credible URL patterns. In
general, the extracted patterns are valid as long as
the threshold is not too low – it is set to C(p, w)>
0.1 in our experiments. A number of strongest pat-
terns found are presented in Table 2 for demon-
stration. Most of them, especially <en,tc> and
<eng,chi>, are very intuitive patterns. A full
list of URL pairing patterns detected in our exper-
iments is also available.7 Particularly interesting is
that all these patterns were identified in an unsu-
pervised fashion without any manual heuristics.

Using these patterns, the original algorithm re-
trieved about 290K candidate bilingual webpage
pairs. By the simple trick of rescuing weak lo-
cal patterns with the global credibility threshold
C(p) > 500, 10K more webpage pairs were fur-
ther found. Additionally, other 16K webpage
pairs were dug out from deep webpages by auto-
matically generating paired webpages with the aid
of identified URL patterns.

7http://mega.ctl.cityu.edu.hk/
˜czhang22/pupsniffer-eval/Data/Pattern_
Credibility_LargeThan100.txt
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Pattern C(p)

<en,tc> 13997.36
<eng,tc> 12869.56

<english,tc chi> 11436.12
<english,chinese> 11032.46

<eng,chi> 7824.86

Table 2: Top 5 patterns with their global credibility
values.

Method Pairs Precision
Kit and Ng (2007) 290,247 94.06%
Weak key rescue 10,015 89.27%

Deep page recovery 15,825 95.02%
Incremental exploration 37,491 99.40%

Total 348, 058 94.72%
True pair increment 55, 674 20.76%

Table 3: Number of bilingual webpage pairs found
and their precision from sampled evaluation.

3.3 Website Exploration

To go beyond the original 12, 800 websites, the in-
cremental algorithm described in Section 2.3 was
run for one iteration to find outside bilingual web-
sites directly linked from the seeds. The top 500
of them, ranked by

∑
Linkout,

∑
PageRank and∑

WeightedPageRank, respectively, were manu-
ally checked by five students, giving the curves
of the total number of true bilingual websites and
overall precision per top N websites as plotted
in Figure 2. These results show that almost 50%
of the top 500 related outside websites ranked by∑

WeightedPageRank are true bilingual websites.
A higher precision indicates more bilingual web-
page pairs correctly matched by the URL patterns
in use.

After one iteration of the incremental algorithm,
37K more candidate bilingual webpage pairs were
found in the related outside websites, besides the
290K by the original algorithm. Table 3 presents
the number of webpage pairs identified by each
algorithm with a respective precision drawn from
random sampling. These results suggest that our
proposed enhancement is able to harvest above
20% more bilingual webpage pairs without de-
grading the overall precision. Error analysis shows
that around 80% of errors were due to mistakes
in language identification for webpages. For in-
stance, some Japanese webpages were mistakenly
recognized as Chinese ones.
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Figure 2: Number and precision of true bilingual
websites found per top N outside websites ranked
by various criteria.

4 Conclusion

In this paper we have presented an efficient ap-
proach to mining bilingual webpages via com-
puting highly credible bilingual URL pairing pat-
terns. With the aid of these patterns learned in
an unsupervised way, our research moves on to
exploring the possibility of rescuing weak local
keys by virtue of global credibility, uncovering
deep bilingual webpages by generating candidate
URLs using available keys, and also developing
an incremental algorithm for mining more bilin-
gual websites that are linked from the known bilin-
gual websites in our seed set. Experimental results
show that these several enhanced algorithms im-
prove the precision over the baseline from 94.06%
to 99.40% and, more importantly, help discover
above 20% more webpage pairs while maintain-
ing a high overall precision.
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