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Introduction

The Sixth Workshop on Syntax, Semantics and Structure in Statistical Translation (SSST-6) was held
on 12 July 2012 following the ACL 2012 conference in Jeju, Korea. Like the first five SSST workshops
in 2007, 2008, 2009, 2010, and 2011, it aimed to bring together researchers from different communities
working in the rapidly growing field of structured statistical models of natural language translation.

We selected 13 papers for this year’s workshop, many of which reflect statistical machine
translation’s movement toward not only tree-structured and syntactic models incorporating stochastic
synchronous/transduction grammars, but also increasingly semantic models and the closely linked
issues of deep syntax and shallow semantics. Semantic SMT research includes context-dependent
WSD (word sense disambiguation) for SMT (Carpuat and Wu 2007, 2008; Chan, Ng and Chiang 2007;
Giménez and Màrquez 2007); SRL (semantic role labeling) for SMT (Wu and Fung 2009); and SRL for
MT evaluation (Lo and Wu 2010, 2011). In the second year since “Semantics” was explicitly added to
the workshop name, the work exploring SMT’s connections to semantics, predicate-argument structure,
and deep syntax has continued to grow.

There is increased interest in modeling semantic and deep syntactic structure intranslation. Quernheim
and Knight lay a foundation for modeling semantics in SMT by developing weighted acceptors and
transducers for feature structures. Haugereid and Bond show how semantic transfer rules for rule-based
MT can be extracted from corpora using SMT phrase aligners. Han, Sudoh, Wu, Duh, Tsukada and
Nagata introduce source prereordering rules for Chinese-Japanese translation, based HPSG deep parses
of Chinese sentences.

Semantic and syntactic models continue to provide rich models of source context. Apidianaki,
Wisniewski, Sokolov, Max and Yvon use word sense disambiguation models as n-best reranking
features and local language models to improve translation quality. Wang, Osenova and Simov
integrate rich morphological and grammar-based information in a factored SMT framework. Source
preprocessing is also used to model verbal constructs in English-Hindi translation (Arora and Sinha),
zero prounoun resolution in Japanese-English translation (Taira, Sudoh and Nagata), and clause
structure (Koeva, Leseva, Stoyanova, Dekova, Genov, Rizov, Dimitrova, Tarpomanova and Kukova).
Wetzel and Bond build training examples designed to improve the translation of negated sentences.

Conversely, existing SMT systems and resources can be used to enrich existing semantic resources.
Arcan, Federmann and Buitelaar show how SMT can be used in combination with other techniques to
translate the vocabulary of a domain-specific ontology.

The challenges of correctly evaluating the semantics of MT output are also explored. Lo and Wu show
how to automate the tuning of semantic role based MT evaluation metrics for English. Bojar and Wu
investigate the porting of SRL based MT metrics to a very different language, Czech. Rosa, Dušek,
Mareček and Popel show how to improve rule-based correction of SMT output by designing a parser
specifically for that task.

Thanks once again this year are due to our authors and our Program Committee for making the SSST
workshop another success.

Marine Carpuat, Lucia Specia, and Dekai Wu
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LIMSI-CNRS
† Univ. Paris Sud

BP 133, F-91403, Orsay Cedex, France
firstname.lastname@limsi.fr

Abstract

We integrate semantic information at two
stages of the translation process of a state-of-
the-art SMT system. A Word Sense Disam-
biguation (WSD) classifier produces a proba-
bility distribution over the translation candi-
dates of source words which is exploited in
two ways. First, the probabilities serve to
rerank a list ofn-best translations produced by
the system. Second, the WSD predictions are
used to build a supplementary language model
for each sentence, aimed to favor translations
that seem more adequate in this specific sen-
tential context. Both approaches lead to sig-
nificant improvements in translation perfor-
mance, highlighting the usefulness of source
side disambiguation for SMT.

1 Introduction

Word Sense Disambiguation (WSD) is the task of
identifying the sense of words in texts by reference
to some pre-existing sense inventory. The selec-
tion of the appropriate inventory and WSD method
strongly depends on the goal WSD intends to serve:
recent methods are increasingly oriented towards
the disambiguation needs of specific end applica-
tions, and explicitly aim at improving the overall
performance of complex Natural Language Process-
ing systems (Ide and Wilks, 2007; Carpuat and Wu,
2007). This task-oriented conception of WSD is
manifested in the area of multilingual semantic pro-
cessing: supervised methods, which were previously
shown to give the best results, are being abandoned
in favor of unsupervised ones that do not rely on pre-
annotated training data. Accordingly, pre-defined

semantic inventories, that usually served to provide
the lists of candidate word senses, are being replaced
by senses relevant to the considered applications and
directly identified from corpora by means of word
sense induction methods.

In a multilingual setting, the sense inventories
needed for disambiguation are generally built from
all possible translations of words or phrases in a par-
allel corpus (Carpuat and Wu, 2007; Chan et al.,
2007), or by using more complex representations
of the semantics of translations (Apidianaki, 2009;
Mihalcea et al., 2010; Lefever and Hoste, 2010).
However, integrating this semantic knowledge into
Statistical Machine Translation (SMT) raises sev-
eral challenges: the way in which the predictions of
the WSD classifier have to be taken into account;
the type of context exploited for disambiguation;
the target words to be disambiguated (“all-words”
WSD vs. WSD restricted to target words satisfy-
ing specific criteria); the use of a single classifier
versus building separate classifiers for each source
word; the quantity and type of data used for training
the classifier (e.g., use of raw data or of more ab-
stract representations, such as lemmatization, allow-
ing to deal with sparseness issues), and many oth-
ers. Seemingly, the optimal way to take advantage
of WSD predictions remains an open issue.

In this work, we carry out a set of experiments
to investigate the impact of integrating the predic-
tions of a cross-lingual WSD classifier into an SMT
system, at two different stages of the translation pro-
cess. The first approach exploits the probability dis-
tribution built by the WSD classifier over the set of
translations of words found in the parallel corpus,
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for reranking the translations in then-best list gen-
erated by the SMT system. Words in the list that
match one of the proposed translations are boosted
and are thus more likely to appear in the final trans-
lation. Our results on the English-French IWSLT’11
task show substantial improvements in translation
quality. The second approach provides a tighter in-
tegration of the WSD classifier with the rest of the
system: using the WSD predictions, an additional
sentence specificlanguage model is estimated and
used during decoding. These additional local mod-
els can be used as an external knowledge source to
reinforce translation hypotheses matching the pre-
diction of the WSD system.

In the rest of the paper, we present related work
on integrating semantic information into SMT (Sec-
tion 2). The WSD classifier used in the current study
is described in Section 3. We then present the two
approaches adopted for integrating the WSD out-
put into SMT (Section 4). Evaluation results are
presented in Section 5, before concluding and dis-
cussing some avenues for future work.

2 Related work

Word sense disambiguation systems generally work
at the word level: given an input word and its con-
text, they predict its (most likely) meaning. At
the same time, state-of-the-art translation systems
all consider groups of words (phrases, tuples, etc.)
rather than single words in the translation process.
This discrepancy between the units used in MT and
those used in WSD is one of the major difficul-
ties in integrating word predictions into the decoder.
This was, for instance, one of the reasons for the
somewhat disappointing results obtained by Carpuat
and Wu (2005) when the output of a WSD system
was directly incorporated into a Chinese-English
SMT system. Because of this difficulty, other cross-
lingual semantics works have considered only sim-
plified tasks, like blank-filling, without addressing
the integration of the WSD models in full-scale MT
systems (Vickrey et al., 2005; Specia, 2006).

Since the pioneering work of Carpuat and Wu
(2005), several more successful ways to take WSD
predictions into account have been proposed. For
instance, Carpuat and Wu (2007) proposed to gen-
eralize the WSD system so that it performs a fully

phrasal multiword disambiguation. However, given
that the number of phrases is far larger than the num-
ber of words, this approach suffers from sparsity
and computational problems, as it requires training
a classifier for each entry of the phrase table.

Chan et al. (2007) introduced a way to modify the
rule weights of a hierarchical translation system to
reflect the predictions of their WSD system. While
their approach and ours are built on the same intu-
ition (an adaptation of a model to incorporate word
predictions) their work is specific to hierarchical
systems, while ours can be applied to any decoder
that uses a language model. Haque et al. (2009) et
Haque et al. (2010) introduce lexico-syntactic de-
scriptions in the form of supertags as source lan-
guage context-informed features in a phrase-based
SMT and a state-of-the-art hierarchical model, re-
spectively, and report significant gains in translation
quality.

Closer to our work, Mauser et al. (2009) and Pa-
try and Langlais (2011) train a global lexicon model
that predicts the bag of output words from the bag
of input words. As no explicit alignment between
input and output words is used, words are chosen
based on the (global) input context. For each input
sentence, the decoder considers these word predic-
tions as an additional feature that it uses to define a
new model score which favors translation hypothe-
ses containing words predicted by the global lexicon
model. A difference between this approach and our
work is that instead of using a global lexicon model,
we disambiguate a subset of the words in the input
sentence by employing a WSD classifier that cre-
ates a probability distribution over the translations
of each word in its context.

The unsupervised cross-lingual WSD classifier
used in this work is similar to the one proposed in
Apidianaki (2009). The original classifier disam-
biguates new instances of words in context by se-
lecting the most appropriate cluster of translations
among a set of candidate clusters found in an auto-
matically built bilingual sense inventory. The sense
inventory exploited by the classifier is created by
a cross-lingual word sense induction (WSI) method
that reveals the senses of source words by grouping
their translations into clusters according to their se-
mantic proximity, revealed by a distributional sim-
ilarity calculation. The resulting clusters represent

2



the source words’ candidate senses. This WSD
method gave good results in a word prediction task
but, similarly to the work of Vickrey et al. (2005)
and of Specia (2006), the predictions are not inte-
grated into a complete MT system.

3 The WSD classifier

Our WSD classifier is a variation of the one intro-
duced in Apidianaki (2009). The main difference
is that here the classifier serves to discriminate be-
tween unclustered translations of a word and to as-
sign a probability to each translation for new in-
stances of the word in context. Each translation is
represented by a source language feature vector that
the classifier uses for disambiguation. All experi-
ments carried out in this study are for the English
(EN) - French (FR) language pair.

3.1 Source Language Feature Vectors

PreprocessingThe information needed by the clas-
sifier is gathered from the EN-FR training data pro-
vided for the IWSLT’11 evaluation task.1 The
dataset consists of 107,268 parallel sentences, word-
aligned in both translation directions using GIZA++
(Och and Ney, 2003). We disambiguate EN words
found in the parallel corpus that satisfy the set of
criteria described below.

Two bilingual lexicons are built from the align-
ment results and filtered to eliminate spurious align-
ments. First, translation correspondences with a
probability lower than a threshold are discarded;2

then translations are filtered by part-of-speech
(PoS), keeping for each word only translations per-
taining to the same grammatical category;3 finally,
only intersecting alignments (i.e., correspondences
found in the lexicons of both directions) are retained.
Given that the lexicons contain word forms, the in-
tersection is calculated based on lemmatization in-
formation in order to perform a generalization over
the contents of the lexicons. For instance, if the EN
adjectiveregular is translated byhabituelle(femi-

1http://www.iwslt2011.org/
2The translation probabilities between word tokens are

found in the translation table produced by GIZA++; the thresh-
old is set to 0.01.

3For this filtering, we employ a PoS and lemmatization lex-
icon built after tagging both parts of the training corpus with
TreeTagger (Schmid, 1994).

nine singular form of the adjectivehabituel) in the
EN-FR lexicon, but is found to translatehabituel
(masculine singular form) in the other direction,
the EN-FR correspondenceregular/habituelleis re-
tained (because the two variants of the adjective are
reduced to the same lemma).

All lexicon entries satisfying the above criteria are
retained and used for disambiguation. In these initial
experiments, we disambiguate English words having
less than 20 French translations in the lexicon. Each
French translation of an English word that appears
more than once in the training corpus4 is character-
ized by a weighted English feature vector built from
the training data.

Vector building The feature vectors corresponding
to the translations are built by exploiting information
from the source contexts (Apidianaki, 2008; Grefen-
stette, 1994). For each translation of an EN wordw,
we extract the content words that co-occur withw
in the corresponding source sentences of the parallel
corpus (i.e. the content words that occur in the same
sentence asw whenever it is translated by this trans-
lation). The extracted source language words con-
stitute the features of the vector built for the transla-
tion.

For each translationTi of w, let N be the number
of features retained from the corresponding source
context. Each featureFj (1 ≤ j ≤ N) receives a to-
tal weight tw(Fj ,Ti) defined as the product of the
feature’s global weight, gw(Fj), and its local weight
with that translation, lw(Fj ,Ti):

tw(Fj ,Ti) = gw(Fj) · lw(Fj ,Ti) (1)

The global weight of a featureFj is a function of
the numberNi of translations (Ti ’s) to whichFj is re-
lated, and of the probabilities (pi j ) thatFj co-occurs
with instances ofw translated by each of theTi ’s:

gw(Fj) = 1−
∑Ti

pi j log(pi j )

Ni
(2)

Each of thepi j ’s is computed as the ratio between
the co-occurrence frequency ofFj with w when
translated asTi, denoted as coocfrequency(Fj ,Ti),

4We do not consider hapax translations because they often
correspond to alignment errors.
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and the total number of features (N) seen withTi:

pi j =
cooc frequency(Fj ,Ti)

N
(3)

Finally, the local weight lw(Fj ,Ti) betweenFj andTi

directly depends on their co-occurrence frequency:

lw(Fj ,Ti) = log(cooc frequency(Fj ,Ti)) (4)

3.2 Cross-Lingual WSD

The weighted feature vectors corresponding to the
different translations of an English word are used
for disambiguation.5 As noted in Section 3.1, we
disambiguate source words satisfying a set of crite-
ria. Disambiguation is performed by comparing the
vector associated with each translation to the new
context of the words in the input sentences from the
IWSLT’11 test set.

More precisely, the information contained in each
vector is exploited by the WSD classifier to produce
a probability distribution over the translations, for
each new instance of a word in context. We dis-
ambiguate word forms (not lemmas) in order to di-
rectly use the selected translations in the translated
texts. However, we should note that in some cases
this reduces the role of WSD to distinguishing be-
tween different forms of one word and no different
senses are involved. Using more abstract represen-
tations (corresponding to senses) is one of the per-
spectives of this work.

The classifier assigns a score to each transla-
tion by comparing information in the corresponding
source vector to information found in the new con-
text. Given that the vector features are lemmatized,
the new context is lemmatized as well and the lem-
mas of the content words are gathered in a bag of
words. The adequacy of each translation for a new
instance of a word is estimated by comparing the
translation’s vector with the bag of words built from
the new context. If common features are found be-
tween the new context and a translation vector, an
association score is calculated corresponding to the
mean of the weights of the common features rela-
tively to the translation (i.e. found in its vector). In

5The vectors are not used for clustering the translations as
in Apidianaki (2009) but all translations are considered ascan-
didate senses.

Equation (5),(CFj)
|CF|
j=1 is the set of common fea-

tures between the translation vectorVi and the new
contextC and tw is the weight of aCF with transla-
tion Ti (cf. formula (1)).

assocscore(Vi ,C) =
∑|CF|

j=1 tw(CFj ,Ti)

|CF|
(5)

The scores assigned to the different translations of a
source word are normalized to sum up to one.

In this way, a subset of the words that occur in the
input sentences from the test set are annotated with
their translations and the associated scores (contex-
tual probabilities), as shown in the example in Fig-
ure 1.6 The WSD classifier makes predictions only
for the subset of the words found in the source part
of the parallel test set that were retained from the ini-
tial EN-FR lexicon after filtering. Table 1 presents
the total coverage of the WSD method as well as its
coverage for words of different PoS, with a focus
on content words. We report the number of disam-
biguated words for each content PoS (cf. third col-
umn) and the corresponding percentage, calculated
on the basis of the total number of words pertaining
to this PoS (cf. second column). We observe that
the coverage of the method on nouns and adjectives
is higher than the one on verbs. Given the rich ver-
bal morphology of French, several verbs have a very
high number of translations in the bilingual lexicon
(over 20) and are not handled during disambigua-
tion. The same applies to function words (articles,
prepositions, conjunctions, etc.) included in the ‘all
PoS’ category.

4 Integrating Semantics into SMT

In this section, we present two ways to integrate
WSD predictions into an SMT decoder. The first
one (Section 4.1) is a simple method based onn-
best reranking. This method, already proposed in
the literature (Specia et al., 2008), allows us to eas-
ily evaluate the impact of WSD predictions on au-
tomatic translation quality. The second one (Sec-
tion 4.2) builds on the idea, introduced in (Crego et
al., 2010), of using an additional language model to

6Some source words are tagged with only one translation
(e.g. stones{pierres(1.000)}) because their other translations
in the lexicon occurred only once in the training corpus and,
consequently, were not considered.
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PoS # of words # of WSD predictions %
Nouns 5535 3472 62.72
Verbs 5336 1269 23.78
Adjs 1787 1249 69.89
Advs 2224 1098 49.37

all content PoS 14882 7088 47.62
all PoS 27596 8463 30.66

Table 1: Coverage of the WSD method

you know, one of the intense{intenses(0.305), forte(0.306), intense(0.389)} pleasures of
travel {transport(0.334), voyage(0.332), voyager(0.334)} and one of the delights of ethnographic
research{recherche(0.225), research(0.167), études(0.218), recherches(0.222), étude(0.167)} is
the opportunity{possibilité(0.187), chance(0.185), opportunités(0.199), occasion(0.222), opportu-
nité(0.207)} to live amongst those who have not forgotten{oubli(0.401), oubliés(0.279), ou-
bliée(0.321)} the old{ancien(0.079), âge(0.089), anciennes(0.072), âgées(0.100), âgés(0.063), an-
cienne(0.072), vieille(0.093), ans(0.088), vieux(0.086), vieil(0.078), anciens(0.081), vieilles(0.099)}
ways{façons(0.162), manières(0.140), moyens(0.161), aspects(0.113), façon(0.139), moyen(0.124),
manière(0.161)} , who still feel their past{passée(0.269), autrefois(0.350), passé(0.381)} in the
wind {éolienne(0.305), vent(0.392), éoliennes(0.304)} , touch{touchent(0.236), touchez(0.235),
touche(0.235), toucher(0.293)} it in stones{pierres(1.000)} polished by rain{pluie(1.000)} ,
taste{goût(0.500), goûter(0.500)} it in the bitter{amer(0.360), amère(0.280), amertume(0.360)}
leaves{feuilles(0.500), feuillages(0.500)} of plants{usines(0.239), centrales(0.207), plantes(0.347),
végétaux(0.207)}.

Figure 1: Input sentence with WSD information

directly integrate the prediction of the WSD system
into the decoder.

4.1 N-best List Reranking

A simple way to influence translation hypotheses se-
lection with WSD information is to use the WSD
probabilities of translation variants to produce an ad-
ditional feature appended to then-best list after its
generation. The feature value should reflect the de-
gree to which a particular hypothesis includes pro-
posed WSD variants for the respective words. Re-
running the standard MERT optimization procedure
on the augmented features gives a new set of model
weights, that are used to rescore then-best list.

We propose the following method of features con-
struction. Given the phrase alignment information
between a source sentence and a hypothesis, we ver-
ify if one or more of the proposed WSD variants for
the source word occur in the corresponding phrase of
the translation hypothesis. If this is the case, the cor-
responding probabilities are additively accumulated
for the current hypothesis. At the end, two features
are appended to each hypothesis in then-best list:
the total score accumulated for the hypothesis and

the same score normalized by the number of words
in the hypothesis.

Two MERT initialization schemes were consid-
ered: (1) all model weights are initialized to zero,
and (2) all the weights of “standard” features are ini-
tialized to the values found by MERT and the new
WSD features to zero.

4.2 Local Language Models

We propose to adapt the approach introduced in
Crego et al. (2010) as an alternative way to inte-
grate the WSD predictions within the decoder: for
each sentence to be translated, an additional lan-
guage model (LM) is estimated and taken into ac-
count during decoding. As this additional “local”
model depends on the source sentence, it can be
used as an external source of knowledge to reinforce
translation hypotheses complying with criteria pre-
dicted from the whole source sentence. For instance,
the unigram probabilities of the additional LM can
be derived from the (word) predictions of a WSD
system, bigram probabilities from the prediction of
phrases and so on and so forth. Although this ap-
proach was suggested in (Crego et al., 2010), this
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is, to the best of our knowledge, the first time it is
experimentally validated.

In practice, the predictions of the WSD system
described in Section 3 can be integrated by defining,
for each sentence, an additional unigram language
model as follows:

• each translation predicted by the WSD classi-
fier can be generated by the language model
with the probability estimated by the WSD
classifier; no information about the source
word that has been disambiguated is consid-
ered;

• the probability of unknown words is set to a
small arbitrary constant.

Even if most of the words composing the transla-
tion hypothesis are considered as unknown words,
hypotheses that contain the words predicted by the
WSD system still have a higher LM score and are
therefore preferred. Note that even if we only use
unigram language models in our experiments, as
senses are predicted at the word level, our approach
is able to handle disambiguation of phrases as well.

This approach has two main advantages over ex-
isting ways to integrate WSD predictions in an SMT
system. First, no hard decisions are made: errors
of the WSD can be “corrected” by the translation.
Second, sense disambiguation at the word level is
naturally and automatically propagated at the phrase
level: the additional LM is influencing all phrase
pairs using one of the predicted words.

Compared to the reranking approach introduced
in the previous section, this method results in a
tighter integration with the decoder. In particu-
lar, the WSD predictions are applied before search-
space pruning and are therefore expected to have a
more important role.

5 Evaluation

5.1 Experimental Setting

In all our experiments, we considered the TED-
talk English to French data set provided by the
IWSLT’11 evaluation campaign, a collection of pub-
lic speeches on a variety of topics. We used the
Moses decoder (Koehn et al., 2007).

The TED-talk corpus is a small data set made
of a monolingual corpus (111,431 sentences) used

to estimate a 4-gram language model with KN-
smoothing, and a bilingual corpus (107,268 sen-
tences) used to extract the phrase table. All data
are tokenized, cleaned and converted to lowercase
letters using the tools provided by the WMT orga-
nizers.7 We then use a standard training pipeline to
construct the translation model: the bitext is aligned
using GIZA++, symmetrized using the grow-diag-
final-and heuristic; the phrase table is extracted and
scored using the tools distributed with Moses. Fi-
nally, systems are optimized using MERT on the
934 sentences of thedev-2010 set. All evalua-
tions are performed on the 1,664 sentences of the
test-2010 set.

5.2 Baseline

In addition to the models introduced in Section 4,
we considered two other supplementary models as
baselines. The first one uses the IBM 1 model esti-
mated during the SMT system training as a simple
WSD system: for each source sentence, a unigram
additional language model is defined by taking, for
each source, the 20 best translations according to the
IBM 1 model and their probability. Model 1 has
been shown to be one of the best performing fea-
tures to be added to an SMT system in a reranking
step (Och et al., 2004) and can be seen as a naive
WSD classifier.

To test the validity of our approach, we repli-
cate the “oracle” experiments of Crego et al. (2010)
and estimate the best gain our method can achieve.
These experiments consist in using the reference to
train a localn-gram language model (withn in the
range 1 to 3) which amounts, in the local language
model method of Section 4.2, to assuming that the
WSD system correctly predicted a single translation
for each source word.

5.3 Results

Table 2 reports the results of our experiments. It
appears that, for the considered task, sense disam-
biguation improves translation performance:n-best
rescoring results in a 0.37 BLEU improvement and
using an additional language model brings about an
improvement of up to a 0.88 BLEU. In both cases,
MERT assigns a large weight to the additional fea-

7http://statmt.org/wmt08/scripts.tgz
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method BLEU METEOR
baseline — 29.63 53.78

rescoring
WSD (zero init) 30.00 54.26

WSD (reinit) 29.58 53.96

additional LM

oracle 3-gram 43.56 64.64
oracle 2-gram 39.36 62.92
oracle 1-gram 42.92 69.39

IBM 1 30.18 54.36
WSD 30.51 54.38

Table 2: Evaluation results on the TED-talk task of our two methods to integrate WSD predictions.

PoS baseline WSD
Nouns 67.57 69.06
Verbs 45.97 47.76

Adjectives 51.79 53.94
Adverbs 52.17 56.25

Table 3: Contrastive lexical evaluation: % of words correctly translated within each PoS class

tures during tuning. When rescoringn-best, an im-
provement is observed only when the weights are
initialized to zero and not to the weights resulting
from the previous optimization, maybe because of
the difficulty to exit the local minimum MERT had
found earlier.

As expected, integrating the WSD predictions
with an additional language model results in a larger
improvement than simple rescoring, which shows
the importance of applying this new source of in-
formation early in the translation pipeline, before
search space pruning. Also note that the system us-
ing the IBM 1 predictions is outperformed by the
system using the WSD classifier introduced in Sec-
tion 3, showing the quality of its predictions.

Oracle experiments stress the high potential of
the method introduced in (Crego et al., 2010) as a
way to integrate external sources of knowledge: all
three conditions result in large improvements over
the baseline and the proposed methods. It must,
however, be noted that contrary to the WSD method
introduced in Section 3, these oracle experiments
rely on sense predictions for all source words and
not only content words. Surprisingly enough, pre-
dicting phrases instead of words results only in a
small improvement. Additional experiments are re-
quired to explain why 2-gram oracle achieved such
a low performance.

5.4 Contrastive lexical evaluation

All the measures used for evaluating the impact
of WSD information on translation show improve-
ments, as discussed in the previous section. We
complement these results with another measure of
translation performance, proposed by Max et al.
(2010), which allows for a more fine-grained con-
trastive evaluation of the translations produced by
different systems. The method permits to compare
the results produced by the systems on different
word classes and to take into account the source
words that were actually translated. We focus this
evaluation on the classes of content words (nouns,
adjectives, verbs and adverbs) on which WSD had
an important coverage. Our aim is, first, to ex-
plore how these words are handled by a WSD-
informed SMT system (the system using the lo-
cal language models) compared to the baseline sys-
tem that does not exploit any semantic informa-
tion; and, second, to investigate whether their dis-
ambiguation influences the translation of surround-
ing non-disambiguated words.

Table 3 reports the percentage of words cor-
rectly translated by the semantically-informed sys-
tem within each content word class: consistent gains
in translation quality are observed for all parts-of-
speech compared to the baseline, and the best results
are obtained for nouns.
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baseline WSD
w−2 w−1 w+1 w+2 w−2 w−1 w+1 w+2

Nouns 64.01 68.69 75.17 64.6 65.47 70.46 76.3 66.6
Verbs 68.67 67.58 63 62.19 69.98 68.89 64.85 64.25

Adjectives 63.1 64.39 64.28 66.55 64.09 65.65 64.76 69.33
Adverbs 70.8 69.44 68.67 66.38 71 71.21 70 67.22

Table 4: Impact of WSD prediction on the surrounding words

Table 4 shows how the words surrounding a dis-
ambiguated wordw (noun, verb, adjective or adverb)
in the text are handled by the two systems. More
precisely, we look at the translation of words in the
immediate context ofw, i.e. at positionsw−2, w−1,
w+1 andw+2. The left column reports the percent-
age of correct translations produced by the baseline
system (without disambiguation) for words in these
positions; the right column shows the positive im-
pact that the disambiguation of a word has on the
translation of its neighbors. Note that this time we
look at disambiguated words and their context with-
out evaluating the correctness of the WSD predic-
tions. Nevertheless, even in this case, consistent
gains are observed when WSD information is ex-
ploited. For instance, when a noun is disambiguated,
70.46% and 76.3% of the immediately preceding
(w−1) and following (w+1) words, respectively, are
correctly translated, versus 68.69% and 75.17% of
correct translations produced by the baseline system.

6 Conclusion and future work

The preliminary results presented in this paper on
integrating cross-lingual WSD into a state-of-the-
art SMT system are encouraging. Both adopted ap-
proaches (n-best rescoring and local language mod-
eling) benefit from the predictions of the proposed
cross-lingual WSD classifier. The contrastive eval-
uation results further show that WSD improves not
only the translation of disambiguated words, but also
the translation of neighboring words in the input
texts.

We consider various ways for extending this
work. First, future experiments will involve the use
of more abstract representations of senses than indi-
vidual translations, by applying a cross-lingual word
sense induction method to the training corpus prior
to disambiguation. We will also experiment with

disambiguation at the level of lemmas, to reduce
sparseness issues, and with different ways for han-
dling lemmatized predictions by the SMT systems.
Furthermore, we intend to extend the coverage of the
WSD method by exploring other filtering methods
for cleaning the alignment lexicons, and by address-
ing the disambiguation of words of all PoS.
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Abstract

In this paper, we present our linguistically-
enriched Bulgarian-to-English statistical ma-
chine translation model, which takes a sta-
tistical machine translation (SMT) system as
backbone various linguistic features as fac-
tors. The motivation is to take advantages of
both the robustness of the SMT system and
the rich linguistic knowledge from morpho-
logical analysis as well as the hand-crafted
grammar resources. The automatic evaluation
has shown promising results and our extensive
manual analysis confirms the high quality of
the translation the system delivers. The whole
framework is also extensible for incorporating
information provided by different sources.

1 Introduction

Incorporating linguistic knowledge into statistical
models is an everlasting topic in natural language
processing. The same story happens in the ma-
chine translation community. Along with the suc-
cess of statistical machine translation (SMT) models
(summarized by Koehn (2010)), various approaches
have been proposed to include linguistic informa-
tion, ranging from early work by Wu (1997) to re-
cent work by Chiang (2010), from deep transfer-
based models (Graham and van Genabith, 2008) to
mapping rules at the syntactic level (Galley et al.,
2004; Liu et al., 2006; Zhang et al., 2008). Although
the purely data-driven approaches achieve signifi-
cant results as shown in the evaluation campaigns
(Callison-Burch et al., 2011), according to the hu-
man evaluation, the final outputs of the SMT sys-
tems are still far from satisfactory.

Koehn and Hoang (2007) proposed a factored
SMT model as an extension of the traditional
phrase-based SMT model, which opens up an easy
way to incorporate linguistic knowledge at the to-
ken level. Birch et al. (2007) and Hassan et al.
(2007) have shown the effectiveness of adding su-
pertags on the target side, and Avramidis and Koehn
(2008) have focused on the source side, translat-
ing a morphologically-poor language (English) to a
morphologically-rich language (Greek). However,
all of them attempt to enrich the English part of
the language pairs being translated. For the lan-
guage pairs like Bulgarian-English, there has not
been much study on it, mainly due to the lack of
resources, including corpora, preprocessors, etc, on
the Bulgarian part. There was a system published
by Koehn et al. (2009), which was trained and tested
on the European Union law data, but not on other
popular domains like news. They reported a very
high BLEU score (Papineni et al., 2002) on the
Bulgarian-English translation direction (61.3).

Apart from being morphologically-rich, Bulgar-
ian has a number of challenging linguistic phenom-
ena to consider, including free word order, long dis-
tance dependency, coreference relations, clitic dou-
bling, etc. For instance, the following two sentences:

(1) Momcheto
Boy-the

j
her-dat

go
it-acc

dava
gives

buketa
bouquet-the

na
to

momicheto.
girl-the.
The boy gives the bouquet to the girl.

(2) Momcheto
Boy-the

j
her-dat

go
it-acc

dava.
gives.

The boy gives it to her.
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are difficult for the traditional phrase-based SMT
system, because the clitic in the first sentence must
not be translated, while in the second case it is oblig-
atory. Via the semantic analysis (e.g., Minimal Re-
cursion Semantics), the clitic information will be in-
corporated in the representation of the correspond-
ing arguments.

In this work, we rely on the linguistic processing
to cope with some of these phenomena and improve
the correspondences between the two languages: 1)
The lemmatization factors out the difference be-
tween word forms and ensures better coverage of the
Bulgarian-English lexicon. 2) The dependency pars-
ing helps to identify the grammatical functions such
as subject, object in sentences with a non-standard
word order. 3) The semantic analysis provides a fur-
ther abstraction which hides some of the language
specific features. Example of the last is the case of
clitic doubling.

As for the Bulgarian-to-English translation
model, we basically ‘annotate’ the SMT baseline
with various linguistic features derived from the
preprocessing and hand-crafted grammars. There
are three contributions of this work:

• The models trained on a decent amount of par-
allel corpora output surprisingly good results,
in terms of automatic evaluation metrics.

• The enriched models give us more space for ex-
perimenting with different linguistic features
without losing the ‘basic’ robustness.

• According to our extensive manual analyses,
the approach has shown promising results for
future integration of more knowledge from the
continued advances of the deep grammars.

The rest of the paper will be organized as fol-
lows: Section 2 briefly introduces some background
of the hand-crafted grammar resources we use and
also some previous related work on transfer-based
MT. Section 3 describes the linguistic analyses we
perform on the Bulgarian text, whose output is used
in the factored SMT model. We show our exper-
iments in Section 4 as well as both automatic and
detailed manual evaluation of the results. We sum-
marize this paper in Section 5 and point out several
directions for future work.

2 Machine Translation with Deep
Grammars

Our work is also enlightened by another line of re-
search, transfer-based MT models using deep lin-
guistic knowledge, which are seemingly different
but actually very related. In this section, before
we describe our model of incorporating linguis-
tic knowledge from the hand-crafted grammars, we
firstly introduce the background of such resources as
well as some previous work on MT using them.

Our usage of Minimal Recursion Semantic
(MRS) analysis of Bulgarian text is inspired by the
work on MRS and RMRS (Robust Minimal Recur-
sion Semantic) (see (Copestake, 2003) and (Copes-
take, 2007)) and the previous work on transfer of de-
pendency analyses into RMRS structures described
in (Spreyer and Frank, 2005) and (Jakob et al.,
2010). Although being a semantic representation,
MRS is still quite close to the syntactic level, which
is not fully language independent. This requires a
transfer at the MRS level, if we want to do trans-
lation from the source language to the target lan-
guage. The transfer is usually implemented in the
form of rewriting rules. For instance, in the Nor-
wegian LOGON project (Oepen et al., 2004), the
transfer rules were hand-written (Bond et al., 2005;
Oepen et al., 2007), which included a large amount
of manual work. Graham and van Genabith (2008)
and Graham et al. (2009) explored the automatic rule
induction approach in a transfer-based MT setting
involving two lexical functional grammars (LFGs)1,
which was still restricted by the performance of both
the parser and the generator. Lack of robustness for
target side generation is one of the main issues, when
various ill-formed or fragmented structures come
out after transfer. Oepen et al. (2007) used their
generator to generate text fragments instead of full
sentences, in order to increase the robustness.

In our approach, we want to make use of the
grammar resources while keeping the robustness,
therefore, we experiment with another way of trans-
fer involving information derived from the gram-
mars. In particular, we take a robust SMT system
as our ‘backbone’ and then we augment it with deep
linguistic knowledge. In general, what we are doing

1Although their grammars are automatically induced from
treebanks, the formalism supports rich linguistic information.
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is still along the lines of previous work utilizing deep
grammars, but we build a more ‘light-weighted’ but
yet extensible statistical transfer model.

3 Factor-based SMT Model

Our translation model is built on top of the factored
SMT model proposed by Koehn and Hoang (2007),
as an extension of the traditional phrase-based SMT
framework. Instead of using only the word form
of the text, it allows the system to take a vector of
factors to represent each token, both for the source
and target languages. The vector of factors can be
used for different levels of linguistic annotations,
like lemma, part-of-speech, or other linguistic fea-
tures, if they can be (somehow) represented as an-
notations to each token.

The process is quite similar to supertagging (Ban-
galore and Joshi, 1999), which assigns “rich descrip-
tions (supertags) that impose complex constraints in
a local context”. In our case, all the linguistic fea-
tures (factors) associated with each token form a
supertag to that token. Singh and Bandyopadhyay
(2010) had a similar idea of incorporating linguis-
tic features, while they worked on Manipuri-English
bidirectional translation. Our approach is slightly
different from (Birch et al., 2007) and (Hassan et al.,
2007), who mainly used the supertags on the target
language side, English. Instead, we primarily ex-
periment with the source language side, Bulgarian.
This potentially huge feature space provides us with
various possibilities of using our linguistic resources
developed within and out of our project.

Firstly, the data was processed by the NLP pipe
for Bulgarian (Savkov et al., 2012) including a mor-
phological tagger, GTagger (Georgiev et al., 2012), a
lemmatizer and a dependency parser2. Then we con-
sider the following factors on the source language
side (Bulgarian):

• WF – word form is just the original text token.

• LEMMA is the lexical invariant of the original word
form. We use the lemmatizer, which operates on
the output from the POS tagging. Thus, the 3rd per-
son, plural, imperfect tense verb form ‘varvyaha’
(‘walking-were’, They were walking) is lemmatized
as the 1st person, present tense verb ‘varvya’.

2We have trained the MaltParser3 (Nivre et al., 2007)
on the dependency version of BulTreeBank: http://www.
bultreebank.org/dpbtb/. The trained model achieves
85.6% labeled parsing accuracy.

• POS – part-of-speech of the word. We use the po-
sitional POS tag set of the BulTreeBank, where the
first letter of the tag indicates the POS itself, while
the next letters refer to semantic and/or morphosyn-
tactic features, such as: Dm - where ‘D’ stands for
‘adverb’, and ‘m’ stand for ‘modal’; Ncmsi - where
‘N’ stand for ‘noun’, ‘c’ means ‘common’, ‘m’ is
‘masculine’, ‘s’ is ‘singular’,and ‘i’ is ‘indefinite’.

• LING – other linguistic features derived from the
POS tag in the BulTreeBank tagset.

• DEPREL is the dependency relation between the
current word and the parent node.

• HLEMMA is the lemma of the parent node.

• HPOS is the POS tag of the parent node.

Here is an example of a processed sentence. The
sentence is “spored odita v elektricheskite kompanii
politicite zloupotrebyavat s dyrzhavnite predpriy-
atiya.” The glosses for the words in the Bulgarian
sentence are: spored (according) odita (audit-the) v
(in) elektricheskite (electrical-the) kompanii (com-
panies) politicite (politicians-the) zloupotrebyavat
(abuse) s (with) dyrzhavnite (state-the) predpriy-
atiya (enterprises). The translation in the original
source is : “electricity audits prove politicians abus-
ing public companies.” The result from the linguistic
processing are presented in Table 1.

As for the deep linguistic knowledge, we also ex-
tract features from the semantic analysis — Minimal
Recursion Semantics (MRS). MRS is introduced as
an underspecified semantic formalism (Copestake et
al., 2005). It is used to support semantic analyses
in the English HPSG grammar ERG (Copestake and
Flickinger, 2000), but also in other grammar for-
malisms like LFG. The main idea is that the for-
malism avoids spelling out the complete set of read-
ings resulting from the interaction of scope bearing
operators and quantifiers, instead providing a single
underspecified representation from which the com-
plete set of readings can be constructed. Here we
will present only basic definitions from (Copestake
et al., 2005). For more details the cited publication
should be consulted.

An MRS structure is a tuple 〈 GT , R, C 〉, where
GT is the top handle, R is a bag of EPs (ele-
mentary predicates) and C is a bag of handle con-
straints, such that there is no handle h that outscopes
GT . Each elementary predicate contains exactly
four components: 1) a handle which is the label of

12



No WF Lemma POS Ling DepRel HLemma HPOS
1 spored spored R adjunct zloupotrebyavam VP
2 odita odit Nc npd prepcomp spored R
3 v v R mod odit Nc
4 elektricheskite elektricheski A pd mod kompaniya Nc
5 kompanii kompaniya Nc fpi prepcomp v R
6 politicite politik Nc mpd subj zloupotrebyavam Vp
7 zloupotrebyavat zloupotrebyavam Vp tir3p root - -
8 s s R indobj zloupotrebyavam Vp
9 dyrzhavnite dyrzhaven A pd mod predpriyatie Nc
10 predpriyatiya predpriyatie Nc npi prepcomp s R

Table 1: The sentence analysis with added head information — HLemma and HPOS.

No EP EoV EP1 /POS1 EP2 /POS2 EP3 /POS3

1 spored r e zloupotrebyavam v/Vp odit n/Nc -
2 odit n v - - -
3 v r e odit n/Nc kompaniya n/Nc -
4 elekticheski a e kompaniya n/Nc - -
5 kompaniya n v - - -
6 politik n v - - -
7 zloupotrebyavam v e politik n/Nc - s r/R
8 s r e zloupotrebyavam v/Vp predpriyatie n/Nc -
9 dyrzhaven a e predpriyatie n/Nc - -

10 predpriyatie n v - - -

Table 2: Representation of MRS factors for each wordform in the sentence.

the EP; 2) a relation; 3) a list of zero or more or-
dinary variable arguments of the relation; and 4) a
list of zero or more handles corresponding to scopal
arguments of the relation (i.e., holes).

Robust MRS (RMRS) is introduced as a modifica-
tion of MRS which captures the semantics resulting
from the shallow analysis. Here the following as-
sumption is taken into account: the shallow proces-
sor does not have access to a lexicon. Thus it does
not have access to the arity of the relations in EPs.
Therefore, the representation has to be underspeci-
fied with respect to the number of arguments of the
relations. The names of relations are constructed on
the basis of the lemma for each wordform in the text
and the main argument for the relation is specified.
This main argument could be of two types: referen-
tial index for nouns and event for the other parts of
speech. Because in this work we are using only the
RMRS relation and the type of the main argument as
features to the translation model, we will skip here
the explanation of the full RMRS structures and how

they are constructed.
As for the factors, we firstly do a match between

the surface tokens and the MRS elementary predi-
cates (EPs) and then extract the following features
as extra factors:

• EP – the name of the elementary predicate, which
usually indicates an event or an entity semantically.

• EOV indicates the current EP is either an event or a
reference variable.

• ARGnEP indicates the elementary predicate of the
argument which belongs to the predicate. n is usu-
ally from 1 to 3.

• ARGnPOS indicates the POS tag of the argument
which belongs to the predicate.

Notice that we do not take all the information pro-
vided by the MRS, e.g., we throw away the scopal
information and the other arguments of the relations.
Those kinds of information is not straightforward to
be represented in such ‘tagging’-style models, which
will be tackled in the future.

The extra information for the example sentence
is represented in Table 2. All these factors encoded
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within the corpus provide us with a rich selection of
features for different experiments.

4 Experiments

To run the experiments, we use the phrase-based
translation model provided by the open-source sta-
tistical machine translation system, Moses4 (Koehn
et al., 2007). For training the translation model,
the SETIMES parallel corpus has been used, which
is part of the OPUS parallel corpus5. As for the
choice of the datasets, the language is more diverse
in the news articles, compared with other corpora in
more controlled settings, e.g., the JRC-Acquis cor-
pus6 used by Koehn et al. (2009).

We split the corpus into the training set and the
test set by 150,000 and 1,000 sentence pairs re-
spectively7. Both datasets are preprocessed with
the tokenizer and lowercase converter provided by
Moses. Then the procedure is quite standard: We
run GIZA++ (Och and Ney, 2003) for bi-directional
word alignment, and then obtain the lexical trans-
lation table and phrase table. A tri-gram language
model is estimated using the SRILM toolkit (Stol-
cke, 2002). For the rest of the parameters we use the
default setting provided by Moses.

Notice that, since on the target language side (i.e.,
English) we do not have any other factors than the
word form, the factor-based models we use here
only differentiate from each other in the translation
phase, i.e., there is no ‘generation’ models involved.

4.1 Automatic Evaluation Metrics

The baseline results (non-factored model) under the
standard evaluation metrics are shown in the first
row of Table 3 in terms of BLEU (Papineni et al.,
2002) and METEOR (Denkowski and Lavie, 2011).
We then design various configurations to test the
effectiveness of different linguistic annotations de-
scribed in Section 3. The detailed configurations we
considered are shown in the first column of Table 3.

The first impression is that the BLEU scores in
general are high. These models can be roughly

4http://www.statmt.org/moses/
5OPUS — an open source parallel corpus, http://

opus.lingfil.uu.se/
6http://optima.jrc.it/Acquis/
7We did not preform MERT (Och, 2003), as it is quite com-

putationally heavy for such various configurations.

grouped into six categories (separated by double
lines): word form with linguistic features; lemma
with linguistic features; models with dependency
features; MRS elementary predicates (EP) and the
type of the main argument of the predicate (EOV);
EP features without word forms; and EP features
with MRS ARGn features.

In terms of the resulting scores, POS and Lemma
seem to be effective features, as Model 2 has the
highest BLEU score and Model 4 the best METEOR

score. Model 3 indicates that linguistic features also
improve the performance. Model 4-6 show the ne-
cessity of including the word form as one of the
factors. Incorporating HLEMMA feature largely de-
creases the results due to the vastly increasing vo-
cabulary, i.e., aligning and translating bi-grams in-
stead of tokens. Therefore, we did not include the
results in the table. After replacing the HLEMMA

with HPOS, the result is close to the others (Model
8). Model 9 may also indicate that increasing the
number of factors does not guarantee performance
enhancement. The experiments with predicate fea-
tures (EP and EOV) from the MRS analyses (Model
10-12) show improvements over the baseline con-
sistently and using only the MRS features (Model
13-14) also delivers descent results. Concerning
the MRS ARGn features, the models with ARGnEP
again suffer from the sparseness problem as the de-
pendency HLEMMA features, but the models with
ARGnPOS (Model 15-16) achieve better perfor-
mance than those with dependency HPOS features.
This is mainly because the dependency information
is encoded together with the (syntactically) depen-
dent word, while the MRS arguments are grouped
around the semantic heads.

So far, incorporating additional linguistic knowl-
edge has not shown huge improvement in terms of
statistical evaluation metrics. However, this does not
mean that the translations delivered are the same. In
order to fully evaluate the system, manual analysis is
absolutely necessary. We are still far from drawing a
conclusion at this point, but the automatic evaluation
scores already indicate that the system can deliver
decent translation quality consistently.

4.2 Manual Evaluation

We manually validated the output for all the models
mentioned in Table 3. The guideline includes two
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ID Model BLEU 1-gram 2-gram 3-gram 4-gram METEOR

1 WF (Baseline) 38.61 69.9 44.6 31.5 22.7 0.3816
2 WF, POS 38.85 69.9 44.8 31.7 23.0 0.3812
3 WF, LEMMA, POS, LING 38.84 69.9 44.7 31.7 23.0 0.3803
4 LEMMA 37.22 68.8 43.0 30.1 21.5 0.3817
5 LEMMA, POS 37.49 68.9 43.2 30.4 21.8 0.3812
6 LEMMA, POS, LING 38.70 69.7 44.6 31.6 22.8 0.3800
7 WF, DEPREL 36.87 68.4 42.8 29.9 21.1 0.3627
8 WF, DEPREL, HPOS 36.21 67.6 42.1 29.3 20.7 0.3524
9 WF, LEMMA, POS, LING, DEPREL 36.97 68.2 42.9 30.0 21.3 0.3610
10 WF, POS, EP 38.74 69.8 44.6 31.6 22.9 0.3807
11 WF, EP, EOV 38.74 69.8 44.6 31.6 22.9 0.3807
12 WF, POS, LING, EP, EOV 38.76 69.8 44.6 31.7 22.9 0.3802
13 EP, EOV 37.22 68.5 42.9 30.2 21.6 0.3711
14 EP, EOV, LING 38.38 69.3 44.2 31.3 22.7 0.3691
15 EP, EOV, ARGn POS 36.21 67.4 41.9 29.2 20.9 0.3577
16 WF, EP, EOV, ARGn POS 37.37 68.4 43.2 30.3 21.8 0.3641

Table 3: Results of the factor-based model (Bulgarian-English, SETIMES 150,000/1,000)

aspects of the quality of the translation: Grammati-
cality and Content. Grammaticality can be evaluated
solely on the system output and Content by compar-
ison with the reference translation. We use a 1-5
score for each aspect as follows:

Grammaticality

1. The translation is not understandable.

2. The evaluator can somehow guess the meaning, but
cannot fully understand the whole text.

3. The translation is understandable, but with some ef-
forts.

4. The translation is quite fluent with some minor mis-
takes or re-ordering of the words.

5. The translation is perfectly readable and grammati-
cal.

Content

1. The translation is totally different from the refer-
ence.

2. About 20% of the content is translated, missing the
major content/topic.

3. About 50% of the content is translated, with some
missing parts.

4. About 80% of the content is translated, missing only
minor things.

5. All the content is translated.

For the missing lexicons or not-translated Cyril-
lic tokens, we ask the evaluators to score 2 for one
Cyrillic token and score 1 for more than one tokens

in the output translation. We have two annotators
achieving the inter-annotator agreement according
to Cohen’s Kappa (Cohen, 1960) κ = 0.73 for gram-
maticality and κ = 0.75 for content, both of which
are substantial agreement. For the conflict cases,
we take the average value of both annotators and
rounded the final score up or down in order to have
an integer.

The current results from the manual validation
are on the basis of randomly sampled 150 sentence
pairs. The numbers shown in Table 4 are the number
of sentences given the corresponding scores. The
‘Sum’ column shows the average score of all the out-
put sentences by each model and the ‘Final’ column
shows the average of the two ‘Sum’ scores.

The results show that linguistic and semantic
analyses definitely improve the quality of the trans-
lation. Exploiting the linguistic processing on
word level — LEMMA, POS and LING — pro-
duces the best result. However, the model with
only EP and EOV features also delivers very good
results, which indicates the effectiveness of the
MRS features from the deep hand-crafted gram-
mars, although incorporating the MRS ARGn fea-
tures shows similar performance drops as depen-
dency features. Including more factors in general
reduces the results because of the sparseness effect
over the dataset, which is consistent with the au-
tomatic evaluation. The last two rows are shown
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ID Model
Grammaticality Content

Final
1 2 3 4 5 Sum 1 2 3 4 5 Sum

1 WF (Baseline) 20 47 5 32 46 3.25 20 46 5 23 56 3.33 3.29
2 WF, POS 20 48 5 37 40 3.19 20 48 5 24 53 3.28 3.24
3 WF, LEMMA, POS, LING 20 47 6 34 43 3.22 20 47 1 24 58 3.35 3.29
4 LEMMA 15 34 11 46 44 3.47 15 32 5 33 65 3.67 3.57
5 LEMMA, POS 15 38 12 51 34 3.34 15 35 9 32 59 3.57 3.45
6 LEMMA, POS, LING 20 48 5 34 43 3.21 20 48 5 22 55 3.29 3.25
7 WF, DEPREL 32 48 3 29 38 2.95 32 49 4 14 51 3.02 2.99
8 WF, DEPREL, HPOS 45 41 7 23 34 2.73 45 41 2 21 41 2.81 2.77
9 WF, LEMMA, POS, LING, DEPREL 34 47 5 30 34 2.89 34 48 3 20 45 2.96 2.92

10 WF, POS, EP 19 49 4 34 44 3.23 19 49 3 20 59 3.34 3.29
11 WF, EP, EOV 20 49 2 41 38 3.19 19 50 4 16 61 3.33 3.26
12 WF, POS, LING, EP, EOV 19 49 5 37 40 3.20 19 50 3 24 54 3.29 3.25
13 EP, EOV 15 41 10 44 40 3.35 14 38 7 31 60 3.57 3.46
14 EP, EOV, LING 20 49 7 38 36 3.14 19 49 7 20 55 3.29 3.21
15 EP, EOV, ARGn POS 23 49 9 34 35 3.06 23 47 8 33 39 3.12 3.09
16 WF, EP, EOV, ARGn POS 34 47 10 30 29 2.82 34 47 10 20 39 2.89 2.85
* GOOGLE 0 2 20 52 76 4.35 1 0 9 42 98 4.57 4.46
* REFERENCE 0 0 5 51 94 4.59 1 0 5 37 107 4.66 4.63

Table 4: Manual evaluation of the grammaticality and the content

for reference. ‘Google’ shows the results of using
the online translation service provided by http://
translate.google.com/ on 06.02.2012. The
high score (very close to the reference translation)
may be because our test data are not excluded from
their training data. In future we plan to do the same
evaluation with a larger dataset.

Concerning the impact from the linguistic pro-
cessing pipeline to the final translation results,
Lemma and MRS elementary predicates help at the
level of rich morphology. For example, the baseline
model correctly translates the adjective ‘Egyptian’
in ‘Egyptian Scientists’ (plural), but not in ‘Egyp-
tian Government, as in the second phrase the adjec-
tive has a neutral gender. Model 4 and Model 13 are
correct for both.

Generally speaking, if we roughly divide the lin-
guistic processing pipeline in two categories: statis-
tical processing (POS tagger and dependency parser)
and rule-based processing (lemmatizer and MRS
construction), the latter category (almost perfect)
highly relies on the former one. For example, the
lemma depends on the word form and the tag, and
the result is unambiguous in more than 98% of the
morphological lexicon and in text this is almost
100% (because the ambiguous cases are very rare).

The errors come mainly from new words and errors
in the tagger. Similarly, the RMRS rules are good
when the parser is correct. Here, the main problems
are duplications of the ROOT elements and the sub-
ject elements, which we plan to fix using heuristics
in the future.

4.3 Question-Based Evaluation
Although the reported manual evaluation in the pre-
vious section demonstrates that linguistic knowl-
edge improves the translation, we notice that the
evaluators tend to give marks at the two ends of
scale, and less in the middle. Generally, this is
because the measurement is done on the basis of
the content that the evaluators extract from the Bul-
garian sentence using there own cognitive capacity.
Then they start to overestimate or underestimate the
translation, knowing in advance what has to be trans-
lated. In order to avoid this subjectivity, we design
a different manual evaluation in which the evalua-
tor does not know the original Bulgarian sentences.
Then the evaluation is based only on the content rep-
resented within the English translation.

In order to do this, we represent the content of the
Bulgarian sentences as a set of questions that have
a list of possible answers, assigned to them. During
the judgement of the content transfer, the evaluators
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need to answer these questions. As the list of an-
swers also contains false answers, the evaluators are
forced to select the right answer which can be in-
ferred from the English translation.

The actual questions are created semi-
automatically from the dependency analysis of
the sentences. We defined a set of rules for genera-
tion of the questions on the basis of the dependency
relations. For example, if a sentence has only a
subject relation presented within the analysis, the
question will be about who is doing the event. If
the analysis presents subject and direct object, the
question will be about who is doing something with
what/whom. These automatically generated ques-
tions are manually investigated and, if necessary,
edited. Also, additional answers are formulated on
the basis of general language knowledge. The main
idea is that the possible answers are conceptually
close to each other, but not in a hypernymy relation.
Always there is an answer “none”.

Then the questions are divided into small groups
and distributed to be answered by three evaluators
in such a way that each question is answered by two
evaluators, but no evaluator answers the whole set of
questions for a given sentence. In this way, we try
to minimize the influence of one question to the an-
swers of the next questions. The answers are com-
pared to the true answers of the questions for each
given sentence. We evaluated 192 questions for each
model and sum up the scores (correctly answered
questions) in Table 5.

This evaluation is more expensive, but we expect
them to be more objective. As for a related work,
(Yuret et al., 2010) used textual entailment to eval-
uate different parser outputs. The way they con-
structed the hypotheses is similar to our creation of
questions (based on dependency relations). How-
ever, they focused on the automatic evaluation and
we adopt it for the manual evaluation.

5 Conclusion and Future Work

In this paper, we report our work on building a
linguistically-enriched statistical machine transla-
tion model from Bulgarian to English. Based on our
observations of the previous approaches on transfer-
based MT models, we decide to build a factored
model by feeding an SMT system with deep lin-

ID Model Score
1 WF (Baseline) 127
2 WF, POS 126
3 WF, LEMMA, POS, LING 131
4 LEMMA 133
5 LEMMA, POS 133
6 LEMMA, POS, LING 128
7 WF, DEPREL 131
8 WF, DEPREL, HPOS 120
9 WF, LEMMA, POS, LING, DEPREL 124

10 WF, POS, EP 125
11 WF, EP, EOV 126
12 WF, POS, LING, EP, EOV 128
13 EP, EOV 138
14 EP, EOV, LING 122
15 EP, EOV, ARGn POS 130
16 WF, EP, EOV, ARGn POS 121

Table 5: Question-based evaluation

guistic features. We perform various experiments on
several configurations of the system (with different
linguistic knowledge). The high BLEU score shows
the high quality of the translation delivered by the
SMT baseline; and various manual analyses confirm
the consistency of the system.

There are various aspects of the current approach
we can improve: 1) The MRSes are not fully ex-
plored yet, although we have considered the most
important predicate and argument features. 2) We
would like to add factors on the target language side
(English) as well to fulfill a ‘complete’ transfer. 3)
Incorporating reordering rules on the Bulgarian side
may help the alignment and larger language mod-
els on the English side should also help improving
the translation results. 4) Due to the morphologi-
cal complexity of the Bulgarian language, the other
translation direction, from Bulgarian to English, is
also worth investigation in this framework.
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Paul Meurer, Torbjørn Nordgård, , and Victoria Rosén.
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Abstract

This paper presents an approach to improving
performance of statistical machine translation
by automatically creating new training data
for difficult to translate phenomena. In partic-
ular this contribution is targeted towards tack-
ling the poor performance of a state-of-the-art
system on negated sentences. The corpus ex-
pansion is achieved by high quality rephrasing
of existing sentences to their negated counter-
parts making use of semantic transfer. The
method is designed to work on both sides of
the parallel corpus while preserving the align-
ment. Our results show an overall improve-
ment of 0.16 BLEU points, with a statisti-
cally significant increase of 1.63 BLEU points
when tested on only negated test data.

1 Introduction

Having large and good quality parallel corpora is vi-
tal for the quality of statistical machine translation
(SMT) systems. However, these corpora are expen-
sive to create. Furthermore, certain phenomena are
not very frequent and hence underrepresented in ex-
isting parallel corpora, such as negated sentences,
questions, etc. Due to the lack of such training data,
the SMT systems do not perform as well as they
could. Especially when it comes to negation, it is
important that the basic semantics is preserved, i.e. a
negated statement should not be translated as a pos-
itive one and vice versa.

Given a state-of-the-art baseline Japanese-English
SMT system, a separate evaluation on the seman-
tic level of negative only vs. positive only test data
reveals the considerably poorer performance on the
negative test set. This tendency and the importance
of preserving a negated statement motivates experi-

ments with improving performance on negative sen-
tences.

Providing more training data for negative sen-
tences should even out the discrepancy of the perfor-
mance between the above mentioned negative and
positive test data. We present a method where a
large amount of negative training data is obtained by
rephrasing the original training data. The rephras-
ing is performed on the semantic level to ensure
high reliability and quality of the generated data.
Simple rewriting based on the surface or syntactic
level would require complex language specific rules,
which is not desirable.

Working on the semantic structure exploits the
fact that these representations abstract away from
language specific structures. Thus, our approach
can be easily implemented for other languages, pro-
vided there are grammars available for both lan-
guages involved in the desired parallel corpus. The
DELPH-IN project1 provides various such gram-
mars.

This paper first describes related work in the fol-
lowing section. Section 3 presents a semantic analy-
sis of the data with respect to negation and provides
some distributional statistics. In Section 4 we elab-
orate on the functionality of our rephrasing system
and present different methods for corpus expansion.
The experimental setup and the results are in Sec-
tion 5. A discussion and our conclusion are given in
Section 6 and Section 7, respectively.

2 Related Work

There has been plenty of work on paraphrasing data
in order to overcome the limitations that insuffi-
ciently large or underrepresented phenomena in par-

1www.delph-in.net
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allel corpora impose on SMT.
Callison-Burch et al. (2006) tackle the problem

of unseen phrases in SMT by adding source lan-
guage paraphrases to the phrase table with appropri-
ate probabilities. Both are obtained from additional
parallel corpora, where the translations of the same
foreign language phrase are considered paraphrases.

He et al. (2011) use a statistical framework for
paraphrase generation of the source language. A
log-linear model similar to the one used in phrase-
based SMT provides paraphrases which are ranked
based on novelty and fluency. The training corpus
is then expanded by either adding the first best para-
phrase, or n-best paraphrases. The target language is
just copied to provide the required target side of the
paraphrase.

Marton et al. (2009) and Gao and Vogel (2011)
create new information by means of shallow seman-
tic methods. The former present an approach to
overcome the problem of unknown words in a low
resource experiment. They base their monolingual
paraphrasing on semantic similarity measures. In
their setting they achieve significantly better trans-
lations. Gao and Vogel (2011) expand the parallel
corpus by creating new information from existing
data. With the use of a monolingual semantic role
labeller one side of the parallel corpus is labelled.
Role-to-word rules are extracted. In sentences con-
taining the frames and semantic roles for which re-
placement rules exist, the corresponding words are
substituted. A support vector machine is used for
filtering the generated paraphrases.

An approach where paraphrases are obtained via
generation from semantic structures is presented in
Nichols et al. (2010). It exploits the fact that the gen-
erator produces multiple surface realizations. The
basic set up is similar to our work, however our ap-
proach additionally manipulates, i.e. rephrases the
semantics before generation. Furthermore, we im-
plement parallel rephrasing, changing the meaning
of both source and target text simultaneously.

There is, on the other hand, little work in phrase-
based SMT especially targeting negated sentences.
Collins et al. (2005) approach the problem of prop-
erly translating negation in their general reordering
setting. Transformation rules are applied to syntac-
tic trees, so that the source language word order has
a closer resemblance to the target language word or-

der. In particular, the German negation is moved to-
wards the same position as the English one. This
however presumes the existence of at least some
negated training data.

3 Analysis of the Semantic Structure

The linguistic analysis is performed based on the
Head-Driven Phrase Structure Grammar (HPSG)
formalism established in the DELPH-IN project. In
particular we consider the language pair Japanese-
English. Hence, the broad-coverage grammar Jacy
for Japanese (Bender and Siegel, 2004) and the En-
glish Resource Grammar (ERG) (Flickinger, 2000)
are used respectively to parse the data and obtain the
semantics for each sentence.

3.1 Negation in Minimal Recursion Semantics

The formalism that is used to represent the seman-
tics in the DELPH-IN grammars is Minimal Recur-
sion Semantics (MRS) (Copestake et al., 2005). Per
definition, an MRS structure consists of a top han-
dle, a bag of elementary predicates (EP) and a bag of
constraints on handles. EPs represent verbs, their ar-
guments, negations, quantifiers, among others. Fur-
thermore, each EP has a handle with which it can
be identified. Constraints on handles are used to re-
strict EPs such that they are outscoped by negations
or quantifiers.

In a negated sentence, the negated verb is
outscoped by the negation relation EP. Technically,
the negation relation with handle hn takes as its ar-
gument (ARG1) a handle (hx) which is equal mod-
ulo quantifiers to the handle of the verb (hv), written
as the handle constraint: hx =q hv. For visualiza-
tion, an example is given, which shows the relevant
parts of such a negated structure for the sentence
“This may not suit your taste.” (Figure 1). There,
the negated verb has the handle h8. The negation
relation EP with handle h10 outscopes this via the
constraint h12 =q h8.

The rephrasing we propose can be achieved with
little or no knowledge about the specific implemen-
tation choices of the individual grammar. Collecting
a few sample sentences that appear to be negated in
the original data – by performing a simple surface
string matching – is enough to reveal the principle
of how negation is implemented. Because negation
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< e2,
{ h8: _MAY_V_MODAL_REL( ARG0 e2, ARG1 h9 ),

h10: NEG_REL( ARG0 e11, ARG1 h12),
h13: _suit_v_1_rel( ARG0 e14, ARG1 x4, ARG2 x15),
... }

{ h6 =q h3,
h12 =q h8,
h9 =q h13,
... } >

Figure 1: A visualization of the English MRS structure from the sentence “This may not suit your taste.”.
The irrelevant parts have been omitted. The necessary parts in the corresponding Japanese MRS are the
same.

Japanese
English neg rel no neg rel

neg rel 8.5% 1.4%
no neg rel 9.7% 80.4%

Table 1: Distribution of negation measured by the
presence or absence of a negation relation (neg rel)
for those sentences with parses in both languages.

is represented at the semantic level, both the ERG
and Jacy have very similar analyses, even though
the syntactic realization is very different (negation
in English involves a negative marker such as not
and the use of an auxiliary verb such as do, while in
Japanese it is realized by an auxiliary verb nai).

3.2 Data and Distribution of Negations

The data we use in this work is the Japanese-
English parallel Tanaka corpus (Tanaka, 2001; Bond
et al., 2008). We used the version distributed with
Jacy, which has approximately 150,000 sentence
pairs randomly ordered and divided into 100 pro-
files of 1,500 sentences each (the last one is a lit-
tle short). We summarize the distribution of negated
sentence pairs in Table 1. The data we consider for
these statistics excludes development and test pro-
files (000–005). 84.5% of the input sentence pairs
can be parsed successfully (110,759 out of 139,150).

The table also shows mixed cases where one lan-
guage had a negation relation EP, whereas the other
did not. Mixed cases are especially frequent when
the Japanese side has a negation relation. These

cases have two main causes: lexical negation such
as “She missed the bus.” being translated with the
equivalent of “She did not catch the bus.”; and id-
ioms, such as ikanakereba naranai “I must go (lit:
go-not-if not-become)” where the Japanese expres-
sion of modality includes a negation. Instances of
the latter type form the majority, and should be han-
dled in a newer version of the grammar, they are not
considered further in this work.

4 Method: MRS Rephrasing & Corpus
Expansion

The basic setup of the whole rephrasing system con-
sists of parsing, MRS manipulation, generation and
finally parallel corpus compilation. In the follow-
ing sections, the individual processing modules are
described in detail.

4.1 Parsing

Parsing is done using PET (Callmeier, 2000) a
bottom-up chart parser for unification-based gram-
mars using the English and Japanese Grammars
ERG and Jacy. Since our approach builds on seman-
tic rephrasing, only the MRS structure is required.
We only use the best (first) parse returned by the
parser.

4.2 Rephrasing

This module takes an MRS structure as input and
rephrases it if possible by adding a negation rela-
tion EP to the highest scoping predicate. Adding the
negation relation in our current form does not ex-
plore alternatives, where the negation has scope over
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other EPs in the MRS, nor are more refined changes
from positive to negative polarity items considered.

Before inserting the negation relation EP into the
existing MRS structure with its required handle con-
straint, we have to identify the EP we want to negate.
The event that is introduced by the highest scoping
verb is used. The event variable e2 is directly acces-
sible at the top of the MRS structure (cf. Figure 1).
The corresponding EP that we want to negate has the
event variable as value of its ARG0 attribute. This
EP has a handle h8 that has to be outscoped by the
negation by means of a handle constraint. Hence, a
new negation relation EP (in the example it got the
handle h10) is inserted with the following condition:
Its ARG1 attribute value has to be token identical to
the left side of a =q constraint. The right side is set
to the just identified handle h8 of the verb.

4.3 Generation
The same grammars used for parsing can also be
used by the generator of the Lexical Knowledge
Builder Environment (Copestake, 2002) to gener-
ate an n-best list of surface realizations given an
MRS structure. However, we only consider the high-
est ranked realization. For the English generation,
a generation ranking model is provided within the
DELPH-IN project, thus providing a more confident
n-best list. For the current Japanese grammar, no
such model is available.

An example of a successful generation can be
found in Table 2. On the English side, two surface
variations are generated. The Japanese realizations
show more variations in honorification and aspect.

We can only negate sentence pairs in both lan-
guages for 13.3% of the training data (18,727). This
is mainly because of the brittleness of the Japanese
generation (Goodman and Bond, 2009). Further,
there are multiple ways of negating sentences and
we do not always select the correct one.

4.4 Expanded Parallel Corpus Compilation
The method for assembling the expanded version of
the parallel corpus for the use as training or devel-
opment data directly influences translation quality.
This is also demonstrated in Nichols et al. (2010),
where various versions of padding out the data and
preserving the word distribution are compared. The
reported differences in performance suggest the im-

portance of the method. Therefore, we have experi-
mented with the following versions:

• Append: The obtained negated sentence pairs
are added to the original corpus. Only the high-
est ranked realization per sentence for each lan-
guage is considered. Thus they are aligned with
each other. This leads to the addition of the fol-
lowing sentence pair where bilingual negation
was successful:
(en original,jp original)
(en negated 1,jp negated 1) added

• Padding: In order to preserve the word dis-
tribution as mentioned above, we addition-
ally padded out the sentence pairs by copying,
where no bilingual negation was possible:
(en original,jp original)
(en original,jp original) added

• Replace: For emphasizing the impact of
negated sentences, a variant of Append was
compiled. Instead of adding the original pair of
a successful bilingual negation the former was
replaced by the latter:
(en negated 1,jp negated 1) substi-
tuted

Another way of testing the quality of the gener-
ated rephrases is to include them in the language
model training. The expectation is that when the
rephrases are of good quality, then the language
model will be better and in turn should have posi-
tive result on the overall SMT.

5 Experiments & Evaluation

We experiment with the phrase-based statistical ma-
chine translation toolkit Moses (Koehn et al., 2007)
in order to train a Japanese - English system and
to show the influence of the expanded parallel cor-
pora obtained with negation rephrasing on transla-
tion performance.

5.1 Data
The Tanaka corpus is used as a basis for our exper-
iments. We tokenize and truecase the English side,
the Japanese side is already tokenized and there are
no case distinctions. Sentences longer than 40 to-
kens are removed. For evaluation, the English part
is recased and detokenized.
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English Japanese

original I aim to be a writer. 私は作家を目指している。

negated I don’t aim to be a writer. 私は作家を目指していない

I do not aim to be a writer. 私は作家を目指していません

私は作家を目指しません

私は作家を目指さない

作家を私は目指しません

作家を私は目指さない

Table 2: English and Japanese generations of a successfully rephrased sentence pair.

The sentence and token statistics for the original
Tanaka corpus and our various extensions are listed
in Table 3. The original corpus version acts as base-
line data with profiles 006–100 as training and 000–
002 as development data. For the extended systems,
the training data as described in Section 4.4 is used.
The same methods are applied on the development
portion of the Tanaka corpus for tuning. The full test
data has 42,305 English and 53,242 Japanese tokens
and 4,500 sentences and is equal to the Tanaka cor-
pus profiles 003–005.

The language model training data is in almost all
cases equal to the original English Tanaka training
data. Only in the Append + neg LM experiment, the
training data for the language model is equal to the
Append training data, except that it is slightly larger,
since long sentences have not been filtered out. The
expanded language model training data consists of
1,476,231 tokens and 160,069 sentences.

5.2 Different Test Sets

In order to find out the performance of the baseline
and the extended systems on negative sentences, the
test data has to be split up into several subsets, most
notably neg-strict and pos-strict. The former only
contains negated sentences, the latter only positive
sentences. The definition of both is based on the ex-
istence of a negation relation EP in the semantics of
the sentence. In order to obtain the semantic struc-
ture, the sentence pairs have to be parsed success-
fully. This also means, we will have some sentence
pairs for which we cannot make a decision. There-
fore, we provide a third test subset biparse, which
contains all the parsable sentence pairs. This set re-

veals the big jump of BLEU score compared to the
fourth test set all, which is the regular test set of the
Tanaka corpus. A combined dataset with pos-strict-
neg-strict is provided, which is the union of the first
two sets.

5.3 Setup

We use Moses (SVN revision 4293) with Giza++
(Och and Ney, 2003) and the SRILM toolkit 1.5.12
(Stolcke, 2002). The language model is trained as
a 5-order model with Kneser-Ney discounting. The
Giza++ alignment heuristic grow-diag-final-and is
used. All systems are tuned with MERT (Och,
2003). Several tunings for each system are run, the
best performing ones are reported here.

5.4 Results

The results of our experiments can be seen in Ta-
ble 4. The baseline is outperformed by our two best
variations Append and Append + neg LM with re-
spect to the entire test set. The differences in BLEU
points are 0.14 and 0.16, which are not statistically
significant according to the paired bootstrap resam-
pling method (Koehn, 2004).

When looking at the test set neg-strict that only
contains negated sentences, our improvement is
much more apparent. The gain of our best perform-
ing model Append + neg LM compared to the base-
line is at 1.63 BLEU points, which is statistically
significant (p < 0.05). On the other hand there is
a statistically insignificant drop of 0.30 with pos-
strict.

The model with the expanded language model
training data (Append + neg LM) always performs
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Tokens Sentences
train dev train dev

Baseline 1,300,821 / 1,641,591 42,248 / 52,822 141,147 4,500

Append 1,469,569 / 1,841,139 47,905 / 59,400 159,874 5,121
Padding 2,628,757 / 3,293,246 85,422 / 105,952 282,294 9,000
Replace 1,327,936 / 1,651,655 43,174 / 53,130 141,147 4,500

Table 3: Counts of tokens and sentences of the original Tanaka corpus and our expanded versions. Tokens
are split up in English/Japanese counts.

better than the model under the same conditions ex-
cept language model training data (Append).

When padding out the original data to preserve the
word distribution in Padding, the effect of the addi-
tional negated training pairs is not strong enough.
Both scores on the entire test set, as well as on the
negation specific test set drop below the baseline.
This version performs slightly better overall com-
pared to Replace, however, on neg-strict it is a lot
worse.

We manually checked the neg-strict test data set
of our best performing system Append + neg LM
versus the baseline, checking only whether the nega-
tion was translated or not (ignoring the overall qual-
ity). For 146 sentences, both systems correctly
translated the negation. For 76 sentences both sys-
tems failed to translate the negation. For 33 sen-
tences Append + neg LM translated the negation
where the baseline system did not, and for 30 sen-
tences the baseline system translated the negation
but Append + neg LM did not. Overall, we reduced
the number of critical negation errors from 99 to 96.
Some example sentences are given in Figure 2.

6 Discussion

For identifying the performance of a state-of-the-art
baseline system on negated sentences, we have split
the test data into several distinct sets. The transla-
tion quality drops considerably by about 3 BLEU
points when looking at the negative data compared
to the parsable test data biparse. This big decline
and the difference between performance on negative
vs. positive test data shows that there is great poten-
tial to improve SMT systems by tackling this prob-
lem. Our approach is successful in handling nega-

tions better and thus diminishing the discrepancy of
the two sets.

As the results show, there is only a small decrease
of BLEU score points on the positive test data. And
on the negative test data, the increase is substan-
tially higher. Nevertheless, the overall performance
in terms of BLEU only reflects this high increase to
a certain degree. This can be attributed to the fact
that the test data has a similar distribution to that of
the training data, i.e. the proportion of negative sen-
tences is low. Thus, the big increase gets diluted in
the overall test data.

The results further show that improvement on the
negative test data set comes at the cost of a slight
degradation of performance on the positive data set
and hence also on the full test set. This behaviour
is not surprising due to the fact that a positive and
its negative correspondent only vary very little when
looking at the surface structure. The models trained
with our extended data are aimed at providing one
model which provides a balance between this gain
and the loss.

This notion suggests that one would benefit from
providing two separate translation models, one for
negated input data and one for positive data. In this
setting, the ample amount of negative training data
that we generated through rephrasing could be ex-
ploited even more. A yet higher increase of BLEU
score is expected. This of course requires a prepro-
cessing step that confidently splits up the data ac-
cordingly. However, since we have the grammars at
hand that can reliably determine whether there is a
semantic negation relation in the input, this step can
be solved easily. One small disadvantage with this
idea is that a decision can only be made if the gram-
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Test data sets all biparse neg-strict pos-strict pos-strict-neg-strict

Sentence counts 4500 3399 285 2684 2969

Baseline 22.87 25.76 22.77 26.60 26.25

Append 23.01 25.78 24.04 26.22 26.25
Append + neg LM 23.03 25.88 24.40 26.30 26.28
Padding 22.74 25.54 22.62 26.35 26.06
Replace 22.55 25.35 23.36 26.00 25.84

Table 4: Japanese-English translation evaluation results of the baseline and our extended systems.

mar of the input language produces a parse for the
input sentence. This however can be circumvented
by backing off to the well balanced model presented
in this work. In other words, we use a positive model
for positive sentences, a negative model for negative
sentences and a balanced model if we are not sure.

Our method depends on two large-scale deep se-
mantic grammars. However, developing such gram-
mars has been made much more efficient with the
emergence of the Grammar Matrix (Bender et al.,
2002). There is is already a large collection of work-
ing grammars, which can readily be tried out. In
addition to the ERG and Jacy, there are grammars
for German, French, Korean, Modern Greek, Nor-
wegian, Spanish, Portuguese, and more, with vary-
ing levels of coverage.2

Because parsing, rephrasing and generation do
not have 100% coverage, we cannot produce negated
versions of all sentences. The rephrasing can only
work when both sides of a sentence pair are parsable.
Furthermore, not every rephrased sentence pair can
be successfully realized. However, we still manage
to build far more negated training data than is oth-
erwise available: more than doubling the amount.
This could be further increased by a little more work
on the generation, especially for Jacy. In addition,
we have not made use of all the generated data, i.e.
lower ranked realizations have been discarded even
though they may still be useful.

Furthermore, we have shown in the experiment re-
sults that using our expanded version for language
model training is also of great benefit, since we
could achieve not only an overall increase, but es-
pecially one on negated test data.

2moin.delph-in.net/GrammarCatalogue

7 Conclusion & Future Work

We have presented an approach which alleviates
the negation translation difficulties of phrase-based
SMT. We have tackled the problem by automati-
cally expanding the training data with negated sen-
tence pairs. The additional data has been obtained
by rephrasing existing data based on the semantic
structure of the input.

Our experiments with the phrase-based SMT sys-
tem Moses show small improvements over the base-
line considering the entire test data. A more dis-
tinct look at only negated sentences in the test data
shows a statistically significant improvement of 1.63
BLEU points. The best performing model represents
a good balance of a high BLEU score increase on the
negated test data vs. a statistically insignificant de-
crease on the positive test data, yet achieving a small
overall improvement. Furthermore, it was shown,
that expanding not only the translation training data,
but also the language model training data boosts per-
formance even more.

Our method works on the semantic level and can
be easily adapted to other languages. Having ac-
cess to a deep semantic structure opens possible ex-
tensions along our idea. On the one hand negation
rephrasing could be refined in order to have a higher
generation rate. On the other hand, other phenomena
could also be tackled in the same way: e.g. rephras-
ing declarative statements to interrogatives.

Just for negation, the corpora expanded with our
high quality negations could be combined with the
syntactic reordering strategies presented in Section 2
such that the negation reordering rule has more train-
ing data and thus a bigger influence on the overall
performance.
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Japanese 昨日彼らはテニスをしなかった。

Baseline They played tennis yesterday.
Append + neg LM They do not play tennis yesterday.

Reference Yesterday they didn’t play tennis, because it rained.
(a) Baseline fails to translate the negation.

Japanese 彼は約束を破ることはしないと確信しているんですが。

Baseline He is sure to break your promise, I’m sure.
Append + neg LM He never breaks his word, I’m sure.

Reference I’m sure he won’t fail to keep his word.
(b) Correct translation by our system with valid variation of wording.

Japanese 私が家に帰った時は彼は眠っていませんでした。

Baseline I was when I came home, he was asleep.
Append + neg LM I came home when he is not asleep.

Reference He wasn’t sleeping when I came home.
(c) Baseline omits the negation.

Japanese お金のもちあわせがありません。

Baseline Money with me.
Append + neg LM I don’t have any money with me.

Reference I don’t have any money with me.
(d) Baseline omits subject, verb and negation.

Japanese 南十字星は日本では見ることができない。

Baseline The南十字星 in Japan, I cannot see it.
Append + neg LM The南十字星 in Japan.

Reference The Southern Cross is not to be seen in Japan.
(e) Our system does not translate a part of the sentence.

Japanese 大声で話してはいけない。

Baseline Don’t speak in a loud voice.
Append + neg LM You must speak in a loud voice.

Reference You must not speak loudly.
(f) Our system omits the negation.

Japanese 彼女は友達がいない。

Baseline She has no friends.
Append + neg LM She is a friend of mine.

Reference She doesn’t have a boy friend.
(g) Our system does not produce a negation. The object is incorrectly trans-
lated in both systems.

Figure 2: Sentences from the neg-strict test set showing differences between the baseline and our best
performing system Append + neg LM. Examples in (a–d) show improvements, (e–g) show degradations.

29



Proceedings of SSST-6, Sixth Workshop on Syntax, Semantics and Structure in Statistical Translation, pages 30–38,
Jeju, Republic of Korea, 12 July 2012. c©2012 Association for Computational Linguistics

Towards a Predicate-Argument Evaluation for MT
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Abstract

HMEANT (Lo and Wu, 2011a) is a man-
ual MT evaluation technique that focuses on
predicate-argument structure of the sentence.
We relate HMEANT to an established lin-
guistic theory, highlighting the possibilities of
reusing existing knowledge and resources for
interpreting and automating HMEANT. We
apply HMEANT to a new language, Czech
in particular, by evaluating a set of English-
to-Czech MT systems. HMEANT proves to
correlate with manual rankings at the sentence
level better than a range of automatic met-
rics. However, the main contribution of this
paper is the identification of several issues
of HMEANT annotation and our proposal on
how to resolve them.

1 Introduction

Manual evaluation of machine translation output is
a tricky enterprise. It has been long recognized
that different evaluation techniques lead to different
outcomes, e.g. Blanchon et al. (2004) mention an
evaluation carried out in 1972 where the very same
Russian-to-English MT outputs were scored 4.5 out
of the maximum 5 points by prospective users of
the system but only 1 out of 5 by teachers of En-
glish. Throughout the years, many techniques were
explored with more or less of a success.

The two-scale scoring for adequacy and fluency
used in NIST evaluation has been abandoned by
some evaluation campaigns, most notably the WMT
shared task series, see Koehn and Monz (2006)

through Callison-Burch et al. (2012)1. Since 2008,
WMT uses a simple relative ranking of MT out-
puts as its primary manual evaluation technique:
the annotator is presented with up to 5 MT out-
puts for a given input sentence and the task is to
rank them from best to worst (ties allowed) on what-
ever criteria he or she deems appropriate. While this
single-scale relative ranking is perhaps faster to an-
notate and reaches a higher inter- and intra-annotator
agreement than the (absolute) fluency and adequacy
(Callison-Burch et al., 2007), the technique and its
evaluation are still far from satisfactory. Bojar et
al. (2011) observe several discrepancies in the in-
terpretation of the rankings, partly due to the high
load on human annotators (the comparison of sev-
eral long sentences at once, among other issues) but
partly also due to technicalities of the calculation.

Lo and Wu (2011a) present an interesting evalua-
tion technique called MEANT (or HMEANT if car-
ried out by humans), the core of which lies in as-
sessing whether the key elements in the predicate-
argument structure of the sentence have been pre-
served. In other words, lay annotators are check-
ing, if they recognize who did what to whom, when,
where and why from the MT outputs and whether
the respective role fillers convey the same meaning
as in the reference translation. HMEANT has been
shown to correlate reasonably well with manual ad-
equacy and ranking evaluations. It is relatively fast
and should lend itself to full automatization. On
the other hand, HMEANT was so far tested only on
translation into English and with just three compet-
ing MT systems.

1http://www.statmt.org/wmt06 till wmt12
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In this work, we extend the application of
HMEANT to evaluating MT into Czech, a mor-
phologically rich language with relatively free word
order. The paper is structured as follows: Sec-
tion 2 presents the technical details of HMEANT
and relates HMEANT to an established linguistic
theory that underlies the Prague dependency tree-
banks (Hajič et al., 2006; Hajič et al., 2012) and
several other works. We also suggest possible ben-
efits of this coupling such as the reuse of tools. In
Section 3, we describe the setup and results of our
HMEANT experiment. Since this is the first time
HMEANT is applied to a new language, Section 4
constitutes the main contribution of this work. We
point out at several problems of HMEANT and pro-
pose a remedy, the empirical evaluation of which
however remains for future work. Section 5 con-
cludes our observations.

2 Relating HMEANT and Valency Theory
of FGD

2.1 HMEANT Annotation Procedure

HMEANT is designed to be simple and fast. The
annotation consists of two steps: (1) semantic role
labelling, SRL in the sequel, and (2) alignment of
roles between the hypothesis and the reference.

The annotation guidelines are deliberately mini-
malistic, so that even inexpert people can learn them
quickly. The complete guidelines for SRL are given
in Figure 1 and it takes less than 15 minutes to train
an unskilled person.

In the alignment task, the annotators first indicate
which frames in the reference and the hypothesis
correspond to each other. In the second step, they
align all matching role fillers to each other and also
mark the translation as “Correct” or “Partial”.

The HMEANT calculation then evaluates the f-
score of the predicates and their role fillers in a given
sentence. An important aspect of the calculation is
that unmatched predicates with all their role fillers
are excluded from the calculation.

2.2 Functional Generative Description

The core ideas of HMEANT follow the case gram-
mar (Fillmore, 1968) or PropBank (Palmer et al.,
2005) and can be also directly related to an estab-
lished linguistic theory which was primarily devel-

Semantic frames summarize a sentence using a simple event
structure that captures essential parts of the meaning like
”who did what to whom, when, where, why and how”.
Phrases or clauses that express meanings can be identified as
playing a particular semantic role in the sentence. In other
words, semantic frames are the systematic abstraction of the
meanings in a sentence.
The following is the list of the semantic roles to be used in
HMEANT evaluation:

Agent (who) Action (did)
Experiencer or Patient (what) Benefactive (whom)

Temporal (when) Locative (where)
Purpose (why) Manner (how)

Degree or Extent (how) Modal (how) [may, should, ...]
Negation (how) [not] Other adverbial argument (how)

You may consider the Action predicate to be the central
event, while the other roles modify the Action to give a more
detailed description of the event. Each semantic frame con-
tains exactly one Action and any number of other roles.
Please note that the Action predicate must be exactly ONE
single word.
There may be multiple semantic frames in one sentence, be-
cause a sentence may be constructed to describe multiple
events and each semantic frame captures only one event.

Figure 1: Semantic role labeling guidelines of HMEANT.

oped for Czech, namely the Functional Generative
Description (Sgall, 1967; Sgall et al., 1986). The
theory defines so-called “tectogrammatical” layer (t-
layer). At the t-layer, each sentence is represented as
a dependency tree with just content words as sepa-
rate nodes. All auxiliary words are “hidden” into
attributes of the corresponding t-nodes. Moreover,
ellipsis is restored to some extent, so e.g. dropped
subject pronouns do have a corresponding t-node.

An important element of FGD is the valency the-
ory (Panevová, 1980) which introduces empirical
linguistic tests to distinguish between what other
theories would call complements vs. adjuncts and
postulates the relationship between the set of verb
modifiers as observed in the sentence and the set of
valency slots that should be listed in a valency dic-
tionary. This aspect could provide a further refine-
ment of HMEANT, e.g. weighing complements and
adjuncts differently.

FGD has been thoroughly tested and refined dur-
ing the development of the Prague Dependency
Treebank (Hajič et al., 2006)2 and the parallel
Prague Czech-English Dependency Treebank (Hajič

2http://ufal.mff.cuni.cz/pdt2.0/

31



et al., 2012)3. Note that the latter is a translation
of all the 49k sentences of the Penn Treebank WSJ
section. Both English and Czech sentences are man-
ually annotated at the tectogrammatical layer, where
the English layer is based on the Penn annotation
and manually adapted for t-layer. Both languages in-
clude their respective valency lexicons and the work
on a bilingual valency lexicon is being developed
(Šindlerová and Bojar, 2010).

A range of automatic tools to convert plain text up
to the t-layer exist for both English and Czech. Most
of them are now part of the Treex platform (Popel
and Žabokrtský, 2010)4 and they were successfully
used in automatic annotation of 15 million parallel
sentences (Bojar et al., 2012)5 as well as other NLP
tasks including English-to-Czech MT. Recently, sig-
nificant effort was also invested in parsing not quite
correct output of MT systems into Czech for the
purposes of rule-based grammar correction (Rosa et
al., 2012). Establishing the automatic pipeline for
MEANT should be relatively easy with these tools
at hand.

2.3 HMEANT vs. FGD Valency

The formulation of HMEANT in terms of FGD is
straightforward: it is the f-score of matched t-nodes
for predicates and the subtrees of their immediate
dependents in the t-trees of the hypothesis and the
reference.

HMEANT uses a simple web-based annotation
interface which operates on the surface form of the
sentence. Annotators mark the predicate and their
complementations as contiguous spans in the sen-
tence. While this seems natural when we want
lay people to annotate, it brings some problems,
see Section 4. A linguistically adequate interface
would allow to mark tectogrammatical nodes and
subtrees in the t-layer, however, the customizable
editor TrEd6 used for manual annotation of t-layer
is too heavy for our purposes both in terms of speed
and complexity of user interface.

Perhaps the best option we plan to investigate in
future research is a mixed approach: the interface
would display only the text version of the sentence

3http://ufal.mff.cuni.cz/pcedt2.0/
4http://ufal.mff.cuni.cz/treex/
5http://ufal.mff.cuni.cz/czeng/
6http://ufal.mff.cuni.cz/tred/

HMEANT 0.2833
METEOR 0.2167
WER 0.1708
CDER 0.1375
NIST 0.1167
TER 0.1167
PER 0.0208
BLEU 0.0125

Table 1: Kendall’s τ for sentence-level correlation with
human rankings.

but it would internally know the (automatic) t-layer
structure. Selecting any word that corresponds to
the t-node of a verb would automatically extend the
selection to all other belongings of the t-node, i.e.
all auxiliaries of the verb. For role fillers, select-
ing any word from the role filler would select the
whole t-layer subtree. In order to handle errors in
the automatic t-layer annotation, the interface would
certainly need to allow manual selection and de-
selection of words, providing valuable feedback to
the automatic tools.

3 An Experiment in English-Czech MT
Evaluation

In this first study, we selected 50 sentences from the
English-to-Czech WMT12 manual evaluation. The
sentences were chosen to overlap with the standard
WMT ranking procedure (see Section 3.1) as much
as possible.

In total, 13 MT systems participated in this trans-
lation direction. We allocated 14 annotators (one
annotator for the SRL of the reference) so that no-
body saw the same sentence translated by more sys-
tems. The hypotheses were shuffled so every annota-
tor got samples from all systems as well as the refer-
ence. Unfortunately, time constraints and the large
number of MT systems prevented us from collect-
ing overlapping annotations, so we cannot evaluate
inter-annotator agreement.

Following Lo and Wu (2011a) and Callison-
Burch et al. (2012), we report Kendall’s τ rank cor-
relation coefficients for sentence-level rankings as
provided by a range of automatic metrics and our
HMEANT. The gold standard are the manual WMT
rankings. See Table 1.
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We see that HMEANT achieves a better correla-
tion than all the tested automatic metrics, although
in absolute terms, the correlation is not very high.
Lo and Wu (2011b) report τ for HMEANT of up to
0.49 and Lo and Wu (2011a) observe τ in the range
0.33 to 0.43. These figures are not comparable to our
result for several reasons: we evaluated 13 and not
just 3 MT systems, the gold standard for us are over-
all system rankings, not just adequacy judgments as
for Lo and Wu (2011b), and we evaluate translation
to Czech, not English. Callison-Burch et al. (2012)
report τ for several automatic metrics on the whole
WMT12 English-to-Czech dataset, the best of which
correlates at τ = 0.18. The only common metric is
METEOR and it reaches 0.16 on the whole WMT12
set.7 In line with our observation, Czech-to-English
correlations reported by Callison-Burch et al. (2012)
are higher: the best metric achieves 0.28 and aver-
ages 0.25 across four source languages.

The overall low sentence-level correlation of
our HMEANT and WMT12 rankings is obviously
caused to some extent by the problems we identi-
fied, see Section 4 below. On the other hand, it is
quite possible that the WMT-style rankings taken as
the gold standard are of a disputable quality them-
selves, see Section 3.1 or the detailed report on inter-
annotator agreement and a long discussion on inter-
preting the rankings in Callison-Burch et al. (2012).
Last but not least, it is likely that HMEANT and
manual ranking simply measure different properties
of MT outputs. The Kendall’s τ is thus not an ulti-
mate meta-evaluation metric for us.

3.1 WMT-Style Rankings
This section illustrates some issues with the WMT
rankings when used for system-level evaluation. Ob-
viously, at the sentence level, the rankings can be-
have differently but the system-level evaluation ben-
efits from a large number of manual labels.

In the WMT-style rankings, humans are provided
with no more than 5 system outputs for a given sen-
tence at once. The task is to rank these 5 systems
relatively to each other, ties allowed.

Following Bojar et al. (2011), we report three
possible evaluation regimes (or “interpretations”) of

7It is possible that Callison-Burch et al. (2012) use some-
what different METEOR settings apart from the different subset
of the data.

these 5-fold rankings to obtain system-level scores.
The first step is shared: all pairwise comparisons
implied by the 5-fold ranking are extracted. For
each system, we then report the percentage of cases
where the system won the pairwise comparison. Our
default interpretation is to exclude all ties from the
calculation, labelled “Ties Ignored”, i.e. wins

wins + losses .
The former WMT interpretation (up to 2011) was to
include ties in both the numerator and the denomi-
nator, i.e. wins + ties

wins+ties+losses denoted “≥ Others”. WMT
summary paper also reports “> Others” where the
ties are included in the denominator only, thus giv-
ing credit to systems that are different.

As we see in Table 2, each of the interpretations
leads to different rankings of the systems. More im-
portantly, the underlying set of sentences also affects
the result. For instance, the system ONLINEA jumps
to the second position in “Ties Ignored” if we con-
sider only the 50 sentences used in our HMEANT
evaluation. To some extent, the differences are
caused by the lower number of observations. While
“All-No Ties” is based on 2893±134 pairwise com-
parisons per system, “50-No Ties” is based on just
186±30 observations. Moreover, not all systems
came up among the 5 ranked systems for a given
sentence. In our 50 sentences, only 7.3±2.1 systems
were compared per sentence. On the full set of sen-
tences, this figure drops to 5.9±1.7.

4 Problems of HMEANT Annotation

We asked our annotators to take notes and report
any problems. On the positive side, some annota-
tors familiar with the WMT ranking evaluation felt
that in both phases of HMEANT, they “knew what
they were doing and why”. In the ranking task, it
is unfortunately quite common that the annotator is
asked to rank incomparably bad hypotheses. In such
cases, the annotator probably tries to follow some
subjective and unspoken criteria, which often leads
to a lower in inter- and intra-annotator agreement.

On the negative side, we observed many problems
of the current version of HMEANT, and we propose
a remedy for all of them. We disregard minor tech-
nical issues of the annotation interface and focus on
the design decisions. The only technical limitation
worth mentioning was the inability to return to pre-
vious sentences. In some cases, this even caused the
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Interpretation Ties Ignored ≥ Others > Others
Sentences All 50 All 50 All 50
cu-depfix 66.4 72.5 73.0 77.5 53.3 59.4
onlineB 63.0 61.4 70.5 69.3 50.3 49.0
uedin-wmt12 55.8 60.3 63.6 66.3 46.0 o 51.1
cu-tamch-boj 55.6 54.6 o 64.7 62.1 44.2 45.7
cu-bojar 2012 54.3 53.2 o 64.1 o 62.2 42.6 43.0
CU TectoMT 53.1 o 54.9 60.5 59.8 o 44.6 o 49.0
onlineA 52.9 o 61.4 o 60.8 o 66.7 o 44.0 o 53.0
pctrans2010 47.7 o 54.1 55.1 o 60.1 40.9 o 47.1
commercial2 46.0 51.3 54.6 59.5 38.7 42.7
cu-poor-comb 44.1 41.6 o 54.7 50.5 35.7 35.2
uk-dan-moses 43.5 33.2 53.4 44.2 o 35.9 27.7
SFU 36.1 31.0 46.8 43.0 30.0 25.6
jhu-hiero 32.2 26.7 43.2 36.0 27.0 23.3

Table 2: WMT12 system-level ranking results in three different evaluation regimes evaluated either on all sentences
or just the 50 sentences that were subject to our HMEANT annotation. The table is sorted along the first column and
the symbol “o” in other columns marks items out of sequence.

annotators to skip parts of the annotation altogether,
because they clicked Next Sentence instead of the
Next Frame button.

Note that the impact of the problems on the final
HMEANT reliability varies. What causes just minor
hesitations in the SRL phase can lead to complete
annotation failures in the Alignment phase and vice
versa. We list the problems in decreasing severity,
based on our observations as well as the number of
annotators who complained about the given issue.

4.1 Vague SRL Guidelines
The first group of problems is caused by the SRL
guidelines being (deliberately) too succinct and de-
veloped primarily for English.

Complex predicates. Out of the many possible
cases where predicates are described using several
words, SRL guidelines mention just modal verbs and
reserve a label for them (assuming that the main verb
will be chosen as the Action, i.e. the predicate it-
self). This goes against the syntactic properties of
Czech and other languages, where the modal verb is
the one that conjugates and it is only complemented
by the content verb in infinitive. Some annotators
thus decided to mark such cases as a pair of nested
frames.

The problem becomes more apparent for other
classes of verbs, such as phasic verbs (e.g. “to be-

gin”), which naturally lead to nested frames.

A specific problem for Czech mentioned by al-
most all annotators, was the copula verb “to be”.
Here, the meaning-bearing element is actually the
adjective that follows (e.g. “to be glad to . . . ”).
HMEANT forced the annotators to use e.g. the Ex-
periencer slot for the non-verbal part of this complex
predicate. In the negated form, “nenı́ (is not)”, some
annotators even marked the copula as Negation and
the non-verbal part as the Action.

No verb at all. HMEANT does not permit to an-
notate frames with no predicate. There are however
at least two frequent cases that deserve this option:
(1) the whole sentence can be a nominal construc-
tion such as the title of a section, and (2) an MT
system may erroneously omit the verb, while the re-
maining slot fillers are understandable and the whole
meaning of the sentence can be also guessed. Giving
no credit to such a sentence at all seems too strict. In
some cases, it was possible for the annotators to find
a substitute word for the Action role, e.g. a noun that
should have been translated as the verb.

A related issue was caused by the uncertainty to
what extent the frame annotation should go. There
are many nouns derived from verbs that also bear va-
lency. FGD acknowledges this and valency lexicons
for Czech do include also many of such nouns. If the
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Reference Oblečky musı́me vystřı́hat z časopisů
Gloss clothes we-must cut from magazines
Roles Experiencer Modal Action Locative
Meaning We must cut the clothes (assuming paper toys) from magazines
Hypothesis Musı́me vyřı́znout oblečenı́ z časopisů
Gloss We-must cut clothes from magazines
Roles Modal Action Experiencer

Figure 2: An example of PP-attachment mismatch. While it is (almost) obvious from the word order of the reference
that the preposition phrase “z časopisů” is a separate filler, it was marked as part of the Experiencer role in the
hypothesis. In the alignment phase, there is no way to align the single Experiencer slot of the hypothesis onto the two
slots (Experiencer, Locative) if the reference.

instructions are not clear in this respect, it is quite
possible that one annotator creates frames for such
nouns and the other does not, causing a mismatch in
the Alignment phase.

PP-attachment. The problem of attaching prepo-
sitional phrases to verbs or to other noun phrases
is well acknowledged in many languages including
English and Czech. See an example in Figure 2.

A complete solution of the problem in the SRL
phase will never be possible, because there are nat-
urally ambiguous cases where each annotator can
prefer a different reading. However, the Align-
ment phase should be somehow prepared for the in-
evitable mismatches.

Unclear role labels. Insufficient role labels.
The set of role labels of HMEANT is very simple
compared to the set of edge labels (called “func-
tors”) in the tectogrammatical annotation. Several
annotators mentioned that the HMEANT roleset is
hard to use especially for passive constructions or
verbs with a secondary object.

Because the final HMEANT calculation requires
aligned fillers to match in their role labels, the agree-
ment on role labels is important. We suggest experi-
menting also with a variant of HMEANT that would
disregard the labels altogether.

Other problematic cases are sentences where sev-
eral role fillers appear to belong to the same type,
e.g. Locative: “Byl převezen (He was transported)
| do nemocnice (to the hospital) | v záchranném vr-
tulnı́ku (in a helicopter)”. While it is semantically
obvious that the hospital is not in the helicopter, so
this is not a PP-attachment problem, some annota-
tors still mark both Locatives jointly as a single slot,
causing the same slot mismatch. It is also possible

that the annotator has actually assigned the Locative
label twice but the annotation interface interpreted
all the words as belonging to one filler only.

Coreference. The SRL guidelines are not specific
on handling of slot fillers realized as pronouns (or
even dropped pronouns). If we consider a sentence
like “It is the man who wins”, it is not clear which
words should be marked as the Agent of the Action
“wins”. There are three candidates, all equally cor-
rect from the purely semantic point of view: “it”,
“the man” and “who”.

A natural choice would be to select the closest
word referring to the respective object, however, in
constructions of complex verbs or in pro-drop lan-
guages the object may not be explicitly stated in
the syntactically closest position. Depending on the
annotators’ decisions, this can lead to a mismatch
in the number of slots in the subsequent Alignment
phase.

Other problems. Some annotators mentioned a
few other problems. One of them were paratactic
constructions: the frame-labelling procedure does
not allow to distinguish between sentences like “It
is windy and it rains” vs. “It is windy but it rains”,
because neither “and” nor “but” are a slot filler. Sim-
ilarly, expressions like “for example” do not seem to
constitute a slot filler but still somehow refine the
meaning of the sentence and should be preserved in
the translation.

One annotator suggested that the importance of
the SRL phase should be emphasized and the anno-
tators should be pushed towards annotating as much
as they can, e.g. also by highlighting all verbs in
the sentence, in order to provide enough frames and
fillers to align in the second phase.
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Reference Opilý řidič těžce zraněn
Gloss A drunken driver seriously injured
Roles Agent Extent Action
Meaning A drunken driver is seriously injured.
Hypothesis Opilý řidič vážně zranil
Gloss A drunken driver seriously injured (active form)
Roles Agent Extent Action
Meaning A drunken driver seriously injured (someone).

Figure 3: A mismatch of the meanings of the predicates. Other roles in the frames match perfectly.

The following sections describe problems of the
Alignment phase.

4.2 Correctness of the Predicate

HMEANT alignment phase allows the annotators to
either align or not align a pair of frames. There is
no option to indicate that the match of the predicates
themselves is somewhat incorrect. Once the predi-
cates are aligned, the user can only match individual
fillers, possibly penalizing partial mismatches.

Figure 3 illustrates this issue on a real example
from our data. Once the annotator decides to align
the frames, there is no way to indicate that the mean-
ing was reversed by the translation.

What native speakers of Czech also feel is that
the MT output in Figure 3 is incomplete, an Ex-
periencer is missing. A similar example from the
data is the hypothesis “Svědek oznámil policii. (The
witness informed/announced the police.)” The verb
“oznámit (inform/announce)” in Czech requires the
message (perhaps the Experiencer in the HMEANT
terminology), similarly to the English “announce”
but unlike “inform”. The valency theory of FGD for-
mally describes the problem as a missing slot filler
and given a valency dictionary, such errors can be
even identified automatically.

On the other hand, it should be noted that a mis-
match in the predicate alone does not mean that the
translation is incorrect. An example in our data was
the phrase “dokud se současné uměnı́ nedočkalo ve
Vı́dni nového stánku” vs. “než současné uměnı́ ve
Vı́dni dostalo nový domov”. Both versions mean
“until contemporary art in Vienna was given a new
home” but due to the different conjunction chosen
(“dokud/než, till/until”), one of the verbs has to be
negated.

4.3 Need for M:N Frame Alignment
The majority of our annotators complained that
complex predicates such as phasal verbs or copula
constructions as well as muddled MT output with
no verb often render the frame matching impossi-
ble. If the reference and the hypothesis differ in the
number of frames, then it is also almost certain that
the role fillers observed in the two sentences will be
distributed differently among the frames, prohibiting
filler alignment.

A viable solution would be allow merging of
frames during the Alignment phase, which is equiva-
lent to allowing many-to-many alignment of frames.
The sets of role fillers would be simply unioned, im-
proving the chance for filler alignment.

4.4 Need for M:N Slot Alignment
Inherent ambiguities like PP-attachment or spuri-
ous differences in SRL prevent from 1-1 slot align-
ment rather frequently. A solution would be to allow
many-to-many alignments of slot fillers.

4.5 Partial Adequacy vs. Partial Fluency
The original HMEANT Alignment guidelines say to
mark an aligned slot pair as Correct or Partial match.
(Mismatching slots should not be aligned at all.) A
Partial match is described as:

Role fillers in MT express part of the
meaning of the aligned role fillers in the
reference translation. Do NOT penalize
extra meaning unless it belongs in other
role fillers in the reference translation.

The second sentence of the instructions is prob-
ably aimed at cases where the MT expresses more
than the reference does, which is possible because

36



the translator may have removed part of the content
or because the source and the reference are both not
quite literal translations from a third language. A
clarifying example of this case in the instructions is
highly desirable.

What our annotators noticed were cases where the
translation was semantically adequate but contained
e.g. an agreement mismatch or another grammar er-
ror. The instructions should exemplify, if this is to
be treated as a Correct or Partial match. Optionally,
the Partial match could be split into three separate
cases: partially inadequate, partially disfluent, and
partially inadequate and disfluent.

4.6 Summary of Suggested HMEANT Fixes
To summarize the observations above, our experi-
ence with HMEANT was overall positive, but we
propose several changes in the design to improve the
reliability of the annotations:

SRL Phase:

• The SRL guidelines should be kept as simple as
they are, but more examples and especially ex-
amples of incorrect MT output should be pro-
vided.

• The Action should be allowed to consist of sev-
eral words, including non-adjacent ones.

• The possibility of using automatic t-layer anno-
tation tools should be explored, at least to pre-
annotate which words form a multi-word pred-
icate or role filler.

Alignment Phase:

• The annotator must be able to indicate a partial
or incorrect match of the predicates themselves.

• Both frames as well as fillers should support
M:N alignment to overcome a range of natu-
rally appearing as well as spurious mismatches
in the two SRL annotations.

• Examples of anaphoric expressions should be
included in the guidelines, stressing that any el-
ement of the anaphora chain should be treated
as an appropriate representant of the role filler.

• The Partial match could distinguish between
an error in adequacy or fluency, or rather, the

Alignment guidelines should explicitly provide
examples of both types and ask the annotators
to disregard the difference.

Technical Changes:

• The annotators need to be able to go back
within each phase. (The division between
the SRL and Alignment phases should be pre-
served.)

We do not expect any of the proposed changes to
negatively impact annotation time. Actually, some
speedup may be obtained from the suggested pre-
annotation and also from a reduced hesitation of the
annotators in the alignment phase thanks to the M:N
alignment possibility.

5 Conclusion

We applied HMEANT, a technique for manual eval-
uation of MT quality based on predicate-argument
structure, to a new language, Czech. The experiment
confirmed that HMEANT is applicable in this set-
ting, outperforming automatic metrics in sentence-
level correlation with manual rankings.

During our annotation, we identified a range of
problems in the current HMEANT design. We thus
propose a few modifications to the technique and
also suggest backing HMEANT with a linguistic
theory of deep syntax, opening the avenue to au-
tomating the metric using available tools.
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DEPFIX: A System for Automatic Correction of
Czech MT Outputs. In Proceedings of the Seventh
Workshop on Statistical Machine Translation, Mon-
treal, Canada, June. Association for Computational
Linguistics. Submitted.
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Abstract

In this paper, we present two dependency
parser training methods appropriate for pars-
ing outputs of statistical machine transla-
tion (SMT), which pose problems to standard
parsers due to their frequent ungrammatical-
ity. We adapt the MST parser by exploiting
additional features from the source language,
and by introducing artificial grammatical er-
rors in the parser training data, so that the
training sentences resemble SMT output.

We evaluate the modified parser on DEP-
FIX, a system that improves English-Czech
SMT outputs using automatic rule-based cor-
rections of grammatical mistakes which re-
quires parsed SMT output sentences as its in-
put. Both parser modifications led to im-
provements in BLEU score; their combina-
tion was evaluated manually, showing a sta-
tistically significant improvement of the trans-
lation quality.

1 Introduction

The machine translation (MT) quality is on a steady
rise, with mostly statistical systems (SMT) dominat-
ing the area (Callison-Burch et al., 2010; Callison-
Burch et al., 2011). Most MT systems do not employ
structural linguistic knowledge and even the state-
of-the-art MT solutions are unable to avoid making
serious grammatical errors in the output, which of-
ten leads to unintelligibility or to a risk of misinter-
pretations of the text by a reader.

∗This research has been supported by the EU Seventh
Framework Programme under grant agreement n◦ 247762
(Faust), and by the grants GAUK116310 and GA201/09/H057.

This problem is particularly apparent in target lan-
guages with rich morphological inflection, such as
Czech. As Czech often conveys the relations be-
tween individual words using morphological agree-
ment instead of word order, together with the word
order itself being relatively free, choosing the cor-
rect inflection becomes crucial.

Since the output of phrase-based SMT shows fre-
quent inflection errors (even in adjacent words) due
to each word belonging to a different phrase, a
possible way to address the grammaticality prob-
lem is a combination of statistical and structural ap-
proach, such as SMT output post-editing (Stymne
and Ahrenberg, 2010; Mareček et al., 2011).

In this paper, we focus on improving SMT output
parsing quality, as rule-based post-editing systems
rely heavily on the quality of SMT output analy-
sis. Parsers trained on gold standard parse trees of-
ten fail to produce the expected result when applied
to SMT output with grammatical errors. This is
partly caused by the fact that when parsing highly in-
flected free word-order languages the parsers have to
rely on morphological agreement, which, as stated
above, is often erroneous in SMT output.

Training a parser specifically by creating a man-
ually annotated treebank of MT systems’ outputs
would be very expensive, and the application of such
treebank to other MT systems than the ones used
for its generation would be problematic. We address
this issue by two methods of increasing the quality
of SMT output parsing:

• a different application of previous works on
bitext parsing – exploiting additional features
from the source language (Section 3), and
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• introducing artificial grammatical errors in the
target language parser training data, so that the
sentences resemble the SMT output in some
ways (Section 4). This technique is, to our
knowledge, novel with regards to its applica-
tion to SMT and the statistical error model.

We test these two techniques on English-Czech
MT outputs using our own reimplementation of the
MST parser (McDonald et al., 2005) named RUR1

parser. and evaluate their contribution to the SMT
post-editing quality of the DEPFIX system (Mareček
et al., 2011), which we outline in Section 5. We
describe the experiments carried out and present the
most important results in Section 6. Section 7 then
concludes the paper and indicates more possibilities
of further improvements.

2 Related Work

Our approach to parsing with parallel features is
similar to various works which seek to improve the
parsing accuracy on parallel texts (“bitexts”) by us-
ing information from both languages. Huang et
al. (2009) employ “bilingual constraints” in shift-
reduce parsing to disambiguate difficult syntac-
tic constructions and resolve shift-reduce conflicts.
Chen et al. (2010) use similar subtree constraints to
improve parser accuracy in a dependency scenario.
Chen et al. (2011) then improve the method by ob-
taining a training parallel treebank via SMT. In re-
cent work, Haulrich (2012) experiments with a setup
very similar to ours: adding alignment-projected
features to an originally monolingual parser.

However, the main aim of all these works is to im-
prove the parsing accuracy on correct parallel texts,
i.e. human-translated. This paper applies similar
methods, but with a different objective in mind – in-
creasing the ability of the parser to process ungram-
matical SMT output sentences and, ultimately, im-
prove rule-based SMT post-editing.

Xiong et al. (2010) use SMT parsing in translation
quality assessment, providing syntactic features to a
classifier detecting erroneous words in SMT output,
yet they do not concentrate on improving parsing ac-
curacy – they employ a link grammar parser, which

1The abbreviation “RUR” parser stands for “Rudolph’s Uni-
versal Robust” parser.

is robust, but not tuned specifically to process un-
grammatical input.

There is also another related direction of research
in parsing of parallel texts, which is targeted on pars-
ing under-resourced languages, e.g. the works by
Hwa et al. (2005), Zeman and Resnik (2008), and
McDonald et al. (2011). They address the fact that
parsers for the language of interest are of low qual-
ity or even non-existent, whereas there are high-
quality parsers for the other language. They ex-
ploit common properties of both languages and de-
lexicalization. Zhao et al. (2009) uses information
from word-by-word translated treebank to obtain ad-
ditional training data and boost parser accuracy.

This is different from our situation, as there ex-
ist high performance parsers for Czech (Buchholz
and Marsi, 2006; Nivre et al., 2007; Hajič et al.,
2009). Boosting accuracy on correct sentences is
not our primary goal and we do not intend to re-
place the Czech parser by an English parser; instead,
we aim to increase the robustness of an already ex-
isting Czech parser by adding knowledge from the
corresponding English source, parsed by an English
parser.

Other works in bilingual parsing aim to parse the
parallel sentences directly using a grammar formal-
ism fit for this purpose, such as Inversion Trans-
duction Grammars (ITG) (Wu, 1997). Burkett et
al. (2010) further include ITG parsing with word-
alignment in a joint scenario. We concentrate here
on using dependency parsers because of tools and
training data availability for the examined language
pair.

Regarding treebank adaptation for parser robust-
ness, Foster et al. (2008) introduce various kinds of
artificial errors into the training data to make the fi-
nal parser less sensitive to grammar errors. How-
ever, their approach concentrates on mistakes made
by humans (such as misspellings, word repetition or
omission etc.) and the error models used are hand-
crafted. Our work focuses on morphology errors of-
ten encountered in SMT output and introduces sta-
tistical error modelling.

3 Parsing with Parallel Features

This section describes our SMT output parsing setup
with features from analyzed source sentences. We
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explain our motivation for the inclusion of parallel
features in Section 3.1, then provide an account of
the parsers used (including our RUR parser) in Sec-
tion 3.2, and finally list all the monolingual and par-
allel features included in the parser training (in Sec-
tions 3.3 and 3.4, respectively).

3.1 Motivation

An advantage of SMT output parsing over general
dependency parsing is that one can also make use of
source – English sentences in our case. Moreover,
although SMT output is often in many ways ungram-
matical, source is usually grammatical and therefore
easier to process (in our case especially to tag and
parse). This was already noticed in Mareček et al.
(2011), who use the analysis of source sentence to
provide additional information for the DEPFIX rules,
claiming it to be more reliable than the analysis of
SMT output sentence.

We have carried this idea further by having de-
vised a simple way of making use of this information
in parsing of the SMT output sentences: We parse
the source sentence first and include features com-
puted over the parsed source sentence in the set of
features used for parsing SMT output. We first align
the source and SMT output sentences on the word
level and then use alignment-wise local features –
i.e. for each SMT output word, we add features com-
puted over its aligned source word, if applicable (cf.
Section 3.4 for a listing).

3.2 Parsers Used

We have reimplemented the MST parser (McDonald
et al., 2005) in order to provide for a simple insertion
of the parallel features into the models.

We also used the original implementation of the
MST parser by McDonald et al. (2006) for com-
parison in our experiments. To distinguish the two
variants used, we denote the original MST parser
as MCD parser,2 and the new reimplementation as
RUR parser.

We trained RUR parser in a first-order non-
projective setting with single-best MIRA. Depen-
dency labels are assigned in a second stage by a

2MCD uses k-best MIRA, does first- and second-order
parsing, both projectively and non-projectively, and can be
obtained from http://sourceforge.net/projects/
mstparser.

MIRA-based labeler, which has been implemented
according to McDonald (2006) and Gimpel and Co-
hen (2007).

We used the Prague Czech-English Dependency
Treebank3 (PCEDT) 2.0 (Bojar et al., 2012) as the
training data for RUR parser – a parallel treebank
created from the Penn Treebank (Marcus et al.,
1993) and its translation into Czech by human trans-
lators. The dependency trees on the English side
were converted from the manually annotated phrase-
structure trees in Penn Treebank, the Czech trees
were created automatically using MCD. Words of
the Czech and English sentences were aligned by
GIZA++ (Och and Ney, 2003).

We apply RUR parser only for SMT output pars-
ing; for source parsing, we use MCD parser trained
on the English CoNLL 2007 data (Nivre et al.,
2007), as the performance of this parser is sufficient
for this task.

3.3 Monolingual Features
The set of monolingual features used in RUR parser
follows those described by McDonald et al. (2005).
For parsing, we use the features described below.
The individual features are computed for both the
parent node and the child node of an edge and con-
joined in various ways. The coarse morphological
tag and lemma are provided by the Morče tagger
(Spoustová et al., 2007).

• coarse morphological tag – Czech two-letter
coarse morphological tag, as described in
(Collins et al., 1999),4

• lemma – morphological lemma,

• context features: preceding coarse morpholog-
ical tag, following coarse morphological tag
– coarse morphological tag of a neighboring
node,

• coarse morphological tags in between – bag of
coarse morphological tags of nodes positioned
between the parent node and the child node,

3http://ufal.mff.cuni.cz/pcedt
4The first letter is the main POS (12 possible values), the

second letter is either the morphological case field if the main
POS displays case (i.e. for nouns, adjectives, pronouns, numer-
als and prepositions; 7 possible values), or the detailed POS if
it does not (22 possible values).
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• distance – signed bucketed distance of the par-
ent and the child node in the sentence (in # of
words), using buckets 1, 2, 3, 4, 5 and 11.

To assign dependency labels, we use the same
set as described above, plus the following features
(called “non-local” by McDonald (2006)), which
make use of the knowledge of the tree structure.

• is first child, is last child – a boolean indicating
whether the node appears in the sentence as the
first/last one among all the child nodes of its
parent node,

• child number – the number of syntactic chil-
dren of the current node.

3.4 Parallel Features

Figure 1: Example sentence for parallel features illustra-
tion (see Table 1).

In RUR parser we use three types of parallel fea-
tures, computed for the parent and child node of an
edge, which make use of the source English nodes
aligned to the parent and child node.

• aligned tag: morphological tag following the
Penn Treebank Tagset (Marcus et al., 1993) of
the English node aligned to the Czech node

Feature Feature value on
parent node child node

word form jel Martin
aligned tag VBD NNP
aligned dep. label Pred Sb
aligned edge existence true
word form jel autem
aligned tag VBD NN
aligned dep. label Pred Adv
aligned edge existence false
word form do zahraničı́
aligned tag — RB
aligned dep. label — Adv
aligned edge existence —
word form #root# .
aligned tag #root# .
aligned dep. label AuxS AuxK
aligned edge existence true

Table 1: Parallel features for several edges in Figure 1.

• aligned dependency label: dependency label of
the English node aligned to the Czech node in
question, according to the PCEDT 2.0 label set
(Bojar et al., 2012)

• aligned edge existence: a boolean indicating
whether the English node aligned to the Czech
parent node is also the parent of the English
node aligned to the Czech child node

The parallel features are conjoined with the
monolingual coarse morphological tag and lemma
features in various ways.

If there is no source node aligned to the parent
or child node, the respective feature cannot be com-
puted and is skipped.

An example of a pair of parallel sentences is given
in Figure 1 with the corresponding values of parallel
features for several edges in Table 1.

4 Worsening Treebanks to Simulate Some
of the SMT Frequent Errors

Addressing the issue of great differences between
the gold standard parser training data and the actual
analysis input (SMT output), we introduced artificial
inconsistencies into the training treebanks, in order
to make the parsers more robust in the face of gram-
mar errors made by SMT systems. We have concen-
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trated solely on modeling incorrect word flection,
i.e. the dependency trees retained their original cor-
rect structures and word lemmas remained fixed, but
the individual inflected word forms have been modi-
fied according to an error model trained on real SMT
output. We simulate thus, with respect to morphol-
ogy, a treebank of parsed MT output sentences.

In Section 4.1 we describe the steps we take to
prepare the worsened parser training data. Sec-
tion 4.2 contains a description of our monolingual
greedy alignment tool which is needed during the
process to map SMT output to reference transla-
tions.

4.1 Creating the Worsened Parser Training
Data

The whole process of treebank worsening consists
of five steps:

1. We translated the English side of PCEDT5 to
Czech using SMT (we chose the Moses sys-
tem (Koehn et al., 2007) for our experiments)
and tagged the resulting translations using the
Morče tagger (Spoustová et al., 2007).

2. We aligned the Czech side of PCEDT, now
serving as a reference translation, to the SMT
output using our Monolingual Greedy Aligner
(see Section 4.2).

3. Collecting the counts of individual errors, we
estimated the Maximum Likelihood probabili-
ties of changing a correct fine-grained morpho-
logical tag (of a word from the reference) into
a possibly incorrect fine-grained morphological
tag of the aligned word (from the SMT output).

4. The tags on the Czech side of PCEDT were
randomly sampled according to the estimated
“fine-grained morphological tag error model”.
In those positions where fine-grained morpho-
logical tags were changed, new word forms
were generated using the Czech morphological
generator by Hajič (2004).6

5This approach is not conditioned by availability of parallel
treebanks. Alternatively, we might translate any text for which
reference translations are at hand. The model learned in the
third step would then be applied (in the fourth step) to a different
text for which parse trees are available.

6According to the “fine-grained morphological tag error

We use the resulting “worsened” treebank to train
our parser described in Section 3.2.

4.2 The Monolingual Greedy Aligner
Our monolingual alignment tool, used in treebank
worsening to tie reference translations to MT out-
put (see Section 4.1), scores all possible alignment
links and then greedily chooses the currently highest
scoring one, creating the respective alignment link
from word A (in the reference) to word B (in the
SMT output) and deleting all scores of links from A
or to B, so that one-to-one alignments are enforced.
The process is terminated when no links with a score
higher than a given threshold are available; some
words may thus remain unaligned.

The score is computed as a linear combination of
the following four features:

• word form (or lemma if available) similar-
ity based on Jaro-Winkler distance (Winkler,
1990),

• fine-grained morphological tag similarity,

• similarity of the relative position in the sen-
tence,

• and an indication whether the word following
(or preceding) A was already aligned to the
word following (or preceding) B.

Unlike bilingual word aligners, this tool needs no
training except for setting weights of the four fea-
tures and the threshold.7

5 The DEPFIX System

The DEPFIX system (Mareček et al., 2011) applies
various rule-based corrections to Czech-English
SMT output sentences, especially of morphological
agreement. It also employs the parsed source sen-
tences, which must be provided on the input together
with the SMT output sentences.

The corrections follow the rules of Czech gram-
mar, e.g. requiring that the clause subject be in the

model”, about 20% of fine-grained morphological tags were
changed. In 4% of cases, no word form existed for the new
fine-grained morphological tag and thus it was not changed.

7The threshold and weights were set manually using just ten
sentence pairs. The resulting alignment quality was found suf-
ficient, so no additional weights tuning was performed.
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nominative case or enforcing subject-predicate and
noun-attribute agreements in morphological gender,
number and case, where applicable. Morphological
properties found violating the rules are corrected and
the corresponding word forms regenerated.

The source sentence parse, word-aligned to the
SMT output using GIZA++ (Och and Ney, 2003),
is used as a source of morpho-syntactic information
for the correction rules. An example of a correction
rule application is given in Figure 2.

Some

people

came

later

Atr

Sb

Pred

Adv
pl

pl

.
AuxK

přišli
Pred
pl

Někteří

lidé

přišel

později

Atr

Sb

Pred

Adv
sg, m

pl

.
AuxK

Figure 2: Example of fixing subject-predicate agreement.
The Czech word přišel [he came] has a wrong morpho-
logical number and gender. Adapted from Mareček et al.
(2011).

The system is implemented within the
TectoMT/Treex NLP framework (Popel and
Žabokrtský, 2010). Mareček et al. (2011) feed the
DEPFIX system with analyses by the MCD parser
trained on gold-standard treebanks for parsing of
English source sentences as well as Czech SMT
output.

6 Experiments and Results

We evaluate RUR parser indirectly by using it in the
DEPFIX system and measuring the performance of
the whole system. This approach has been chosen
instead of direct evaluation of the SMT output parse
trees, as the task of finding a correct parse tree of
a possibly grammatically incorrect sentence is not
well defined and considerably difficult to do.

We used WMT10, WMT11 and WMT12 En-
glish to Czech translation test sets, newssyscomb-
test2010, newssyscombtest2011 and news-

test2012,8 (denoted as WMT10, WMT11 and
8http://www.statmt.org/wmt10,

WMT12) for the automatic evaluation. The data sets
include the source (English) text, its reference trans-
lation and translations produced by several MT sys-
tems. We used the outputs of three SMT systems:
GOOGLE,9 UEDIN (Koehn et al., 2007) and BOJAR

(Bojar and Kos, 2010).
For the manual evaluation, two sets of 1000 ran-

domly selected sentences from WMT11 and from
WMT12 translated by GOOGLE were used.

6.1 Automatic Evaluation
Table 2 shows BLEU scores (Papineni et al., 2002)
for the following setups of DEPFIX:

• SMT output: output of an SMT system without
applying DEPFIX

• MCD: parsing with MCD

• RUR: parsing with RUR (Section 3.2)

• RUR+PARA: parsing with RUR using parallel
features (Section 3.4)

• RUR+WORS: parsing with RUR trained on
worsened treebank (Section 4)

• RUR+WORS+PARA: parsing with RUR
trained on worsened treebank and using
parallel features

It can be seen that both of the proposed ways of
adapting the parser to parsing of SMT output of-
ten lead to higher BLEU scores of translations post-
processed by DEPFIX, which suggests that they both
improve the parsing accuracy.

We have computed 95% confidence intervals
on 1000 bootstrap samples, which showed that
the BLEU score of RUR+WORS+PARA was sig-
nificantly higher than that of MCD and RUR
parser in 4 and 3 cases, respectively (results
where RUR+WORS+PARA achieved a significantly
higher score are marked with ‘*’). On the other
hand, the score of neither RUR+WORS+PARA nor
RUR+WORS and RUR+PARA was ever signifi-
cantly lower than the score of MCD or RUR parser.
This leads us to believe that the two proposed meth-
ods are able to produce slightly better SMT output
parsing results.
http://www.statmt.org/wmt11,
http://www.statmt.org/wmt12

9http://translate.google.com
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Test set WMT10 WMT11 WMT12
SMT system BOJAR GOOGLE UEDIN BOJAR GOOGLE UEDIN BOJAR GOOGLE UEDIN

SMT output *15.85 *16.57 *15.91 *16.88 *20.26 *17.80 14.36 16.25 *15.54
MCD 16.09 16.95 *16.35 *17.02 20.45 *18.12 14.35 16.32 *15.65
RUR 16.08 *16.85 *16.29 17.03 20.42 *18.09 14.37 16.31 15.66
RUR+PARA 16.13 *16.90 *16.35 17.05 20.47 18.19 14.35 16.31 15.72
RUR+WORS 16.12 16.96 *16.45 17.06 20.53 18.21 14.40 16.31 15.71
RUR+WORS+PARA 16.13 17.03 16.54 17.12 20.53 18.25 14.39 16.30 15.74

Table 2: Automatic evaluation using BLEU scores for the unmodified SMT output (output of BOJAR, GOOGLE and
UEDIN systems on WMT10, WMT11 and WMT12 test sets), and for SMT output parsed by various parser setups and
processed by DEPFIX. The score of RUR+WORS+PARA is significantly higher at 95% confidence level than the scores
marked with ‘*’ on the same data.

6.2 Manual Evaluation

Performance of RUR+WORS+PARA setup was man-
ually evaluated by doing a pairwise comparison with
other setups – SMT output, MCD and RUR parser.
The evaluation was performed on both the WMT11
(Table 4) and WMT12 (Table 5) test set. 1000 sen-
tences from the output of the GOOGLE system were
randomly selected and processed by DEPFIX, using
the aforementioned SMT output parsers. The anno-
tators then compared the translation quality of the
individual variants in differing sentences, selecting
the better variant from a pair or declaring two vari-
ants “same quality” (indefinite). They were also pro-
vided with the source sentence and a reference trans-
lation. The evaluation was done as a blind test, with
the sentences randomly shuffled.

The WMT11 test set was evaluated by two inde-
pendent annotators. (The WMT12 test set was eval-
uated by one annotator only.) The inter-annotator
agreement and Cohen’s kappa coefficient (Cohen
and others, 1960), shown in Table 3, were computed
both including all annotations (“with indefs”), and
disregarding sentences where at least one of the an-
notators marked the difference as indefinite (“with-
out indefs”) – we believe a disagreement in choos-
ing the better translation to be more severe than a
disagreement in deciding whether the difference in
quality of the translations allows to mark one as be-
ing better.

For both of the test sets, RUR+WORS+PARA sig-
nificantly outperforms both MCD and RUR base-
line, confirming that a combination of the proposed
modifications of the parser lead to its better perfor-
mance. Statistical significance of the results was

RUR+WORS+PARA with indefs without indefs
compared to IAA Kappa IAA Kappa
SMT output 77% 0.54 92% 0.74
MCD 79% 0.66 95% 0.90
RUR 75% 0.60 94% 0.85

Table 3: Inter-annotator agreement on WMT11 data set
translated by GOOGLE

confirmed by a one-sided pairwise t-test, with the
following differences ranking: RUR+WORS+PARA

better = 1, baseline better = -1, indefinite = 0.

6.3 Inspection of Parser Modification Benefits

For a better understanding of the benefits of using
our modified parser, we inspected a small number of
parse trees, produced by RUR+WORS+PARA, and
compared them to those produced by RUR.
In many cases, the changes introduced by
RUR+WORS+PARA were clearly positive. We
provide two representative examples below.

Subject Identification

Czech grammar requires the subject to be in nom-
inative case, but this constraint is often violated in
SMT output and a parser typically fails to identify
the subject correctly in such situations. By wors-
ening the training data, we make the parser more ro-
bust in this respect, as the worsening often switches
the case of the subject; by including parallel fea-
tures, especially the aligned dependency label fea-
ture, RUR+WORS+PARA parser can often identify
the subject as the node aligned to the source subject.
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Out of the differing sentences
Annotator Baseline Differing sentences RUR+WORS+PARA better baseline better indefinite

count percent count percent count percent
SMT output 422 301 71% 79 19% 42 10%

A MCD 211 120 57% 65 31% 26 12%
RUR 217 123 57% 64 29% 30 14%
SMT output 422 284 67% 69 16% 69 16%

B MCD 211 107 51% 56 26% 48 23%
RUR 217 118 54% 53 24% 46 21%

Table 4: Manual comparison of RUR+WORS+PARA with various baselines, on 1000 sentences from WMT11 data set
translated by GOOGLE, evaluated by two independent annotators.

Out of the differing sentences
Annotator Baseline Differing sentences RUR+WORS+PARA better baseline better indefinite

count percent count percent count percent
SMT output 420 270 64% 88 21% 62 15%

A MCD 188 86 45% 64 34% 38 20%
RUR 187 96 51% 57 30% 34 18%

Table 5: Manual comparison of RUR+WORS+PARA with various baselines, on 1000 sentences from WMT12 data set
translated by GOOGLE.

Governing Noun Identification

A parser for Czech typically relies on morpho-
logical agreement between an adjective and its gov-
erning noun (in morphological number, gender and
case), which is often violated in SMT output. Again,
RUR+WORS+PARA is more robust in this respect,
aligned edge existence now being the crucial feature
for the correct identification of this relation.

7 Conclusions and Future Work

We have studied two methods of improving the pars-
ing quality of Machine Translation outputs by pro-
viding additional information to the parser.

In Section 3, we propose a method of integrat-
ing additional information known at runtime, i.e.
the knowledge of the source sentence (source), from
which the sentence being parsed (SMT output) has
been translated. This knowledge is provided by
extending the parser feature set with new features
from the source sentence, projected through word-
alignment.

In Section 4, we introduce a method of utilizing
additional information known in the training phase,
namely the knowledge of the ways in which SMT
output differs from correct sentences. We provide

this knowledge to the parser by adjusting its training
data to model some of the errors frequently encoun-
tered in SMT output, i.e. incorrect inflection forms.

We have evaluated the usefulness of these two
methods by integrating them into the DEPFIX rule-
based MT output post-processing system (Mareček
et al., 2011), as MT output parsing is crucial for the
operation of this system. When used with our im-
proved parsing, the DEPFIX system showed better
performance both in automatic and manual evalua-
tion on outputs of several, including state-of-the-art,
MT systems.

We believe that the proposed methods of improv-
ing MT output parsing can be extended beyond their
current state. The parallel features used in our setup
are very few and very simple; it thus remains to
be examined whether more elaborate features could
help utilize the additional information contained in
the source sentence to a greater extent. Modeling
other types of SMT output inconsistencies in parser
training data is another possible step.

We also believe that the methods could be adapted
for use in other applications, e.g. automatic classifi-
cation of translation errors, confidence estimation or
multilingual question answering.
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Ondřej Bojar. 2011. Two-step translation with gram-
matical post-processing. In Chris Callison-Burch,
Philipp Koehn, Christof Monz, and Omar Zaidan, edi-
tors, Proceedings of the Sixth Workshop on Statistical
Machine Translation, pages 426–432, Edinburgh, UK.
Association for Computational Linguistics.

Ryan McDonald, Fernando Pereira, Kiril Ribarov, and
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Abstract
We present an unsupervised approach to esti-
mate the appropriate degree of contribution of
each semantic role type for semantic transla-
tion evaluation, yielding a semantic MT eval-
uation metric whose correlation with human
adequacy judgments is comparable to that of
recent supervised approaches but without the
high cost of a human-ranked training corpus.
Our new unsupervised estimation approach
is motivated by an analysis showing that the
weights learned from supervised training are
distributed in a similar fashion to the relative
frequencies of the semantic roles. Empiri-
cal results show that even without a training
corpus of human adequacy rankings against
which to optimize correlation, using instead
our relative frequency weighting scheme to
approximate the importance of each semantic
role type leads to a semantic MT evaluation
metric that correlates comparable with human
adequacy judgments to previous metrics that
require far more expensive human rankings of
adequacy over a training corpus. As a result,
the cost of semantic MT evaluation is greatly
reduced.

1 Introduction

In this paper we investigate an unsupervised ap-
proach to estimate the degree of contribution of each
semantic role type in semantic translation evalua-
tion in low cost without using a human-ranked train-
ing corpus but still yields a evaluation metric that
correlates comparably with human adequacy judg-
ments to that of recent supervised approaches as in
Lo and Wu (2011a, b, c). The new approach is
motivated by an analysis showing that the distri-
bution of the weights learned from the supervised

training is similar to the relative frequencies of the
occurrences of each semantic role in the reference
translation. We then introduce a relative frequency
weighting scheme to approximate the importance of
each semantic role type. With such simple weight-
ing scheme, the cost of evaluating translation of lan-
guages with fewer resources available is greatly re-
duced.

For the past decade, the task of measuring the per-
formance of MT systems has relied heavily on lex-
ical n-gram based MT evaluation metrics, such as
BLEU (Papineni et al., 2002), NIST (Doddington,
2002), METEOR (Banerjee and Lavie, 2005), PER
(Tillmann et al., 1997), CDER (Leusch et al., 2006)
and WER (Nießen et al., 2000) because of their sup-
port on fast and inexpensive evaluation. These met-
rics are good at ranking overall systems by averaging
their scores over the entire document. As MT sys-
tems improve, the focus of MT evaluation changes
from generally reflecting the quality of each system
to assisting error analysis on each MT output in de-
tail. The failure of such metrics in evaluating trans-
lation quality on sentence level are becoming more
apparent. Though containing roughly the correct
words, the MT output as a whole sentence is still
quite incomprehensible and fails to express mean-
ing that is close to the input. Lexical n-gram based
evaluation metrics are surface-oriented and do not
do so well at ranking translations according to ad-
equacy and are particularly poor at reflecting sig-
nificant translation quality improvements on more
meaningful word sense or semantic frame choices
which human judges can indicate clearly. Callison-
Burch et al. (2006) and Koehn and Monz (2006)
even reported cases where BLEU strongly disagrees
with human judgment on translation quality.
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Liu and Gildea (2005) proposed STM, a struc-
tural approach based on syntax to addresses the fail-
ure of lexical similarity based metrics in evaluating
translation grammaticality. However, a grammatical
translation can achieve a high syntax-based score but
still contains meaning errors arising from confusion
of semantic roles. On the other hand, despite the
fact that non-automatic, manually evaluations, such
as HTER (Snover et al., 2006), are more adequacy
oriented and show a high correlation with human ad-
equacy judgment, the high labor cost prohibits their
widespread use. There was also work on explicitly
evaluating MT adequacy with aggregated linguistic
features (Giménez and Màrquez, 2007, 2008) and
textual entailment (Pado et al., 2009).

In the work of Lo and Wu (2011a), MEANT
and its human variants HMEANT were introduced
and empirical experimental results showed that
HMEANT, which can be driven by low-cost mono-
lingual semantic roles annotators with high inter-
annotator agreement, correlates as well as HTER
and far superior than BLEU and other surfaced ori-
ented evaluation metrics. Along with additional im-
provements to the MEANT family of metrics, Lo
and Wu (2011b) detailed the studies of the impact of
each individual semantic role to the metric’s corre-
lation with human adequacy judgments. Lo and Wu
(2011c) further discussed that with a proper weight-
ing scheme of semantic frame in a sentence, struc-
tured semantic role representation is more accurate
and intuitive than flattened role representation for se-
mantic MT evaluation metrics.

The recent trend of incorporating more linguistic
features into MT evaluation metrics raise the dis-
cussion on the appropriate approach in weighting
and combining them. ULC (Giménez and Màrquez,
2007, 2008) uses uniform weights to aggregate lin-
guistic features. This approach does not capture the
importance of each feature to the overall translation
quality to the MT output. One obvious example of
different semantic roles contribute differently to the
overall meaning is that readers usually accept trans-
lations with errors in adjunct arguments as a valid
translation but not those with errors in core argu-
ments. Unlike ULC, Liu and Gildea (2007); Lo and
Wu (2011a) approach the weight estimation prob-
lem by maximum correlation training which directly
optimize the correlation with human adequacy judg-

Figure 1: HMEANT structured role representation with a
weighting scheme reflecting the degree of contribution of
each semantic role type to the semantic frame. (Lo and
Wu, 2011a,b,c).

ments. However, the shortcomings of this approach
is that it requires a human-ranked training corpus
which is expensive, especially for languages with
limited resource.

We argue in this paper that for semantic MT eval-
uation, the importance of each semantic role type
can easily be estimated using a simple unsupervised
approach which leverage the relative frequencies of
the semantic roles appeared in the reference transla-
tion. Our proposed weighting scheme is motivated
by an analysis showing that the weights learned
from supervised training are distributed in a similar
fashion to the relative frequencies of the semantic
roles. Our results show that the semantic MT eval-
uation metric using the relative frequency weight-
ing scheme to approximate the importance of each
semantic role type correlates comparably with hu-
man adequacy judgments to previous metrics that
use maximum correlation training, which requires
expensive human rankings of adequacy over a train-
ing corpus. Therefore, the cost of semantic MT eval-
uation is greatly reduced.

2 Semantic MT evaluation metrics

Adopting the principle that a good translation is one
from which human readers may successfully un-
derstand at least the basic event structure-“who did
what to whom, when, where and why” (Pradhan et
al., 2004)-which represents the most essential mean-
ing of the source utterances, Lo and Wu (2011a,b,c)
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proposed HMEANT to evaluate translation utility
based on semantic frames reconstructed by human
reader of machine translation output. Monolingual
(or bilingual) annotators must label the semantic
roles in both the reference and machine translations,
and then to align the semantic predicates and role
fillers in the MT output to the reference translations.
These annotations allow HMEANT to then look at
the aligned role fillers, and aggregate the transla-
tion accuracy for each role. In the spirit of Oc-
cam’s razor and representational transparency, the
HMEANT score is defined simply in terms of a
weighted f-score over these aligned predicates and
role fillers. More precisely, HMEANT is defined as
follows:

1. Human annotators annotate the shallow seman-
tic structures of both the references and MT
output.

2. Human judges align the semantic frames be-
tween the references and MT output by judging
the correctness of the predicates.

3. For each pair of aligned semantic frames,

(a) Human judges determine the translation
correctness of the semantic role fillers.

(b) Human judges align the semantic role
fillers between the reference and MT out-
put according to the correctness of the se-
mantic role fillers.

4. Compute the weighted f-score over the match-
ing role labels of these aligned predicates and
role fillers.

mi ≡
#tokens filled in frame i of MT

total #tokens in MT

ri ≡
#tokens filled in frame i of REF

total #tokens in REF

Mi, j ≡ total # ARG j of PRED i in MT

Ri, j ≡ total # ARG j of PRED i in REF

Ci, j ≡ # correct ARG j of PRED i in MT

Pi, j ≡ # partially correct ARG j of PRED i in MT

precision =
∑i mi

wpred+∑ j w j(Ci, j+wpartialPi, j)

wpred+∑ j w jMi, j

∑i mi

recall =
∑i ri

wpred+∑ j w j(Ci, j+wpartialPi, j)

wpred+∑ j w jRi, j

∑i ri

HMEANT =
2∗precision∗ recall

precision+ recall

where mi and ri are the weights for frame,i, in the
MT/REF respectively. These weights estimate the
degree of contribution of each frame to the overall
meaning of the sentence. Mi, j and Ri, j are the to-
tal counts of argument of type j in frame i in the
MT/REF respectively. Ci, j and Pi, j are the count of
the correctly and partial correctly translated argu-
ment of type j in frame i in the MT. wpred is the
weight for the predicate and wj is the weights for the
arguments of type j. These weights estimate the de-
gree of contribution of different types of semantic
roles to the overall meaning of the semantic frame
they attached to. The frame precision/recall is the
weighted sum of the number of correctly translated
roles in a frame normalized by the weighted sum
of the total number of all roles in that frame in the
MT/REF respectively. The sentence precision/recall
is the weighted sum of the frame precision/recall for
all frames normalized by the weighted sum of the to-
tal number of frames in MT/REF respectively. Fig-
ure 1 shows the internal structure of HMEANT.

In the work of Lo and Wu (2011b), the correla-
tion of all individual roles with the human adequacy
judgments were found to be non-negative. There-
fore, grid search was used to estimate the weights
of each roles by optimizing the correlation with hu-
man adequacy judgments. This approach requires
an expensive human-ranked training corpus which
may not be available for languages with sparse re-
sources.Unlike the supervised training approach, our
proposed relative frequency weighting scheme does
not require additional resource other than the SRL
annotated reference translation.

3 Which roles contribute more in the
semantic MT evaluation metric?

We begin with an investigation that suggests that the
relative frequency of each semantic role (which can
be estimated in unsupervised fashion without human
rankings) approximates fairly closely its importance
as determined by previous supervised optimization
approaches. Since there is no ground truth on which
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Role Deviation (GALE-A) Deviation (GALE-B) Deviation (WMT12)
Agent -0.09 -0.05 0.03
Experiencer 0.23 0.05 0.02
Benefactive 0.02 0.04 -0.01
Temporal 0.11 0.08 0.03
Locative -0.05 -0.05 -0.07
Purpose -0.01 0.03 -0.01
Manner -0.01 0.00 -0.01
Extent -0.02 0.00 -0.01
Modal — 0.04 0.01
Negation — 0.01 -0.01
Other -0.12 0.05 -0.01

Table 1: Deviation of relative frequency from optimized weight of each semantic role in GALE-A, GALE-B and
WMT12

semantic role contribute more to the overall meaning
in a sentence for semantic MT evaluation, we first
show that the unsupervised estimation are close to
the weights obtained from the supervised maximum
correlation training on a human-ranked MT evalua-
tion corpus. More precisely, the weight estimation
function is defined as follows:

c j ≡ # count of ARG j in REF of the test set

w j =
c j

∑ j c j

3.1 Experimental setup
For our benchmark comparison, the evaluation data
for our experiment is the same two sets of sentences,
GALE-A and GALE-B that were used in Lo and Wu
(2011b). The translation in GALE-A is SRL an-
notated with 9 semantic role types, while those in
GALE-B are SRL annotated with 11 semantic role
types (segregating the modal and the negation roles
from the other role).

To validate whether or not our hypothesis is lan-
guage independent, we also construct an evalua-
tion data set by randomly selecting 50 sentences
from WMT12 English to Czech (WMT12) transla-
tion task test corpus, in which 5 systems (out of
13 participating systems) were randomly picked for
translation adequacy ranking by human readers. In
total, 85 sets of translations (with translations from
some source sentences appear more than once in dif-
ferent sets) were ranked. The translation in WMT12

are also SRL annotated with the tag set as GALE-B,
i.e., 11 semantic role types.

The weights wpred, w j and wpartial were estimated
using grid search to optimize the correlation against
human adequacy judgments.

3.2 Results

Inspecting the distribution of the trained weights and
the relative frequencies from all three data sets, as
shown in table 1, we see that the overall pattern of
weights from unsupervised estimation has a fairly
small deviation from the those learned via super-
vised optimization. To visualize more clearly the
overall pattern of the weights from the two estima-
tion methods, we show the deviation of the unsuper-
vised estimation from the supervised estimation. A
deviation of 0 for all roles would mean that unsu-
pervised and supervised estimation produce exactly
identical weights. If the unsupervised estimation is
higher than the supervised estimation, the deviation
will be positive and vice versa.

What we see is that in almost all cases, the de-
viation between the trained weight and the relative
frequency of each role is always within the range [-
0.1, 0.1].

Closer inspection also reveals the following more
detailed patterns:

• The weight of the less frequent adjunct argu-
ments (e.g. purpose, manner, extent, modal and
negation) from the unsupervised estimation is
highly similar to that learned from the super-

52



PRED estimation Deviation (GALE-A) Deviation (GALE-B) Deviation (WMT12)
Method (i) 0.16 0.16 0.31
Method (ii) 0.02 0.01 0.01

Table 2: Deviation from optimized weight in GALE-A, GALE-B and WMT12 of the predicate’s weight as estimated
by (i) frequency of predicates in frames, relative to predicates and arguments; and (ii) one-fourth of agent’s weight.

vised maximum correlation training.

• The unsupervised estimation usually gives a
higher weight to the temporal role than the su-
pervised training would.

• The unsupervised estimation usually gives a
lower weight to the locative role than the super-
vised training would but the two weights from
the two approach are still high similar to each
other, yielding a deviation within the range of
[-0.07, 0.07].

• There is an obvious outlier found in GALE-A
where the deviation of the relative frequency
from the optimized weight is unusually high.
This suggests that the optimized weights in
GALE-A may be at the risk of over-fitting the
training data.

4 Estimating the weight for the predicate

The remaining question left to be investigated
is how we are to estimate the importance of the
predicate in an unsupervised approach. One obvious
approach is to treat the predicate the same way as
the arguments. That is, just like with arguments,
we could weight predicates by the relative fre-
quency of how often predicates occur in semantic
frames. However, this does not seem well motivated
since predicates are fundamentally different from
arguments: by definition, every semantic frame is
defined by one predicate, and arguments are defined
relative to the predicate.

On the other hand, inspecting the weights on the
predicate obtained from the supervised maximum
correlation training, we find that the weight of the
predicate is usually around one-fourth of the weight
of the agent role. More precisely, the two weight
estimation functions are defined as follows:

cpred ≡ # count of PRED in REF of the test set

Method (i) =
cpred

cpred +∑ j c j

Method (ii) = 0.25 ·wagent

We now show that the supervised estimation of
the predicate’s weight is closely approximated by
unsupervised estimation.

4.1 Experimental setup
The experimental setup is the same as that used in
section 3.

4.2 Results
The results in table 2 show that the trained weight
of the predicate and its unsupervised estimation of
one-fourth of the agent role’s weight are highly sim-
ilar to each other. In all three data sets, the devia-
tion between the trained weight and the heuristic of
one-fourth of the agent’s weight is always within the
range [0.1, 0.2].

On the other hand, treating the predicate the same
as arguments by estimating the unsupervised weight
using relative frequency largely over-estimates and
has a large deviation from the weight learned from
supervised estimation.

5 Semantic MT evaluation using
unsupervised weight estimates

Having seen that the weights of the predicate and
semantic roles estimated by the unsupervised ap-
proach fairly closely approximate those learned
from the supervised approach, we now show that the
unsupervised approach leads to a semantic MT eval-
uation metric that correlates comparably with hu-
man adequacy judgments to one that is trained on
a far more expensive human-ranked training corpus.

5.1 Experimental setup
Following the benchmark assessment in NIST Met-
ricsMaTr 2010 (Callison-Burch et al., 2010), we as-
sess the performance of the semantic MT evaluation
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Metrics GALE-A GALE-B WMT12
HMEANT (supervised) 0.49 0.27 0.29
HMEANT (unsupervised) 0.42 0.23 0.20
NIST 0.29 0.09 0.12
METEOR 0.20 0.21 0.22
TER 0.20 0.10 0.12
PER 0.20 0.07 0.02
BLEU 0.20 0.12 0.01
CDER 0.12 0.10 0.14
WER 0.10 0.11 0.17

Table 3: Average sentence-level correlation with human adequacy judgments of HMEANT using supervised and
unsupervised weight scheme on GALE-A, GALE-B and WMT12, (with baseline comparison of commonly used
automatic MT evaluation metric.

metric at the sentence level using Kendall’s rank
correlation coefficient which evaluate the correla-
tion of the proposed metric with human judgments
on translation adequacy ranking. A higher the value
for indicates a higher similarity to the ranking by
the evaluation metric to the human judgment. The
range of possible values of correlation coefficient is
[-1,1], where 1 means the systems are ranked in the
same order as the human judgment and -1 means the
systems are ranked in the reverse order as the hu-
man judgment. For GALE-A and GALE-B, the hu-
man judgment on adequacy was obtained by show-
ing all three MT outputs together with the Chinese
source input to a human reader. The human reader
was instructed to order the sentences from the three
MT systems according to the accuracy of meaning in
the translations. For WMT12, the human adequacy
judgments are provided by the organizers.

The rest of the experimental setup is the same as
that used in section 3.

5.2 Results

Table 3 shows that HMEANT with the proposed un-
supervised semantic role weighting scheme corre-
late comparably with human adequacy judgments to
that optimized with a more expensive human-ranked
training corpus, and, outperforms all other com-
monly used automatic metrics (except for METEOR
in Czech). The results from GALE-A, GALE-B and
WMT12 are consistent. These encouraging results
show that semantic MT evaluation metric could be
widely applicable to languages other than English.

6 Conclusion

We presented a simple, easy to implement yet well-
motivated weighting scheme for HMEANT to esti-
mate the importance of each semantic role in eval-
uating the translation adequacy. Unlike the previ-
ous metrics, the proposed metric does not require
an expensive human-ranked training corpus and still
outperforms all other commonly used automatic MT
evaluation metrics. Interestingly, the distribution of
the optimal weights obtained by maximum correla-
tion training, is similar to the relative frequency of
occurrence of each semantic role type in the refer-
ence translation. HMEANT with the new weight-
ing scheme showed consistent results across differ-
ent language pairs and across different corpora in
the same language pair. With the proposed weight-
ing scheme, the semantic MT evaluation metric is
ready to be used off-the-shelf without depending on
a human-ranked training corpus. We believe that our
current work reduces the barrier for semantic MT
evaluation for resource scarce languages sufficiently
so that semantic MT evaluation can be applied to
most other languages.

Acknowledgments

We would like to thank Ondřej Bojar and all the
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Abstract

In Statistical Machine Translation, reorder-
ing rules have proved useful in extracting
bilingual phrases and in decoding during
translation between languages that are struc-
turally different. Linguistically motivated
rules have been incorporated into Chinese-
to-English (Wang et al., 2007) and English-
to-Japanese (Isozaki et al., 2010b) transla-
tion with significant gains to the statistical
translation system. Here, we carry out a lin-
guistic analysis of the Chinese-to-Japanese
translation problem and propose one of the
first reordering rules for this language pair.
Experimental results show substantially im-
provements (from20.70 to 23.17 BLEU)
when head-finalization rules based on HPSG
parses are used, and further gains (to24.14

BLEU) were obtained using more refined
rules.

1 Introduction

In state-of-the-art Statistical Machine Translation
(SMT) systems, bilingual phrases are the main
building blocks for constructing a translation given
a sentence from a source language. To extract
those bilingual phrases from a parallel corpus,
the first step is to discover the implicit word-
to-word correspondences between bilingual sen-
tences (Brown et al., 1993). Then, a symmetriza-
tion matrix is built (Och and Ney, 2004) by us-
ing word-to-word alignments, and a wide variety

∗Now at Baidu Japan Inc.
† Now at Nara Institute of Science and Technology

(NAIST)

of heuristics can be used to extract the bilingual
phrases (Zens et al., 2002; Koehn et al., 2003).

This method performs relatively well when the
source and the target languages have similar word
order, as in the case of French, Spanish, and En-
glish. However, when translating between lan-
guages with very different structures, as in the case
of English and Japanese, or Japanese and Chinese,
the quality of extracted bilingual phrases and the
overall translation quality diminishes.

In the latter scenario, a simple but effective strat-
egy to cope with this problem is to reorder the
words of sentences in one language so that it re-
sembles the word order of another language (Wu
et al., 2011; Isozaki et al., 2010b). The advan-
tages of this strategy are two fold. The first ad-
vantage is at the decoding stage, since it enables
the translation to be constructed almost monoton-
ically. The second advantage is at the training
stage, since automatically estimated word-to-word
alignments are likely to be more accurate and sym-
metrization matrices reveal more evident bilingual
phrases, leading to the extraction of better quality
bilingual phrases and cleaner phrase tables.

In this work, we focus on Chinese-to-Japanese
translation, motivated by the increasing interaction
between these two countries and the need to im-
prove direct machine translation without using a
pivot language. Despite the countries’ close cul-
tural relationship, their languages significantly dif-
fer in terms of syntax, which poses a severe diffi-
culty in statistical machine translation. The syntac-
tic relationship of this language pair has not been
carefully studied before in the machine translation
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field, and our work aims to contribute in this direc-
tion as follows:

• We present a detailed syntactic analysis of
several reordering issues in Chinese-Japanese
translation using the information provided by
an HPSG-based deep parser.

• We introduce novel reordering rules based on
head-finalization and linguistically inspired
refinements to make words in Chinese sen-
tences resemble Japanese word order. We em-
pirically show its effectiveness (e.g.20.70 to
24.23 BLEU improvement).

The paper is structured as follows. Section 2 in-
troduces the background and gives an overview of
similar techniques related to this work. Section 3
describes the proposed method in detail. Exper-
imental evaluation of the performance of the pro-
posed method is described in section 4. There is an
error analysis on the obtained results in section 5.
Conclusions and a short description on future work
derived from this research are given in the final
section.

2 Background

2.1 Head Finalization

The structure of languages can be characterized
by phrase structures. The head of a phrase is the
word that determines the syntactic category of the
phrase, and its modifiers (also called dependents)
are the rest of the words within the phrase. In En-
glish, the head of a phrase can be usually found
before its modifiers. For that reason, English is
called a head-initial language (Cook and Newson,
1988). Japanese, on the other hand, is head-final
language (Fukui, 1992), since the head of a phrase
always appears after its modifiers.

In certain applications, as in the case of ma-
chine translation, word reordering can be a promis-
ing strategy to ease the task when working with
languages with different phrase structures like En-
glish and Japanese. Head Finalization is a success-
ful syntax-based reordering method designed to re-
order sentences from a head-initial language to re-
semble the word order in sentences from a head-
final language (Isozaki et al., 2010b). The essence

of this rule is to move the syntactic heads to the
end of its dependency by swapping child nodes in
a phrase structure tree when the head child appears
before the dependent child.

Isozaki et al. (2010b) proposed a simple method
of Head Finalization, by using an HPSG-based
deep parser for English (Miyao and Tsujii, 2008)
to obtain phrase structures and head information.
The score results from several mainstream evalua-
tion methods indicated that the translation quality
had been improved; the scores of Word Error Rate
(WER) and Translation Edit Rate (TER) (Snover
et al., 2006) had especially been greatly reduced.

2.2 Chinese Deep Parsing

Syntax-based reordering methods need parsed sen-
tences as input. Isozaki et al. (2010b) usedEnju,
an HPSG-based deep parser for English, but they
also discussed using other types of parsers, such
as word dependency parsers and Penn Treebank-
style parsers. However, to use word dependency
parsers, they needed an additional heuristic rule to
recover phrase structures, and Penn Treebank-style
parsers are problematic because they output flat
phrase structures (i.e. a phrase may have multiple
dependents, which causes a problem of reorder-
ing within a phrase). Consequently, compared to
different types of parsers,Head-Final English per-
forms the best on the basis of English Enju’s pars-
ing result.

In this paper, we follow their observation, and
use the HPSG-based parser for Chinese (Chinese
Enju) (Yu et al., 2011) for Chinese syntactic pars-
ing. Since Chinese Enju is based on the same pars-
ing model as English Enju, it provides rich syn-
tactic information including phrase structures and
syntactic/semantic heads.

Figure 1 shows an example of an XML output
from Chinese Enju for the sentence “wo (I) qu (go
to) dongjing (Tokyo) he (and)jingdu (Ky-
oto).” The label<cons> and<tok> represent
the non-terminal nodes and terminal nodes, respec-
tively. Each node is identified by a unique “id”
and has several attributes. The attribute “head”
indicates which child node is the syntactic head.
In this figure,<head=“c4” id=“c3” > means that
the node that hasid=“c4” is the syntactic head of
the node that hasid=“c3” .
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Figure 1: An XML output for a Chinese sentence from
Chinese Enju. For clarity, we only draw information
related to the phrase structure and the heads.

2.3 Related Work

Reordering is a popular strategy for improving
machine translation quality when source and tar-
get languages are structurally very different. Re-
searchers have approached the reordering problem
in multiple ways. The most basic idea is pre-
ordering (Xia and McCord, 2004; Collins et al.,
2005), that is, to do reordering during preprocess-
ing time, where the source side of the training and
development data and sentences from a source lan-
guage that have to be translated are first reordered
to ease the training and the translation, respec-
tively. In (Xu et al., 2009), authors used a depen-
dency parser to introduce manually created pre-
ordering rules to reorder English sentences when
translating into five different SOV(Subject-Object-
Verb) languages. Other authors (Genzel, 2010; Wu
et al., 2011) use automatically generated rules in-
duced from parallel data. Tillmann (2004) used a
lexical reordering model, and Galley et al. (2004)
followed a syntactic-based model.

In this work, however, we are centered in the
design of manual rules inspired by the Head Final-
ization (HF) reordering (Isozaki et al., 2010b). HF
reordering is one of the simplest methods for pre-
ordering that significantly improves word align-
ments and leads to a better translation quality. Al-

though the method is limited to translation where
the target language is head-final, it requires neither
training data nor fine-tuning. To our knowledge,
HF is the best method to reorder languages when
translating into head-final languages like Japanese.

The implementation of HF method for English-
to-Japanese translation appears to work well. A
reasonable explanation for this is the close match
between the concept of “head” in this language
pair. However, for Chinese-to-Japanese, there are
differences in the definitions of numbers of impor-
tant syntactic concepts, including the definition of
the syntactic head. We concluded that the diffi-
culties we encountered in using HF to Chinese-to-
Japanese translation were the result of these differ-
ences in the definition of “head”. As we believe
that such differences are also likely to be observed
in other language pairs, the present work is gener-
ally important for head-initial to head-final trans-
lation as it shows a systematic linguistic analysis
that consistently improves the effectivity of the HF
method.

3 Syntax-based Reordering Rules

This section describes our method for syntax-
based reordering for Chinese-to-Japanese transla-
tion. We start by introducing Head Finalization
for Chinese (HFC), which is a simple adaptation
of Isozaki et al. (2010b)’s method for English-to-
Japanese translation. However, we found that this
simple method has problems when applied to Chi-
nese, due to peculiarities in Chinese syntax. In
Section 3.2, we analyze several distinctive cases of
the problem in detail. And following this analysis,
Section 3.3 proposes a refinement of the original
HFC, with a couple of exception rules for reorder-
ing.

3.1 Head Finalization for Chinese (HFC)

Since Chinese and English are both known to be
head-initial languages1, the reordering rule intro-
duced in (Isozaki et al., 2010b) ideally would re-
order Chinese sentences to follow the word order

1As Gao (2008) summarized, whether Chinese is a head-
initial or a head-final language is open for debate. Neverthe-
less, we take the view that most Chinese sentence structures
are head-initial since the written form of Chinese mainly be-
haves as an head-initial language.
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Figure 2: Simple example for Head-Final Chinese. The left figure shows the parsing tree of the original sentence
and its English translation. The right figure shows the reordered sentence along with its Japanese translation.
( “*” indicate the syntactic head).

of their Japanese counterparts.
Figure 2 shows an example of a head finalized

Chinese sentence based on the output from Chi-
nese Enju shown in Figure 1. Notice that the
coordination exception rule described in (Isozaki
et al., 2010b) also applies to Chinese reordering.
This exception rule says that child nodes are not
swapped if the node is a coordination2. Another
exception rule is for punctuation symbols, which
are also preserved in their original order. In this
case, as can be seen in the example in Figure 2, the
nodes ofc3, c6, andc8had not been swapped with
their dependency. In this account, only the verb
“qu” had been moved to the end of the sentence,
following the same word order as its Japanese
translation.

3.2 Discrepancies in Head Definition

Head Finalization relies on the idea that head-
dependent relations are largely consistent among
different languages while word orders are differ-
ent. However, in Chinese, there has been much
debate on the definition of head3, possibly because
Chinese has fewer surface syntactic features than
other languages like English and Japanese. This
causes some discrepancies between the definitions

2Coordination is easily detected in the output of
Enju; it is marked by the attributesxcat="COOD" or
schema="coord-left/right" as shown in Figure 1.

3In this paper, we only consider the syntactic head.

of the head in Chinese and Japanese, which leads
to undesirable reordering of Chinese sentences.
Specifically, in preliminary experiments we ob-
served unexpected reorderings that are caused by
the differences in the head definitions, which we
describe below.

3.2.1 Aspect Particle

Although Chinese has no syntactic tense marker,
three aspect particles following verbs can be used
to identify the tense semantically. They are “le0”
(did), “zhe0” (doing), and “guo4” (done), and
their counterparts in Japanese are “ta”, “ teiru”,
and “ta”, respectively. Both the first word and
third word can represent the past tense, but the
third one is more often used in the past perfect.

The Chinese parser4 treated aspect particles as
dependents of verbs, whereas their Japanese coun-
terparts are identified as the head. For exam-
ple in Table 15, “qu” (go) and “guo” (done)
aligned with “i” and “tta”, respectively. How-
ever, since “guo” is treated as a dependent of
“qu”, by directly implementing the Head Final
Chinese (HFC), the sentence will be reordered like

4The discussions in this section presuppose the syntactic
analysis done by Chinese Enju, but most of the analysis is
consistent with the common explanation for Chinese syntax.

5English translation (En); Chinese original sentence
(Ch); reordered Chinese by Head-Final Chinese (HFC); re-
ordered Chinese by Refined Head-Final Chinese (R-HFC)
and Japanese translation (Ja).

60



HFC in Table 1, which does not follow the word
order of the Japanese (Ja) translation. In contrast,
the reordered sentence from refined-HFC (R-HFC)
can be translated monotonically.

En I have been to Tokyo.
Ch wo qu guo dongjing.

HFC wo dongjingguo qu.
R-HFC wo dongjingqu guo.

Ja watashi (wa) Tokyo (ni)i tta .

Table 1: An example for Aspect Particle. Best word
alignment Ja-Ch (En): “watashi” – “wo”(I); “Tokyo” –
“dongjing” (Tokyo); “i” – “qu” (been); “tta” – “guo”
(have).

3.2.2 Adverbial Modifier ‘bu4’

Both in Chinese and Japanese, verb phrase mod-
ifiers typically occur in pre-verbal positions, espe-
cially when the modifiers are adverbs. Since ad-
verbial modifiers are dependents in both Chinese
and Japanese, head finalization works perfectly for
them. However, there is an exceptional adverb,
“bu4”, which means negation and is usually trans-
lated into “nai”, which is always at the end of the
sentence in Japanese and thus is the head. For ex-
ample in Table 2, the word “kan” (watch) will be
identified as the head and the word “bu” is its de-
pendent; on the contrary, in the Japanese transla-
tion (Ja), the word “nai”, which is aligned with
“bu”, will be identified as the head. Therefore,
the Head Final Chinese is not in the same order,
but the reordered sentence by R-HFC obtained the
same order with the Japanese translation.

En I do not watch TV.
Ch wo bu kan dianshi.

HFC wo dianshibu kan.
R-HFC wo dianshikan bu.

Ja watashi (wa) terebi (wo)mi nai.

Table 2: An example for Adverbial Modifierbu4.
Best word alignment Ja-Ch (En): “watashi” – “wo” (I);
“terebi” – “dianshi” (TV); “mi” – “kan” (watch); “nai”
– “bu” (do not).

3.2.3 Sentence-final Particle

Sentence-final particles often appear at the end
of a sentence to express a speaker’s attitude:
e.g. “ba0, a0” in Chinese, and “naa, nee” in
Japanese. Although they appear in the same posi-
tion in both Chinese and Japanese, in accordance
with the differences of head definition, they are
identified as the dependent in Chinese while they
are the head in Japanese. For example in Table 3,
since “a0” was identified as the dependent, it had
been reordered to the beginning of the sentence
while its Japanese translation “nee” is at the end
of the sentence as the head. Likewise, by refining
the HFC, we can improve the word alignment.

En It is good weather.
Ch tianqi zhenhaoa.

HFC a tianqi zhenhao.
R-HFC tianqi zhenhaoa.

Ja ii tennki desunee.

Table 3: An example for Sentence-final Particle.
Best word alignment Ja-Ch (En): “tennki” – “tianqi”
(weather); “ii” – “zhenhao” (good); “nee” – “a’ (None).

3.2.4 Et cetera

In Chinese, there are two expressions for rep-
resenting the meaning of “and other things” with
one Chinese character: “deng3” and “deng3
deng3”, which are both identified as dependent
of a noun. In contrast, in Japanese, “nado” is al-
ways the head because it appears as the right-most
word in a noun phrase. Table 4 shows an example.

En Fruits include apples, etc.
Ch shuiguo baokuo pingguodeng.

HFC shuiguodengpingguo baokuo.
R-HFC shuiguo pingguodengbaokuo.

Ja kudamono (wa) ringonado (wo)
fukunde iru.

Table 4: An example for Et cetera. Best word alignment
Ja-Ch (En): “kudamono” – “shuiguo” (Fruits); “ringo”
– “pingguo” (apples); “nado” – “deng” (etc.); “fukunde
iru” – “baokuo” (include).
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AS Aspect particle
SP Sentence-final particle
ETC et cetera (i.e. deng3 anddeng3 deng3)
IJ Interjection
PU Punctuation
CC Coordinating conjunction

Table 5: The list of POSs for exception reordering rules

3.3 Refinement of HFC

In the preceding sections, we have discussed syn-
tactic constructions that cause wrong application
of Head Finalization to Chinese sentences. Fol-
lowing the observations, we propose a method to
improve the original Head Finalization reordering
rule to obtain better alignment with Japanese.

The idea is simple: we define a list of POSs,
and when we find one of them as a dependent
child of the node, we do not apply reordering. Ta-
ble 5 shows the list of POSs we define in the cur-
rent implementation6. While interjections are not
discussed in detail, we should obviously not re-
order to interjections because they are position-
independent. The rules for PU and CC are ba-
sically equivalent to the exception rules proposed
by (Isozaki et al., 2010b).

4 Experiments

The corpus we used as training data comes
from the China Workshop on Machine Transla-
tion (CWMT) (Zhao et al., 2011). This is a
Japanese-Chinese parallel corpus in the news do-
main, containing281, 322 sentence pairs. We also
collected another Japanese-Chinese parallel cor-
pus from news containing529, 769 sentences and
merged it with the CWMT corpus to create an ex-
tended version of the CWMT corpus. We will re-
fer to this corpus as “CWMT ext.” We split an in-
verted multi-reference set into a development and a
test set containing1, 000 sentences each. In these
two sets, the Chinese input was different, but the
Japanese reference was identical. We think that
this split does not pose any severe problem to the
comparison fairness of the experiment, since no
new phrases are added during tuning and the ex-
perimental conditions remain equal for all tested

6The POSs are from Penn Chinese Treebank.

Ch Ja

CWMT

Sentences 282K
Run. words 2.5M 3.2M
Avg. sent. leng. 8.8 11.5
Vocabulary 102K 42K

CWMT ext.

Sentences 811K
Run. words 14.7M 17M
Avg. sent. leng. 18.1 20.9
Vocabulary 249K 95K

Dev.

Sentences 1000
Run. words 29.9K 35.7K
Avg. sent. leng. 29.9 35.7
OoV w.r.t. CWMT 485 106
OoV w.r.t. CWMT ext. 244 53

Test

Sentences 1000
Run. words 25.8K 35.7K
Avg. sent. leng. 25.8 35.7
OoV w.r.t. CWMT 456 106
OoV w.r.t. CWMT ext. 228 53

Table 6: Characteristics of CWMT and extended
CWMT Chinese-Japanese corpus. Dev. stands for De-
velopment, OoV for “Out of Vocabulary” words, K for
thousands of elements, and M for millions of elements.
Data statistics were collected after tokenizing.

methods. Detailed Corpus statistics can be found
in Table 6.

To parse Chinese sentences, we used Chinese
Enju (Yu et al., 2010), an HPSG-based parser
trained with the Chinese HPSG treebank converted
from Penn Chinese Treebank. Chinese Enju re-
quires segmented and POS-tagged sentences to
do parsing. We used the Stanford Chinese seg-
menter (Chang et al., 2008) and Stanford POS-
tagger (Toutanova et al., 2003) to obtain the seg-
mentation and POS-tagging of the Chinese side of
the training, development, and test sets.

The baseline system was trained following
the instructions of recent SMT evaluation cam-
paigns (Callison-Burch et al., 2010) by using the
MT toolkit Moses (Koehn et al., 2007) in its de-
fault configuration. Phrase pairs were extracted
from symmetrized word alignments and distor-
tions generated by GIZA++ (Och and Ney, 2003)
using the combination of heuristics “grow-diag-
final-and” and “msd-bidirectional-fe”. The lan-
guage model was a 5-gram language model es-
timated on the target side of the parallel cor-
pora by using the modified Kneser-Ney smooth-
ing (Chen and Goodman, 1999) implemented in
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the SRILM (Stolcke, 2002) toolkit. The weights
of the log-linear combination of feature functions
were estimated by using MERT (Och, 2003) on the
development set described in Table 6.

The effectiveness of the reorderings proposed
in Section 3.3 was assessed by using two preci-
sion metrics and two error metrics on translation
quality. The first evaluation metric is BLEU (Pap-
ineni et al., 2002), a very common accuracy metric
in SMT that measuresN -gram precision, with a
penalty for too short sentences. The second eval-
uation metric was RIBES (Isozaki et al., 2010a), a
recent precision metric used to evaluate translation
quality between structurally different languages. It
uses notions on rank correlation coefficients and
precision measures. The third evaluation metric is
TER (Snover et al., 2006), another error metric that
computes the minimum number of edits required
to convert translated sentences into its correspond-
ing references. Possible edits include insertion,
deletion, substitution of single words, and shifts of
word sequences. The fourth evaluation metric is
WER, an error metric inspired in the Levenshtein
distance at word level. BLEU, WER, and TER
were used to provide a sense of comparison but
they do not significantly penalize long-range word
order errors. For this reason, RIBES was used to
account for this aspect of translation quality.

The baseline system was trained and tuned us-
ing the same configuration setup described in this
section, but no reordering rule was implemented at
the preprocessing stage.

Three systems have been run to translate the test
set for comparison when the systems were trained
using the two training data sets. They are the
baseline system, the system consisting in the naı̈ve
implementation of HF reordering, and the system
with refined HFC reordering rules. Assessment of
translation quality can be found in Table 7.

As can be observed in Table 7, the translation
quality, as measured by precision and error met-
rics, was consistently and significantly increased
when the HFC reordering rule was used and was
significantly improved further when the refinement
proposed in this work was used. Specifically, the
BLEU score increased from19.94 to 20.79 when
the CWMT corpus was used, and from23.17 to
24.14 when the extended CWMT corpus was used.

AS SP ETC IJ PU COOD
3.8% 0.8% 1.3% 0.0%* 21.0% 38.3%

Table 8: Weighted recall of each exception rule during
reordering on CWMT ext. training data, dev data, and
test data. (* actual value 0.0016%.)

Table 8 shows the recall of each exception rule
listed in Section 3, and was computed by counting
the times an exception rule was triggered divided
by the number of times the head finalization rule
applied. Data was collected for CWMT ext. train-
ing, dev and test sets. Although the exception rules
related to aspect particles,Et cetera, sentence-final
particles and interjections have a comparatively
lower frequency of application than punctuation
or coordination exception rules, the improvements
they led to are significant.

5 Error Analysis

In Section 3 we have analyzed syntactic differ-
ences between Chinese and Japanese that led to
the design of an effective refinement. A manual
error analysis of the results of our refined reorder-
ing rules showed that some more reordering issues
remain and, although they are not side effects of
our proposed rule, they are worth mentioning in
this separate section.

5.1 Serial Verb Construction

Serial verb construction is a phenomenon occur-
ring in Chinese, where several verbs are put to-
gether as one unit without any conjunction be-
tween them. The relationship between these
verbs can be progressive or parallel. Apparently,
Japanese has a largely corresponding construc-
tion, which indicates that no reordering should
be applied. An example to illustrate this fact in
Chinese is “weishi (maintain)shenhua (deepen)
zhongriguanxi (Japan-China relations)de
(of) gaishan (improvement)jidiao (basic
tone).”7 The two verbs “weishi” (in Japanese,
iji) and “shenhua” (in Japanese,shinka) are
used together, and they follow the same order as
in Japanese: “nicchukankei (Japan-China re-

7English translation: Maintain and deepen the improved
basic tone of Japan-China relations.
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CWMT CWMT ext.
BLEU RIBES TER WER BLEU RIBES TER WER

baseline 16.74 71.24 70.86 77.45 20.70 74.21 66.10 72.36

HFC 19.94 73.49 65.19 71.39 23.17 75.35 61.38 67.74

refined HFC 20.79 75.09 64.91 70.39 24.14 77.17 59.67 65.31

Table 7: Evaluation of translation quality of a test set whenCWMT and CWMT extended corpus were used for
training. Results are given in terms of BLEU, RIBES, TER, andWER for baseline, head finalization, and proposed
refinement of head finalization reordering rules.

lations)no (of) kaizan (improvement)kityo
(basic tone)wo iji (maintain) shinka (deepen)
suru (do).”

5.2 Complementizer

A “complementizer” is a particle used to intro-
duce a complement. In English, a very common
complementizer is the word “that” when making a
clausal complement, while in Chinese it can de-
note other types of word, such as verbs, adjec-
tives or quantifiers. The complementizer is iden-
tified as the dependent of the verb that it modi-
fies. For instance, a Chinese sentence: “wo (I)
mang wan le (have finished the work).” This
can be translated into Japanese: “watashi (I) wa
shigoto (work) wo owa tta (have finished).” In
Chinese, the verb “mang” is the head while “wan”
is the complementizer, and its Japanese counter-
part “owa tta” has the same word order.

However, during the reordering, “mang” will be
placed at the end of the sentence and “wan” in the
beginning, leading to an inconsistency with respect
to the Japanese translation where the complemen-
tizer “tta” is the head.

5.3 Verbal Nominalization and Nounal
Verbalization

As discussed by Guo (2009), compared to English
and Japanese, Chinese has little inflectional mor-
phology, that is, no inflection to denote tense, case,
etc. Thus, words are extremely flexible, making
verb nominalization and noun verbalization appear
frequently and commonly without any conjugation
or declension. As a result, it is difficult to do dis-
ambiguation during POS tagging and parsing. For
example, the Chinese word “kaifa” may have
two syntactic functions: verb (develop) and noun
(development). Thus, it is difficult to reliably tag

without considering the context. In contrast, in
Japanese, “suru” can be used to identify verbs.
For example, “kaihatu suru” (develop) is a
verb and “kaihatu” (development) is a noun.
This ambiguity is prone to not only POS tagging
error but also parsing error, and thus affects the
identification of heads, which may lead to incor-
rect reordering.

5.4 Adverbial Modifier

Unlike the adverb “bu4” we discussed in Sec-
tion 3.2, the ordinary adverbial modifier comes
directly before the verb it modifies both in Chi-
nese and Japanese, but not in English. Nev-
ertheless, in accordance with the principle of
identifying the head for Chinese, the adverb
will be treated as the dependent and it will
not be reordered following the verb it modi-
fied. As a result, the alignment between adverbs
and verbs is non-monotonic. This can be ob-
served in the Chinese sentence “guojia (coun-
try) yanli (severely)chufa (penalize)jiage
(price)weifa (violation)xingwei (behavior)”8,
and its Japanese translation: “kuni (country)wa
kakaku (price)no ihou (violation)koui (be-
havior)wo kibisiku (severely)syobatu (penal-
ize).” Both in Chinese and Japanese, the adverbial
modifier “yanli” and “kibisiku” are directly
in front of the verb “chufa” and “syobatu”, re-
spectively. However, the verb in Chinese is identi-
fied as the head and will be reordered to the end of
the sentence without the adverb.

8English translation: The country severely penalizes vio-
lations of price restrictions.
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5.5 POS tagging and Parsing Errors

There were word reordering issues not caused
solely by differences in syntactic structures. Here
we summarize two that are difficult to remedy dur-
ing reordering and that are hard to avoid since re-
ordering rules are highly dependent on the tagger
and parser.

• POS tagging errors

In Chinese, for example, the word “Iran”
was tagged as “VV” or “JJ” instead of “NR”.
This led to identifying “Iran” as a head in
accordance with the head definition in Chi-
nese, and it was reordered undesirably.

• Parsing errors

For example, in the Chinese verb phrase
“touzi (invest) 20 yi (200 million)
meiyuan (dollars)”, “20” and “yi” were
identified as dependent of “touzi” and
“meiyuan”, respectively, which led to an
unsuitable reordering for posterior word
alignment.

6 Conclusion and Future Work

In the present work, we have proposed novel
Chinese-to-Japanese reordering rules inspired
in (Isozaki et al., 2010b) based on linguistic analy-
sis on Chinese HPSG and differences among Chi-
nese and Japanese. Although a simple implemen-
tation of HF to reorder Chinese sentences per-
forms well, translation quality was substantially
improved further by including linguistic knowl-
edge into the refinement of the reordering rules.

In Section 5, we found more patterns on reorder-
ing issues when reordering Chinese sentences to
resemble Japanese word order. The extraction of
those patterns and their effective implementation
may lead to further improvements in translation
quality, so we are planning to explore this possi-
bility.

In this work, syntactic information from a deep
parser has been used to reorder words better. We
believe that using semantic information can fur-
ther increase the expressive power of reordering
rules. With that objective, Chinese Enju can be
used since it provides the semantic head of nodes

and can interpret sentences by using their semantic
dependency.
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Abstract

This paper presents two procedures for ex-
tracting transfer rules from parallel corpora
for use in a rule-based Japanese-English MT
system. First a “shallow” method where
the parallel corpus is lemmatized before it is
aligned by a phrase aligner, and then a “deep”
method where the parallel corpus is parsed by
deep parsers before the resulting predicates
are aligned by phrase aligners. In both pro-
cedures, the phrase tables produced by the
phrase aligners are used to extract semantic
transfer rules. The procedures were employed
on a 10 million word Japanese English paral-
lel corpus and 190,000 semantic transfer rules
were extracted.

1 Introduction

Just like syntactic and semantic information finds its
way into SMT models and contribute to improved
quality of SMT systems, rule-based systems bene-
fit from the inclusion of statistical models, typically
in order to rank the output of the components in-
volved. In this paper, we present another way of im-
proving RBMT systems with the help of SMT tools.
The basic idea is to learn transfer rules from paral-
lel texts: first creating alignments of predicates with
the help of SMT phrase aligners and then extracting
semantic transfer rules from these. We discuss two
procedures for creating the alignments. In the first
procedure the parallel corpus is lemmatized before
it is aligned with two SMT phrase aligners. Then
the aligned lemmas are mapped to predicates with
the help of the lexicons of the parsing grammar and
the generating grammar. Finally, the transfer rules

are extracted from the aligned predicates. In the sec-
ond procedure, the parallel corpus is initially parsed
by the parsing grammar and the generating gram-
mar. The grammars produce semantic representa-
tions, which are represented as strings of predicates.
This gives us a parallel corpus of predicates, about
a third of the size of the original corpus, which we
feed the phrase aligners. The resulting phrase tables
with aligned predicates are finally used for extrac-
tion of semantic transfer rules.

The two procedures complement each other. The
first procedure is more robust and thus learns from
more examples although the resulting rules are less
reliable. Here we extract 127,000 semantic transfer
rules. With the second procedure, which is more ac-
curate but less robust, we extract 113,000 semantic
transfer rules. The union of the procedures gives a
total of 190,000 unique rules for the Japanese En-
glish MT system Jaen.

2 Semantic Transfer

Jaen is a rule-based machine translation system em-
ploying semantic transfer rules. The medium for the
semantic transfer is Minimal Recursion Semantics,
MRS (Copestake et al., 2005). The system consists
of the two HPSG grammars: JACY, which is used
for the parsing of the Japanese input (Siegel and
Bender, 2002) and the ERG, used for the generation
of the English output (Flickinger, 2000). The third
component of the system is the transfer grammar,
which transfers the MRS representation produced by
the Japanese grammar into an MRS representation
that the English grammar can generate from: Jaen
(Bond et al., 2011).

At each step of the translation process, the output
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Figure 1: Architecture of the Jaen MT system.

is ranked by stochastic models. In the default con-
figuration, only the 5 top ranked outputs at each step
are kept, so the maximum number of translations is
125 (5x5x5). There is also a final reranking using a
combined model (Oepen et al., 2007).

The architecture of the MT system is illustrated in
Figure 1, where the contribution of the transfer rule
extraction from parallel corpora is depicted by the
arrow going from Bitext to Semantic Transfer.

Most of the rules in the transfer grammar are
simple predicate changing rules, like the rule for
mapping the predicate “_hon_n_rel” onto the predi-
cate “_book_v_1_rel”. Other rules are more com-
plex, and transfers many Japanese relations into
many English relations. In all, there are 61 types
of transfer rules, the most frequent being the rules
for nouns translated into nouns (44,572), noun noun
compounds translated into noun noun compounds
(38,197), and noun noun compounds translated into
adjective plus noun (27,679). 31 transfer rule types
have less than 10 instances. The most common rule
types are given in Table 1.1

1Some of the rule types are extracted by only one ex-
traction method. This holds for the types n_adj+n_mtr,
n+n+n_n+n_mtr, n+n_n_mtr, pp+np_np+pp_mtr, and
arg1+pp_arg1+pp_mtr, adj_pp_mtr, and preposition_mtr.
The lemmatized extraction method extracts rules for triple
compounds n+n+n_n+n. This is currently not done with
the semantic extraction method, since a template for a triple
compound would include 8 relations (each noun also has a
quantifier and there are two compound relations in between),
and the number of input relations are currently limited to 5 (but
can be increased). The rest of the templates are new, and they
have so far only been successfully integrated with the semantic
extraction method.

The transfer grammar has a core set of 1,415
hand-written transfer rules, covering function
words, proper nouns, pronouns, time expressions,
spatial expressions, and the most common open
class items. The rest of the transfer rules (190,356
unique rules) are automatically extracted from par-
allel corpora.

The full system is available from http:
//moin.delph-in.net/LogonTop (different
components have different licenses, all are open
source, mainly LGPL and MIT).

3 Two methods of rule extraction

The parallel corpus we use for rule extraction is
a collection of four Japanese English parallel cor-
pora and one bilingual dictionary. The corpora
are the Tanaka Corpus (2,930,132 words: Tanaka,
2001), the Japanese Wordnet Corpus (3,355,984
words: Bond, Isahara, Uchimoto, Kuribayashi, and
Kanzaki, 2010), the Japanese Wikipedia corpus
(7,949,605 words),2 and the Kyoto University Text
Corpus with NICT translations (1,976,071 words:
Uchimoto et al., 2004). The dictionary is Edict
(3,822,642 words: Breen, 2004). The word totals
include both English and Japanese words.

The corpora were divided into into development,
test, and training data. The training data from the
four corpora plus the bilingual dictionary was used
for rule extraction. The combined corpus used for
rule extraction consists of 9.6 million English words
and 10.4 million Japanese words (20 million words
in total).

3.1 Extraction from a lemmatized parallel
corpus

In the first rule extraction procedure we extracted
transfer rules directly from the surface lemmas of
the parallel text. The four parallel corpora were
tokenized and lemmatized, for Japanese with the
MeCab morphological analyzer (Kudo et al., 2004),
and for English with the Freeling analyzer (Padró
et al., 2010), with MWE, quantities, dates and sen-
tence segmentation turned off. (The bilingual dic-
tionary was not tokenized and lemmatized, since the
entries in the dictionary are lemmas).

2The Japanese-English Bilingual Corpus of Wikipedia’s
Kyoto Articles: http://alaginrc.nict.go.jp/
WikiCorpus/index_E.html.
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Rule type Hand Lemma Pred Intersect Union Total
noun_mtr 64 32,033 31,575 19,100 44,508 44,572
n+n_n+n_mtr 0 32,724 18,967 13,494 38,197 38,197
n+n_adj+n_mtr 0 22,777 15,406 10,504 27,679 27,679
arg12+np_arg12+np_mtr 0 9,788 1,774 618 10,944 10,944
arg1_v_mtr 22 8,325 1,031 391 8,965 8,987
pp_pp_mtr 2 146 8,584 19 8,711 8,713
adjective_mtr 27 4,914 4,034 2,183 6,765 6,792
arg12_v_mtr 50 4,720 1,846 646 5,920 5,970
n_adj+n_mtr 1 - 4,695 - 4,695 4,696
n+n_n_mtr 0 2,591 3,273 1,831 4,033 4,033
n+n+n_n+n_mtr 0 3,380 - - 3,376 3,376
n+adj-adj-mtr 2 633 2,586 182 3,037 3,039
n_n+n_mtr 1 - 2,229 - 2,229 2,230
pp-adj_mtr 27 1,008 971 1 1,978 2,005
p+n+arg12_arg12_mtr 1 1,796 101 35 1,862 1,863
pp+np_np+pp_mtr 0 - 1,516 - 1,516 1,516
pp+arg12_arg12_mtr 0 852 62 26 888 888
arg1+pp_arg1+pp_mtr 1 - 296 - 296 297
monotonic_mtr 139 - - - - 139
adj_pp_mtr 0 - 112 - 112 112
preposition_mtr 53 - 34 - 34 87
arg123_v_mtr 3 30 14 8 36 39

Table 1: Most common mtr rule types. The numbers in the Hand column show the number of hand-written rules
for each type. The numbers in the Lemma column, show the number of rules extracted from the lemmatized parallel
corpus. The numbers in the Pred column show the number of rules extracted from the semantic parallel corpus. The
Intersect column, shows the number of intersecting rules of Lemma and Pred, and the Union column show the number
of distinct rules of Lemma and Pred.

We then used MOSES (Koehn et al., 2007) and
Anymalign (Lardilleux and Lepage, 2009) to align
the lemmatized parallel corpus. We got two phrase
tables with 10,812,423 and 5,765,262 entries, re-
spectively. MOSES was run with the default set-
tings, and Anymalign ran for approximately 16
hours.

We selected the entries that had (i) a translation
probability, P(English|Japanese) of more than 0.1,3

(ii) an absolute frequency of more than 1,4 (iii) fewer
than 5 lemmas on the Japanese side and fewer than 4

3This number is set based on a manual inspection of the
transfer rules produced. The output for each transfer rule tem-
plate is inspected, and for some of the templates, in particular
the multi-word expression templates, the threshold is set higher.

4The absolute frequency number can, according to Adrien
Lardilleux (p.c.), be thought of as a confidence score. The
larger, the more accurate and reliable the translation probabili-
ties. 1 is the lowest score.

lemmas on the English side,5 and (iv) lexical entries
for all lemmas in Jacy for Japanese and the ERG for
English. This gave us 2,183,700 Moses entries and
435,259 Anymalign entries, all phrase table entries
with a relatively high probability, containing lexical
items known both to the parser and the generator.

The alignments were a mix of one-to-one-or-
many and many-to-one-or-many. For each lemma
in each alignment, we listed the possible predicates
according to the lexicons of the parsing grammar
(Jacy) and the generating grammar (ERG). Since
many lemmas are ambiguous, we often ended up
with many semantic alignments for each surface
alignment. If a surface alignment contained 3 lem-
mas with two readings each, we would get 8 (2x2x2)
semantic alignments. However, some of the seman-

5These numbers are based on the maximal number of lem-
mas needed for the template matching on either side.
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tic relations associated with a lemma had very rare
readings. In order to filter out semantic alignments
with such rare readings, we parsed the training cor-
pus and made a list of 1-grams of the semantic rela-
tions in the highest ranked output. Only the relations
that could be linked to a lemma with a probability
of more than 0.2 were considered in the semantic
alignment. The semantic alignments were matched
against 16 templates. Six of the templates are simple
one-to-one mapping templates:

1. noun ⇒ noun
2. adjective ⇒ adjective
3. adjective ⇒ intransitive verb
4. intransitive verb ⇒ intransitive verb
5. transitive verb ⇒ transitive verb
6. ditransitive verb ⇒ ditransitive verb

The rest of the templates have more than one
lemma on the Japanese side and one or more lem-
mas on the English side. In all, we extracted 126,964
rules with this method. Some of these are relatively
simple, such as 7 which takes a noun compound and
translates it into a single noun, or 8 which takes a
VP and translates it into a VP (without checking for
compositionality, if it is a common pattern we will
make a rule for it).

7. n+n⇒ n

(1) 小
minor

テスト-が
test

あっ-た
had

。

I had a quiz.

8. arg12+np⇒ arg12+np_mtr

(2) その
that

仕事-を
job

終え-まし-た
finished

。

I finished the job.

Other examples, such as 9 are more complex, here
the rule takes a Japanese noun-adjective combina-
tion and translates it to an adjective, with the exter-
nal argument in Japanese (the so-called second sub-
ject) linked to the subject of the English adjective.
Even though we are applying the templates to learn
rules to lemma n-grams, in the translation system
these rules apply to the semantic representation, so

they can apply to a wide variety of syntactic vari-
ations (we give an example of a relative clause be-
low).

9. n+adj⇒ adj

(3) 前-の
previous

冬-は
winter

雪-が
snow

多かっ-た
much-be

。

Previous winter was snowy.

(4) 雪-の
snow

多い
much

冬
winter

だっ-た
was

。

It was a snowy winter.

Given the ambiguity of the lemmas used for the
extraction of transfer rules, we were forced to fil-
ter semantic relations that have a low probability in
order to avoid translations that do not generalize.
One consequence of this is that we were not building
rules that should have been built in cases where an
ambiguous lemma has one dominant reading, and
one or more less frequent, but plausible, readings.
Another consequence is that we were building rules
where the dominant reading is used, but where a less
frequent reading is correct. The method is not very
precise since it is based on simple 1-gram counts,
and we are not considering the context of the indi-
vidual lemma. A way to improve the quality of the
assignment of the relation to the lemma would be to
use a tagger or a parser. However, instead of going
down that path, we decided to parse the whole par-
allel training corpus with the parsing grammar and
the generation grammar of the MT system and pro-
duce a parallel corpus of semantic relations instead
of lemmas. In this way, we use the linguistic gram-
mars as high-precision semantic taggers.

3.2 Extraction from a parallel corpus of
predicates

The second rule extraction procedure is based on a
parallel corpus of semantic representations, rather
than lemmatized sentences. We parsed the train-
ing corpus (1,578,602 items) with the parsing gram-
mar (Jacy) and the generation grammar (ERG) of
the MT system, and got a parse with both grammars
for 630,082 items. The grammars employ statistical
models trained on treebanks in order to select the
most probable analysis. For our semantic corpus,
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we used the semantic representation of the highest
ranked analysis on either side.

The semantic representation produced by the
ERG for the sentence The white dog barks is given in
Figure 2. The relations in the MRSs are represented
in the order they appear in the analysis.6 In the se-
mantic parallel corpus we kept the predicates, e.g.
_the_q_rel, _white_a_1_rel, and so on, but we did
not keep the information about linking. For verbs,
we attached information about the valency. Verbs
that were analyzed as intransitive, like bark in Fig-
ure 2, were represented with a suffix 1x, where 1
indicates argument 1 and x indicates a referential
index: _bark_v_1_rel@1x. If a verb was analyzed
as being transitive or ditransitive, this would be re-
flected in the suffix: _give_v_1_rel@1x2x3x. The
item corresponding to The white dog barks in the se-
mantic corpus would be _the_q_rel _white_a_1_rel
_dog_n_1_rel _bark_v_1_rel@1x.

The resulting parallel corpus of semantic rep-
resentations consists of 4,712,301 relations for
Japanese and 3,806,316 relations for English. This
means that the size of the semantic parallel corpus
is a little more than a third of the lemmatized paral-
lel corpus. The grammars used for parsing are deep
linguistic grammars, and they do not always perform
very well on out of domain data, like for example the
Japanese Wikipedia corpus. One way to increase the
coverage of the grammars would be to include ro-
bustness rules. This would decrease the reliability
of the assignment of semantic relations, but still be
more reliable than simply using 1-grams to assign
the relation.

The procedure for extracting semantic transfer
rules from the semantic parallel corpus is similar
to the procedure for extraction from the lemmatized
corpus. The major difference is that the semantic
corpus is disambiguated by the grammars.

As with the lemmatized corpus, the semantic par-
allel corpus was aligned with MOSES and Anyma-
lign. They produced 4,830,000 and 4,095,744 align-
ments respectively. Alignments with more than 5
relations on either side and with a probability of
less than 0.01 were filtered out.7 This left us with

6Each predicate has the character span of the corresponding
word(s) attached.

7A manual inspection of the rules produced by the template
matching showed that most of the rules produced for several of

4,898,366 alignments, which were checked against
22 rule templates.8 This produced 112,579 rules,
which is slightly fewer than the number of rules
extracted from the lemmatized corpus (126,964).
49,187 of the rules overlap with the rules extracted
from the lemmatized corpus, which gives us a total
number of unique rules of 190,356. The distribution
of the rules is shown in Table 1.

Some of the more complex transfer
rules types like p+n+arg12_arg12_mtr and
pp+arg12_arg12_mtr were extracted in far greater
numbers from the lemmatized corpus than from
the corpus of semantic representations. This is
partially due to the fact that the method involving
the lemmatized corpus is more robust, which means
that the alignments are done on 3 times as much
data as the method involving the corpus of semantic
predicates. Another reason is that the number
of items that need to be aligned to match these
kinds of multi-word templates is larger when the
rules are extracted from the corpus of semantic
representations. (For example, a noun relation
always has a quantifier binding it, even if there is no
particular word expressing the quantifier.) Since the
number of items to be aligned is bigger, the chance
of getting an alignment with a high probability that
matches the template becomes smaller.

One of the transfer rule templates (pp_pp_mtr)
generates many more rules with the method in-
volving the semantic predicates than the method
involving lemmas. This is because we restricted
the rule to only one preposition pair (_de_p_rel
↔ _by_p_means_rel) with the lemmatized corpus
method, while all preposition pairs are accepted with
the semantic predicate method since the confidence
in the output of this method is higher.

4 Experiment and Results

In order to compare the methods for rule extraction,
we made three versions of the transfer grammar, one
including only the rules extracted from the lemma-

the templates were good, even with a probability as low as 0.01.
For some of the templates, the threshold was set higher.

8The reason why the number of rule templates is higher with
this extraction method, is that the confidence in the results is
higher. This holds in particular for many-to-one rules, were the
quality of the rules extracted with from the lemmatized corpus
is quite low.
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Figure 2: MRS of The white dog barks

tized corpus (Lemm), one including only the rules
extracted from the corpus of semantic representa-
tions (Pred), and one including the union of the two
(Combined). In the Combined grammar, the Lemm
rules with a probability lower than 0.4 were filtered
out if the input relation(s) are already translated by
either handwritten rules or Pred rules since the con-
fidence in the Lemm rules is lower.

Since the two methods for rule extraction involve
different sets of templates, we also made two ver-
sions of the transfer grammar including only the 15
templates used in both Lemm and Pred. These were
named LemmCore and PredCore.

The five versions of the transfer grammar were
tested on sections 003, 004, and 005 of the Tanaka
Corpus (4,500 test sentences), and the results are
shown in Table 2. The table shows how the ver-
sions of Jaen performs with regard to parsing (con-
stant), transfer, generation, and overall coverage. It
also shows the NEVA9 scores of the highest ranked
translated sentences (NEVA), and the highest NEVA
score of the 5 highest ranked translations (Oracle).
The F1 is calculated based on the overall coverage
and the NEVA.

The coverage of Lemm and Pred is the same;
20.8%, but Pred gets a higher NEVA score than
Lemm (21.11 vs. 18.65), and the F1 score is one
percent higher. When the Lemm and Pred rules are
combined in Combined, the coverage is increased
by almost 6%. This increase is due to the fact that
the Lemm and Pred rule sets are relatively compli-

9NEVA (N-gram EVAluation: Forsbom (2003)) is a modi-
fied version of BLEU.

mentary. Although the use of the Lemm and Pred
transfer grammars gives the same coverage (20.8%),
only 648 (14.4%) of the test sentences are translated
by both systems. The NEVA score of Combined is
between that of Lemm and Pred while the F1 score
beats both Lemm and Pred.

When comparing the core versions of Lemm and
Pred, LemmCore and PredCore, we see the same
trend, namely that coverage is about the same and
the NEVA score is higher when the Pred rules are
used.

644 of the test sentences were translated by all
versions of the transfer grammar (Lemm, Pred, and
Combined). Table 3 shows how the different ver-
sions of Jaen perform on these sentences. The re-
sults show that the quality of the transfer rules ex-
tracted from the MRS parallel corpus is higher than
the quality of the transfer rules based on the lemma-
tized parallel corpus. It also shows that there is a
small decrease of quality when the rules from the
lemmatized parallel corpus are added to the rules
from the MRS corpus.

Version NEVA
Lemmatized 20.44
MRS 23.55
Lemma + MRS 23.04

Table 3: NEVA scores of intersecting translations

The two best-performing versions of JaEn, Pred
and Combined, were compared to MOSES (see Ta-
ble 4 and Table 5). The BLEU scores were calcu-
lated with multi-bleu.perl, and the METEOR
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Parsing Transfer Generation Overall NEVA Oracle F1
LemmCore 3590/4500 1661/3590 930/1661 930/4500 18.65 22.99 19.61

79.8% 46.3% 56.0% 20.7%
Lemm 3590/4500 1674/3590 938/1674 938/4500 18.65 22.99 19.69

79.8% 46.6% 56.0% 20.8%
PredCore 3590/4500 1748/3590 925/1748 925/4500 20.40 24.81 20.48

79.8% 48.7% 52.9% 20.6%
Pred 3590/4500 1782/3589 937/1782 937/4500 21.11 25.75 20.96

79.8% 49.7% 52.6% 20.8%
Combined 3590/4500 2184/3589 1194/2184 1194/4500 19.77 24.00 22.66

79.8% 60.9% 54.7% 26.5%

Table 2: Evaluation of the Tanaka Corpus Test Data

scores were calculated with meteor-1.3.jar
using default settings.10 The human score is a direct
comparison, an evaluator11 was given the Japanese
source, a reference translation and the output from
the two systems, randomly presented as A or B.
They then indicated which they preferred, or if the
quality was the same (in which case each system
gets 0.5). All the translations, including the refer-
ence translations, were tokenized and lower-cased.
In both comparisons, MOSES gets better BLEU and
METEOR scores, while the Jaen translation is pre-
ferred by the human evaluator in 58 out of 100 cases.

BLEU METEOR HUMAN
JaEn First 16.77 28.02 58
MOSES 30.19 31.98 42

Table 4: BLEU Comparison of Jaen loaded with the
Combined rules, and MOSES (1194 items)

BLEU METEOR HUMAN
JaEn 18.34 29.02 58
MOSES 31.37 32.14 42

Table 5: BLEU Comparison of Jaen loaded with the Pred
rules, and MOSES (936 items)

The two systems make different kinds of mis-
takes. The output of Jaen is mostly grammatical,

10The METEOR evaluation metric differs from BLEU in that
it does not only give a score for exact match, but it also gives
partial scores for stem, synonym, and paraphrase matches.

11A Japanese lecturer at NTU, trilingual in English, Japanese
and Korean, not involved in the development of this system, but
with experience in Japanese/Korean MT research.

but it may not always make sense. An example of a
nonsense translation from Jaen is given in (5).12

(5) S: 我々は魚を生で食べる。
R: We eat fish raw.
M: We eat fish raw.
J: We eat fish in the camcorder.

Jaen sometimes gets the arguments wrong:

(6) S: 彼は大統領に選ばれた。
R: He was elected president.
M: He was elected president.
J: The president chose him.

The output of Moses on the other hand is more
likely to lack words in the translation, and it is also
more likely to be ungrammatical. A translation with
a missing word is shown in (7).

(7) S: カーテンがゆっくり引かれた。
R: The curtains were drawn slowly.
M: The curtain was slowly.
J: The curtain was drawn slowly.

Missing words become extra problematic when a
negation is not transferred:

(8) S: 偏見は持つべきではない。
R: We shouldn’t have any prejudice.
M: You should have a bias.
J: I shouldn’t have prejudice.

Sometimes the Moses output is lacking so many
words that it is impossible to follow the meaning:

12The examples below are taken from the development data
of the Tanaka Corpus. ‘S’ stands for ‘Source’, ‘R’ stands for
‘Reference translation’, ‘M’ stands for ‘Moses translation,’ and
‘J’ stands for ‘Jaen translation.’
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(9) S: 脳が私達の活動を支配している。

R: Our brains control our activities.
M: The brain to us.
J: The brain is controlling our activities.

Also the output of Moses is more likely to be un-
grammatical, as illustrated in (10) and (11).

(10) S: 私は日本を深く愛している。
R: I have a deep love for Japan.
M: I is devoted to Japan.
J: I am deeply loving Japan.

(11) S: 彼女はタオルを固く絞った。
R: She wrung the towel dry.
M: She squeezed pressed the towel.
J: She wrung the towel hard.

5 Discussion

In order to get a system with full coverage, Jaen
could be used with Moses as a fallback. This would
combine the precision of the rule-based system with
the robustness of Moses. The coverage and the qual-
ity of Jaen itself can be extended by using more
training data. Our experience is that this holds even
if the training data is from a different domain. By
adding training data, we are incrementally adding
rules to the system. We still build the rules we built
before, plus some more rules extracted from the new
data. Learning rules that are not applicable for the
translation task does not harm or slow down the sys-
tem. Jaen has a rule pre-selection program which,
before each translation task selects the applicable
rules. When the system does a batch translation of
1,500 sentences, the program selects about 15,000 of
the 190,000 automatically extracted rules, and only
these will be loaded. Rules that have been learned
but are not applicable are not used.13

We can also extend the system by adding more
transfer templates. So far, we are using 23 templates,
and by adding new templates for multi-word expres-
sions, we can increase the precision.

The predicate alignments produced from the par-
allel corpus of predicates are relatively precise since
the predicates are assigned by the grammars. This
allows us to extract transfer rules from alignments

13The pre-selection program speeds up the system by a factor
of three.

that are given a low probability (down to 0.01) by
the aligner.

We would also like to get more from the data we
have, by making the parser more robust. Two ap-
proaches that have been shown to work with other
grammars is making more use of morphological in-
formation (Adolphs et al., 2008) or adding robust-
ness rules (Cramer and Zhang, 2010).

6 Conclusion

We have shown how semantic transfer rules can be
learned from parallel corpora that have been aligned
in SMT phrase tables. We employed two strategies.
The first strategy was to lemmatize the parallel cor-
pus and use SMT aligners to create phrase tables of
lemmas. We then looked up the relations associated
with the lemmas using the lexicons of the parser and
generator. This gave us a phrase table of aligned
relations. We were able to extract 127,000 rules
by matching the aligned relations with 16 semantic
transfer rule templates.

The second strategy was to parse the parallel cor-
pus with the parsing grammar and the generating
grammar of the MT system. This gave us a paral-
lel corpus of predicates, which, because of lack of
coverage of the grammars, was about a third the size
of the full corpus. The parallel corpus of predicates
was aligned with SMT aligners, and we got a sec-
ond phrase table of aligned relations. We extracted
113,000 rules by matching the alignments against 22
rule templates. These transfer rules produced the
same number of translation as the rules produced
with the first strategy (20.8%), but they proved to
be more precise.

The two rule extraction methods complement
each other. About 30% of the sentences translated
with one rule set are not translated by the other. By
merging the two rule sets into one, we increased the
coverage of the system to 26.6%. A human evalua-
tor preferred Jaen’s translation to that of Moses for
58 out of a random sample of 100 translations.
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Abstract

Weighted finite-state acceptors and transduc-
ers (Pereira and Riley, 1997) are a critical
technology for NLP and speech systems. They
flexibly capture many kinds of stateful left-to-
right substitution, simple transducers can be
composed into more complex ones, and they
are EM- trainable. They are unable to han-
dle long-range syntactic movement, but tree
acceptors and transducers address this weak-
ness (Knight and Graehl, 2005). Tree au-
tomata have been profitably used in syntax-
based MT systems. Still, strings and trees are
both weak at representing linguistic structure
involving semantics and reference (“who did
what to whom”). Feature structures provide
an attractive, well-studied, standard format
(Shieber, 1986; Rounds and Kasper, 1986),
which we can view computationally as di-
rected acyclic graphs. In this paper, we de-
velop probabilistic acceptors and transducers
for feature structures, demonstrate them on
linguistic problems, and lay down a founda-
tion for semantics-based MT.

1 Introduction

Weighted finite-state acceptors and transducers
(Pereira and Riley, 1997) provide a clean and
practical knowledge representation for string-based
speech and language problems. Complex problems
can be broken down into cascades of simple trans-
ducers, and generic algorithms (best path, composi-
tion, EM, etc) can be re-used across problems.

String automata only have limited memory and
cannot handle complex transformations needed in

machine translation (MT). Weighted tree acceptors
and transducers (Gécseg and Steinby, 1984; Knight
and Graehl, 2005) have proven valuable in these sce-
narios. For example, systems that transduce source
strings into target syntactic trees performed well in
recent MT evaluations (NIST, 2009).

To build the next generation of language systems,
we would like to represent and transform deeper lin-
guistic structures, e.g., ones that explicitly capture
semantic “who does what to whom” relationships,
with syntactic sugar stripped away. Feature struc-
tures are a well-studied formalism for capturing nat-
ural language semantics; Shieber (1986) and Knight
(1989) provide overviews. A feature structure is de-
fined as a collection of unordered features, each of
which has a value. The value may be an atomic sym-
bol, or it may itself be another feature structure. Fur-
thermore, structures may be re-entrant, which means
that two feature paths may point to the same value.

Figure 1 shows a feature structure that captures
the meaning of a sample sentence. This seman-
tic structure provides much more information than
a typical parse, including semantic roles on both
nouns and verbs. Note how “Pascale” plays four
different semantic roles, even though it appears only
once overtly in the string. The feature structure also
makes clear which roles are unfilled (such as the
agent of the charging), by omitting them. For com-
putational purposes, feature structures are often rep-
resented as rooted, directed acyclic graphs with edge
and leaf labels.

While feature structures are widely used in hand-
built grammars, there has been no compelling pro-
posal for weighted acceptors and transducers for
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CHARGE 7→ charge(theme, pred)

AND 7→ and(op1, op2)

RESIST 7→ resist(agent, theme)

ARREST 7→ arrest(theme)

INTOXICATE 7→ intoxicate(theme, location)

PUBLIC 7→ public()

PERSON 7→ person(name)

PASCALE 7→ ”Pascale”

Figure 1: A feature structure representing the semantics of “Pascale was charged with resisting arrest and public intox-
ication,” the corresponding dag, and the simplified dag with argument mapping. Dag edges always point downward.

FSA
fstring→

nl-XTOPs−1

translate →
RTG

etree→
FSA

rank →
FSA

estring

fstring→ parse + understand → esem→ rank → esem→ generate → etree→ rank → estring

Figure 2: Pipelines for syntax-based and for semantics-based MT. Devices: FSA = finite string automaton;
ln-XTOPs = linear non-deleting extended top-down tree-to-string transducer; RTG = regular tree grammar.
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string automata tree automata graph automata
k-best . . . paths through a WFSA

(Viterbi, 1967; Eppstein, 1998)
. . . trees in a weighted forest
(Jiménez and Marzal, 2000;
Huang and Chiang, 2005)

?

EM training Forward-backward EM (Baum
et al., 1970; Eisner, 2003)

Tree transducer EM training
(Graehl et al., 2008)

?

Determinization . . . of weighted string acceptors
(Mohri, 1997)

. . . of weighted tree acceptors
(Borchardt and Vogler, 2003;
May and Knight, 2006a)

?

Transducer com-
position

WFST composition (Pereira and
Riley, 1997)

Many transducers not closed un-
der composition (Maletti et al.,
2009)

?

General tools AT&T FSM (Mohri et al.,
2000), Carmel (Graehl, 1997),
OpenFST (Riley et al., 2009)

Tiburon (May and Knight,
2006b)

?

Table 1: General-purpose algorithms for strings, trees and feature structures.

them. Such automata would be of great use. For
example, a weighted graph acceptor could form the
basis of a semantic language model, and a weighted
graph-to-tree transducer could form the basis of a
natural language understanding (NLU) or genera-
tion (NLG) system, depending on which direction
it is employed. Putting NLU and NLG together,
we can also envision semantics-based MT systems
(Figure 2). A similar approach has been taken
by Graham et al. (2009) who incorporate LFG f-
structures, which are deep syntax feature structures,
into their (automatically acquired) transfer rules.
Feature structure graph acceptors and transducers
could themselves be learned from semantically-
annotated data, and their weights trained by EM.

However, there is some distance to be traveled.
Table 1 gives a snapshot of some efficient, generic
algorithms for string automata (mainly developed in
the last century), plus algorithms for tree automata
(mainly developed in the last ten years). These algo-
rithms have been packaged in general-purpose soft-
ware toolkits like AT&T FSM (Mohri et al., 2000),
OpenFST (Riley et al., 2009), and Tiburon (May
and Knight, 2006b). A research program for graphs
should hold similar value.

Formal graph manipulation has, fortunately, re-
ceived prior attention. A unification grammar
can specify semantic mappings for strings (Moore,
1989), effectively capturing an infinite set of
string/graph pairs. But unification grammars seem
too powerful to admit the efficient algorithms we

desire in Table 1, and weighted versions are not
popular. Hyperedge replacement grammars (Drewes
et al., 1997; Courcelle and Engelfriet, 1995)
are another natural candidate for graph acceptors,
and a synchronous hyperedge replacement gram-
mar might serve as a graph transducer. Finally,
Kamimura and Slutzki (1981, 1982) propose graph
acceptor and graph-to-tree transducer formalisms
for rooted directed acyclic graphs. Their model has
been extended to multi-rooted dags (Bossut et al.,
1988; Bossut and Warin, 1992; Bossut et al., 1995)
and arbitrary hypergraphs (Bozapalidis and Kalam-
pakas, 2006; Bozapalidis and Kalampakas, 2008);
however, these extensions seem too powerful for
NLP. Hence, we use the model of Kamimura and
Slutzki (1981, 1982) as a starting point for our def-
inition, then we give a natural language example,
followed by an initial set of generic algorithms for
graph automata.

2 Preliminaries

In this section, we will define directed acyclic graphs
which are our model for semantic structures.

Let us just define some basic notions: We will
write R for the real numbers. An alphabet is just
a finite set of symbols.

Intuitively, a rooted ordered directed acyclic
graph, or dag for short, can be seen as a tree that
allows sharing of subtrees. However, it is not nec-
essarily a maximally shared tree that has no isomor-
phic subtrees (consider the examples in Figure 3).
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(3a)

WANT

BELIEVE

BOY GIRL (3b)

WANT

BELIEVE

BOY BOY GIRL

Figure 3: Maximally shared tree (a) and not maximally
shared tree (b; note the two BOY nodes) can be distinct
dags. The dag in (a) means “The boy wants to believe the
girl,” while the dag in (b) means “The boy wants some
other boy to believe the girl.”

(4a)

>

BELIEVE

BOY GIRL (4b)

>

BOY GIRL

Figure 4: Subdag of dag (3a) and subdag of dag (3b) in
Figure 3.

More formally, we define a directed graph over an
alphabet Σ as a triple G = (V,E, `) of a finite set of
nodes V , a finite set of edgesE ⊂ V ×V connecting
two nodes each and a labeling function ` : V → Σ.
We say that (v, w) is an outgoing edge of v and an
incoming edge of w, and we say that w is a child of
v and v is a parent of w. A directed graph is a dag if
it is
• acyclic: V is totally ordered such that there is

no (v, w) ∈ E with v > w;
• ordered: for each V , there is a total order both

on the incoming edges and the outgoing edges;
• and rooted: min(V ) is transitively connected

by to all other nodes.
This is a simplified account of the dags presented in
Section 1. Instead of edge-labels, we will assume
that this information is encoded explicitely in the
node-labels for the INSTANCE feature and implic-
itly in the node-labels and the order of the outgoing
edges for the remaining features. Figure 1 shows a
feature structure and its corresponding dag. Nodes
with differently-labeled outgoing edges can thus be
differentiated. Since the number of ingoing edges is
not fixed, a node can have arbitrary many parents.
For instance, the PERSON node in Figure 1 has four
parents. We call the number of incoming edges of a
given node its head rank, and the number of outgo-
ing edges its tail rank.

(left)

WANT

⊥ (right)

WANT

BOY GIRL

Figure 5: (left) Remainder of (3a) after removing (4a).
(right) Dag resulting from replacing (4a) by (4b) in (3a).

We also need incomplete dags in order to com-
pose larger dags from smaller ones. An incomplete
dag is a dag in which some edges does not nec-
essarily have to be connected to two nodes; they
can be “dangling” from one node. We represent
this by adding special nodes > and ⊥ to the dag.
If an incomplete dag has m edges (>, v) and n
edges (v,⊥), we call it an (m,n)-dag. An (m,n)-
dag G can be composed with an (n, o)-dag G′ by
identifying the n downward-dangling edges of G
with the n upward-dangling edges of G′ in the right
order; the result G ◦ G′ is a (m, o)-dag. Fur-
thermore, two dags H and H ′ of type (m,n) and
(m′, n′) can be composed horizontally by putting
their upward-dangling edges next to each other and
their downward-dangling edges next to each other,
resulting in a new (m + m′, n + n′) dag H ⊕ H ′.
If G1, . . . , G` can be composed (vertically and hor-
izontally) in such a way that we obtain G, then Gi

are called subdags of G.
An (m,n)-subdag H of a dag G can be replaced

by an (m,n)-subdag H ′, resulting in the dag G′,
written G[H → H ′] = G′. An example is depicted
in Figure 5, showing how a dag is split into two sub-
dags, of which one is replaced by another incom-
plete dag. Our account of dag replacement is a sim-
plified version of general hypergraph replacement
that has been formulated by Engelfriet and Vereijken
(1997) and axiomatized by Bozapalidis and Kalam-
pakas (2004).

Trees are dags where every node has at most one
incoming edge. Tree substitution is then just a spe-
cial case of dag composition. We will write the set of
dags over an alphabet Σ as DΣ and the set of trees
over Σ as TΣ, and TΣ(V ) is the set of trees with
leaves labeled with variables from the set V .

3 Dag acceptors and transducers

The purpose of dag acceptors and dag transducers
is to compactly represent (i) a possibly-infinite set
of dags, (ii) a possibly-infinite set of (dag, tree)
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pairs, and (iii) a possibly-infinite set of (graph, tree,
weight) triples.

Dag acceptors and dag transducers are a gener-
alization of tree acceptors and transducers (Comon
et al., 2007). Our model is a variant of the dag
acceptors defined by Kamimura and Slutzki (1981)
and the dag-to-tree transducers by Kamimura and
Slutzki (1982). The original definition imposed
stricter constraints on the class of dags. Their
devices operated on graphs called derivation dags
(short: d-dags) which are always planar. In particu-
lar, the authors required all the parents and children
of a given node to be adjacent, which was due to the
fact that they were interested in derivation graphs
of unrestricted phrase-structure grammar. (While
the derivation structures of context-free grammar are
trees, the derivation structures of type-0 grammars
are d-dags.) We dropped this constraint since it
would render the class of dags unsuitable for linguis-
tic purposes. Also, we do not require planarity.

Kamimura and Slutzki (1981, 1982) defined three
devices: (i) the bottom-up dag acceptor, (ii) the top-
down dag acceptor (both accepting d-dags) and (iii)
the bottom-up dag-to-tree transducer (transforming
d-dags into trees). We demonstrate the application
of a slightly extended version of (ii) to unrestricted
dags (semantic dags) and describe a top-down dag-
to-tree transducer model, which they did not investi-
gate. Furthermore, we add weights to the models.

A (weighted) finite dag acceptor is a structure
M = (Q, q0,Σ, R,w) where Q is a finite set of
states and q0 the start state, Σ is an alphabet of
node labels, and R is a set of rules of the form
r : α → β, where r is the (unique) rule identifier
and (i) α ∈ Qm(σ) and β ∈ r(Qn) for m,n ∈ N
and some σ ∈ Σ (an explicit rule of type (m,n)) or
(ii) α ∈ Qm and β ∈ r(Q) (an implicit rule of type
(m, 1)). The function w : R → R assigns a weight
to each rule.

Intuitively, explicit rules consume input, while
implicit rules are used for state changes and joining
edges only. The devices introduced by Kamimura
and Slutzki (1981) only had explicit rules.

We define the derivation relation of M by rewrit-
ing of configurations. A configuration of M is a dag
over Σ ∪R ∪Q with the restriction that every state-
labeled node has head and tail rank 1. Let c be a
configuration of M and r : α → β an explicit rule

(q)WANT → 1(r, q) 〈0.3〉 (1)

(q)BELIEVE → 2(r, q) 〈0.2〉 (2)

(r)BOY → 3 〈0.3〉 (3)

(r)GIRL → 4 〈0.3〉 (4)

(r)∅ → 5 〈0.1〉 (5)

(q)∅ → 6 〈0.1〉 (6)

(q)→ 7(r) 〈0.4〉 (7)

Figure 7: Ruleset of the dag acceptor in Example 1.

of type (m,n). Then c =⇒r c
′ if α matches a sub-

dag of c, and c′ = c[α→ β].
Now let c be a configuration of M and r : α→ β

an implicit rule of type (m, 1). If a configuration
c′ can be obtained by replacing m nodes labeled α
such that all tails lead to the same node and are in the
right order, by the single state-node β, then we say
c =⇒r c

′. Example derivation steps are shown in
Figure 6 (see Example 1). We denote the transitive
and reflexive closure of =⇒ by =⇒∗.

A dag G is accepted by M if there is a deriva-
tion q0(G) =⇒∗ G′, where G′ is a dag over σ(R).
Note that the derivation steps of a given derivation
are partially ordered; many derivations can share the
same partial order. In order to avoid spurious deriva-
tions, recall that the nodes of G are ordered, and as-
sume that nodes are rewritten according to this or-
der: the resulting derivation is called a canonical
derivation. The set of all canonical derivations for
a given graph G is D(G). The set of all dags ac-
cepted byM is the dag language L(M). The weight
w(d) of a derivation dag (represented by its canon-
ical derivation) d = G =⇒r1 G1 =⇒r2 . . . =⇒rn

Gn is
∏n

i=1w(rn), and the weight of a dag G is∑
d∈D(G)w(d). The weighted language L(N) is a

function that maps every dag to its weight in N .

Example 1. Let

Σ = {GIRL, BOY, BELIEVE,WANT, ∅}

and consider the top-down dag acceptor M =
({q, r}, q,Σ, R,w) which has a ruleset containing
the explicit and implicit (1, 1) rules given in Fig-
ure 7. The weights defined by w have been written
directly after the rules in angle brackets. This ac-
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8 q

3 GIRL

=⇒7
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2

8 7

3 r

GIRL

=⇒4

1

2

8 7

3 4

Figure 6: Derivation of a dag using the dag acceptor of Example 1. The weight of the derivation is w(1) ·w(2) ·w(8) ·
w(3) · w(7) · w(4) = 0.3 · 0.2 · 0.2 · 0.3 · 0.4 · 0.3 = 0.000432.

ceptor can accept dags that involve boys and girls
believing and wanting. One of them is given in Fig-
ure 3b. To obtain dags that are not trees, let us add
the following implicit (2, 1) and (3, 1) rules:

(r, r)→ 8(r) 〈0.2〉 (8)

(r, r, r)→ 9(r) 〈0.1〉 (9)

A non-treelike dag is given in Figure 3a, while its
derivation is given in Figure 6. Note that the effect
of rule (8) could be simulated by rule (9).

Let us now define dag-to-tree transducers. Con-
trarily to Kamimura and Slutzki (1982), who defined
only the bottom-up case and were skeptical of an el-
egant top-down formulation, we only consider top-
down devices.

A (weighted) top-down dag-to-tree transducer is
a machine T = (Q, q0,Σ,∆, R,w) which is defined
in the same way as a finite dag acceptor, except for
the additional output alphabet ∆ and the rules’ right-
hand side. A dag-to-tree transducer explicit rule
has the form r : α → β where α ∈ Qm(Σ) and
β ∈ (T∆(Q(Xn)))m for m,n ∈ N. Intuitively, this
means that the left-hand side still consists of a sym-
bol and m “incoming states”, while the right-hand
side now are m trees over ∆ with states and n vari-
ables used to process the n child subdags. Implicit
(m, 1) rules are defined in the same way, having m
output trees over one variable. The dag-to-tree trans-
ducer T defines a relation L(T ) ⊆ DΣ × T∆ × R.

A derivation step of T is defined analogously to
the acceptor case by replacement of α by β. How-
ever, copying rules (those that use a variable more
than once in a right-hand side) and deleting rules
(those that do not use a rule at all) are problematic in
the dag case. In the tree world, every tree can be bro-
ken up into a root symbol and independent subtrees.

This is not true in the dag world, where there is shar-
ing between subdags. Therefore, if an edge reach-
ing a given symbol σ is not followed at all (deleting
rule), the transducer is going to choke if not every
edge entering σ is ignored. In the case of copying
rules, the part of the input dag that has not yet been
processed must be copied, and the configuration is
split into two sub-configurations which must both
be derived in parallel. We will therefore restrict our-
selves to linear (non-copying) non-deleting rules in
this paper.

4 NLP example

Recall the example dag acceptor from Example 1.
This acceptor generates an sentences about boys and
girls wanting and believing. Figure 3 shows some
sample graphs from this language.

Next, we build a transducer that relates these
graphs to corresponding English. This is quite chal-
lenging, as BOY may be referred to in many ways
(“the boy”, “he”, “him”, ”himself”, “his”, or zero),
and of course, there are many syntactic devices for
representing semantic role clusters. Because of am-
biguity, the mapping between graphs and English is
many-to-many. Figure 8 is a fragment of our trans-
ducer, and Figure 9 shows a sample derivation.

Passives are useful for realizing graphs with
empty roles (“the girl is wanted” or “the girl wants
to be believed”). Note that we can remove syntactic
0 (zero) elements with a standard tree-to-tree trans-
ducer, should we desire.

(qs)WANT(x, y)→ S(qnomg(x), is wanted, qzero(y))

(qinfg)BELIEVE(x, y)→ INF(qzero(y), to be believed, qzerog(y))

(qzero)∅ → 0
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(qs)WANT(x, y)→ S(qnomb(x),wants, qinfb(y)) (10)

(qinfb)BELIEVE(x, y)→ INF(qaccg(x), to believe, qaccb(y)) (11)

(qaccg)GIRL → NP(the girl) (12)

(qnomb, qaccb)BOY → NP(the boy), NP(him) (13)

Figure 8: Transducer rules mapping semantic graphs to syntactic trees.

q

WANT

BELIEVE

BOY GIRL

=⇒10

S

qnomb wants qinfb

BELIEVE

BOY GIRL

=⇒11

S

qnomb wants INF

qaccg to believe qaccb

BOY GIRL

=⇒12,13

S

INF

NP NP NP

the boy wants the girl to believe him

Figure 9: Derivation from graph to tree “the boy wants the girl to believe him”.

Events can be realized with nouns as well as verbs
(“his desire for her, to believe, him”):

(qnp)WANT(x, y)→ NP(qpossb(x), ’s desire, qinfb(y))

We note that transducer rules can be applied in ei-
ther direction, semantics-to-English or English-to-
semantics. Though this microworld is small, it cer-
tainly presents interesting challenges for any graph
transduction framework. For example, given “the
boy’s desire is to be believed by the girl,” the trans-
ducer’s graph must make BOY the theme of BE-
LIEVE.

5 Generic dag acceptor and transducer
algorithms

In this section we give algorithms for standard tasks.

5.1 Membership checking
Membership checking is the task of determining, for
a given finite dag acceptor M and an input dag G,
whether G ∈ L(M), or in the weighted case, com-
pute the weight of G. Recall that the set of nodes
of G is ordered. We can therefore walk through G
according to this order and process each node on its
own. A very simple algorithm can be given in the
framework of “parsing as deduction” (Shieber et al.,
1995):
Items: configurations, i.e. dags over Σ ∪Q ∪R

Axiom: G, a dag over Σ
Goal: dag over R
Inference rule: if an item has only ancestors from

Q, apply a matching rule from R to obtain a
new item

This algorithm is correct and complete and can be
implemented in time O(2|G|) since there are expo-
nentially many configurations. Moreover, the set of
derivation dags is the result of this parser, and a fi-
nite dag acceptor representing the derivation dags
can be constructed on the fly. It can be easily ex-
tended to check membership of (dag, tree) pairs in a
dag-to-tree transducer and to generate all the trees
that are obtained from a given dag (“forward ap-
plication”). In order to compute weights, the tech-
niques by Goodman (1999) can be used.

5.2 1-best and k-best generation
The k-best algorithm finds the highest-weighted k
derivations (not dags) in a given (weighted) dag ac-
ceptor. If no weights are available, other measures
can be used (e.g. the number of derivation steps or
symbol frequencies). We can implement the k-best
algorithm (of which 1-best is a special case) by gen-
erating graphs and putting incomplete graphs on a
priority queue sorted by weight. If rule weights are
probabilities between 0 and 1, monotonicity ensures
that the k-best graphs are found, as the weights of
incomplete hypotheses never increase.
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Figure 10: Example derivation in “generation mode”.

Dags are generated by taking the basic incomplete
dags (rule dags) defined by each rule and concate-
nating them using the dangling edges. Every dan-
gling edge of the rule dag can be identified with a
dangling edge of the current hypothesis (if the orien-
tation matches) or be left unconnected for later con-
nection. In that way, all children and parents for a
given node are eventually created. Strictly speaking,
the resulting structures are not dags anymore as they
can contain multiple > and ⊥ symbols. A sample
generation is shown in Figure 10. Note how the or-
der of rules applied is different from the example in
Figure 6.

Using the dag acceptor as a generating device in
this way is unproblematic, but poses two challenges.
First, we have to avoid cyclicity, which is easily con-
firmed by keeping nodes topologically sorted.

Second, to avoid spurious ambiguity (where
derivations describe the same derivation dag, but
only differ by the order of rule application), spe-
cial care is needed. A simple solution is to sort the
edges in each incomplete dag to obtain a canonical
(“leftmost”) derivation. We start with the start state
(which has head rank 0). This is the first incomplete
dag that is pushed on the dag queue. Then we repeat-
edly pop an incomplete dag G from the dag queue.
The first unused edge e of G is then attached to a
new node v by identifying e with one of v’s edges
if the states are compatible. Remaining edges of the
new node (incoming or outgoing) can be identified
with other unused edges of G or left for later attach-
ment. The resulting dags are pushed onto the queue.

Whenever a dag has no unused edges, it is com-
plete and the corresponding derivation can be re-
turned. The generation process stops when k com-
plete derivations have been produced. This k-best
algorithm can also be used to generate tree output

for a dag-to-tree transducer, and by restricting the
shape of the output tree, for “backward application”
(given a tree, which dags map to it?).

6 Future work

The work presented in this paper is being imple-
mented in a toolkit that will be made publicly avail-
able. Of course, there is a lot of room for improve-
ment, both from the theoretical and the practical
viewpoint. This is a brief list of items for future re-
search:
• Complexity analysis of the algorithms.
• Closure properties of dag acceptors and dag-

to-tree transducers as well as composition with
tree transducers.
• Investigate a reasonable probabilistic model

and training procedures.
• Extended left-hand sides to condition on a

larger semantic context, just like extended top-
down tree transducers (Maletti et al., 2009).
• Handling flat, unordered, sparse sets of rela-

tions that are typical of feature structures. Cur-
rently, rules are very specific to the number of
children and parents. A first step in this direc-
tion is given by implicit rules that can handle a
potentially arbitrary number of parents.
• Hand-annotated resources such as (dag, tree)

pairs, similar to treebanks for syntactic repre-
sentations.
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Abstract
In this article we investigate the translation
of terms from English into German and vice
versa in the isolation of an ontology vocab-
ulary. For this study we built new domain-
specific resources from the translation search
engine Linguee and from the online encyclo-
pedia Wikipedia. We learned that a domain-
specific resource produces better results than
a bigger, but more general one. The first find-
ing of our research is that the vocabulary and
the structure of the parallel corpus are impor-
tant. By integrating the multilingual knowl-
edge base Wikipedia, we further improved the
translation wrt. the domain-specific resources,
whereby some translation evaluation metrics
outperformed the results of Google Translate.
This finding leads us to the conclusion that
a hybrid translation system, a combination of
bilingual terminological resources and statis-
tical machine translation can help to improve
translation of domain-specific terms.

1 Introduction

Our research on translation of ontology vocabularies
is motivated by the challenge of translating domain-
specific terms with restricted or no additional textual
context that in other cases can be used for transla-
tion improvement. For our experiment we started
by translating financial terms with baseline systems
trained on the EuroParl (Koehn, 2005) corpus and
the JRC-Acquis (Steinberger et al., 2006) corpus.
Although both resources contain a large amount of
parallel data, the translations were not satisfying. To
improve the translations of the financial ontology
vocabulary we built a new parallel resource, which

was generated using Linguee1, an online translation
query service. With this data, we could train a small
system, which produced better translations than the
baseline model using only general resources.

Since the manual development of terminological
resources is a time intensive and expensive task, we
used Wikipedia as a background knowledge base
and examined articles, tagged with domain-specific
categories. With this extracted domain-specific data
we built a specialised English-German lexicon to
store translations of domain-specific terms. These
terms were then used in a pre-processing method in
the decoding approach. This approach incorporates
the work by Aggarwal et al. (2011), which suggests
a sub-term analysis. We split the financial terms
into n-grams and search for financial sub-terms in
Wikipedia.

The remainder of the paper is organised like this.
In Section 2 we describe related work while in Sec-
tion 3 the ontology data, the training data that we
used in training the language model, and the trans-
lation decoder are discussed. Section 4 presents the
new resources which were used for improving the
term translation. In Section 5 we discuss the results
of exploiting the different resources. We conclude
with a summary and give an outlook on future work
in Section 6.

2 Related Work

Kerremans (2010) presents the issue of terminologi-
cal variation in the context of specialised translation
on a parallel corpus of biodiversity texts. He shows
that a term often cannot be aligned to any term in

1See www.linguee.com
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the target language. As a result, he proposes that
specialised translation dictionaries should store dif-
ferent translation possibilities or term variants.

Weller et al. (2011) describe methods for termi-
nology extraction and bilingual term alignment from
comparable corpora. In their compound translation
task, they are using a dictionary to avoid out-of-
domain translation.

Zesch et al. (2008) address issues in accessing
the largest collaborative resources: Wikipedia and
Wiktionary. They describe several modules and
APIs for converting a Wikipedia XML Dump into a
more suitable format. Instead of parsing the large
Wikipedia XML Dump, they suggest to store the
Dump into a database, which significantly increases
the performance in retrieval time of queries.

Wikipedia has not only a dense link structure be-
tween articles, it has also inter-language links be-
tween articles in different languages, which was the
main reason to use this invaluable collaborative re-
source. Erdmann et al. (2008) regarded the titles of
Wikipedia articles as terminology. They assumed
that two articles connected by an Interlanguage link
are likely to have the same content and thus an
equivalent title.

Vivaldi and Rodriguez (2010) proposed a method-
ology for term extraction in the biomedical domain
with the help of Wikipedia. As a starting point, they
manually select a set of seed words for a domain,
which is used to find corresponding nodes in this re-
source. For cleaning their collected data, they use
thresholds to avoid storing undesirable categories.

Müller and Gurevych (2008) use Wikipedia and
Wiktionary as knowledge bases to integrate seman-
tic knowledge into Information retrieval. Their
models, text semantic relatedness (for Wikipedia)
and word semantic relatedness (for Wiktionary),
are compared to a statistical model implemented in
Lucene. In their approach to Bilingual Retrieval,
they use the cross-language links in Wikipedia,
which improved the retrieval performance in their
experiment, especially when the machine translation
system generated incorrect translations.

3 Experiments

Our experiment started with an analysis of the terms
in the ontology to be translated, which was stored

in RDF2 data model. These terms were used to
automatically extract any corresponding Wikipedia
Categories, which helped us to define more exactly
the domain(s) of the ontology to be translated. The
collected Categories were further used to build a
domain-specific lexicon to be used for improving
term translation. At the same time a new parallel
corpus was built, which was also generated with the
help of the ontology terms. This new data was then
used to pre-process the input data for the decoder
and to build a specialised training model which
yielded to a translation improvement.

In this section, several types of data will be
presented and furthermore the translation decoder,
which has to access this data to build the training
models. Section 3.1 gives an overview of the data
that was used in translation. In Sections 3.2 and
3.3 we describe the data that is used to train the
translation and language model. We used differ-
ent parallel corpora, JRC-Acquis, EuroParl and a
domain-specific corpus built from Linguee. In Sec-
tion 3.4, we discuss a domain-specific lexicon, ex-
tracted from Wikipedia. In the last Section 3.5 we
describe the phrase-based machine translation de-
coder Moses that we used for our experiments.

3.1 xEBR Dataset
For the translation dataset a financial ontology de-
veloped by the XBRL European Business Registers3

(xEBR) Working Group was used. This financial
ontology is a framework for describing financial ac-
counting and profile information of business entities
across Europe, see also Declerck et al. (2010). The
ontology holds 263 concepts and is partially trans-
lated into German, Dutch, Spanish, French and Ital-
ian. The terms in each language are aligned via
the SKOS4 Exact Match mechanism to the xEBR
core taxonomy. In this partially translated taxon-
omy, we identified 63 English financial terms and
their German equivalents, which were used as refer-
ence translations in evaluating the different experi-
ment steps.

The xEBR financial terms are not really terms
from a linguistic point of view, but they are used
in financial or accounting reports as unique finan-

2RDF: Resource Description Framework
3XBRL: eXtensible Business Reporting Language
4SKOS: Simple Knowledge Organization System
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Length Count Examples

11 1 Taxes Remuneration And Social Security
Payable After More Than One Year

10 2 Amounts Owed To Credit Institutions After
More Than One Year, Variation In Stocks Of
Finished Goods And Work In Progress
. . .

2 57 Net Turnover, Liquid Assets, . . .
1 10 Assets, Capital, Equity, . . .

Table 1: Examples of xEBR terms

cial expressions or tags to organize and retrieve au-
tomatically reported information. Therefore it is im-
portant to translate these financial terms exactly.

Table 1 illustrates the structure of xEBR terms.
It is obvious that they are not comparable to gen-
eral language, but instead are more like headlines in
newspapers, which are often short, very informative
and written in a telegraphic style. xEBR terms are
often only noun phrases without determiners. The
length of the financial terms varies, e.g. the longest
financial term considered for translation has a length
of 11 tokens, while others may consist of 1 or 2.

3.2 General Resources: EuroParl and
JRC-Acquis

As a baseline, the largest available parallel corpora
were used: EuroParl and the JRC-Acquis parallel
corpus. The EuroParl parallel corpus holds the pro-
ceedings of the European Parliament in 11 European
languages. The JRC-Acquis corpus is available in
almost all EU official languages (except Irish) and is
a collection of legislative texts written between 1950
and today.

Although research work proved, that a training
model built by using a general resource cannot be
used to translate domain-specific terms (Wu et al.,
2008), we decided to train a baseline model on these
resources to illustrate any improvement steps from a
general resource to specialised domain resources.

3.3 Domain Resource: Linguee
Linguee is a combination of a dictionary and a
search engine, which indexes around 100 Million
bilingual texts on words and expressions. Linguee
search results show example sentences that depict
how the searched expression has been translated in
context.

In contrast to translation engines like Google
Translate and Bing Translator, which give you the

most probable translation of a source text, every en-
try in the Linguee database has been translated by
humans. The bilingual dataset was gathered from
the web, particularly from multilingual websites
of companies, organisations or universities. Other
sources include EU documents and patent specifica-
tions.

The language pairs available for query-
ing are English↔German, English↔Spanish,
English↔French and English↔Portuguese.

Since Linguee includes EU documents, they also
use parallel sentences from EuroParl and JRC-
Acquis. We investigated the proportion of sentences
returned by Linguee which are contained in Eu-
roParl or JRC-Acquis. The outcome is that the num-
ber of sentences is very low, where 131 sentences
(0.54%) are gathered from JRC-Acquis corpus and
466 (1.92%) from EuroParl.

3.4 Collaborative Resource: Wikipedia
Wikipedia is a multilingual, freely available ency-
clopedia that was built by a collaborative effort of
voluntary contributors. All combined Wikipedias
hold approximately 20 million articles or more than
8 billion words in more than 280 languages. With
these facts it is the largest collection of freely avail-
able knowledge5.

With the heavily interlinked information base,
Wikipedia forms a rich lexical and semantic re-
source. Besides a large amount of articles, it
also holds a hierarchy of Categories that Wikipedia
Articles are tagged with. It includes knowledge
about named entities, domain-specific terms and
word senses. Furthermore, the redirect system of
Wikipedia articles can be used as a dictionary for
synonyms, spelling variations and abbreviations.

3.5 Translation System: Moses
For generating translations from English into Ger-
man and vice versa, the statistical translation toolkit
Moses (Koehn et al., 2007) was used to build the
training model and for decoding. For this approach,
a phrase-based approach was taken instead of a tree
based model. Further, we aimed at improving the
translations only on the surface level, and therefore
no part-of-speech information was taken into ac-
count. Word and phrase alignments were built with

5
http://en.wikipedia.org/wiki/Wikipedia:Size_comparison
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the GIZA++ toolkit (Och and Ney, 2003), whereby
the 5-gram language model was built by SRILM
(Stolcke, 2002).

4 Domain-specific Resource Generation

In this section, two different types of data and the
approach of building them will be presented. Sec-
tion 4.1 gives an overview of generating a paral-
lel resource from Linguee, which was used in gen-
erating a new domain-specific training model. In
Section 4.2 a detailed description is given how we
extracted terms from Wikipedia for generating a
domain-specific lexicon.

4.1 Domain-specific parallel corpus generation

To build a new training model that is specialised on
our xEBR ontology, we used the Linguee search en-
gine. This resource can be queried on single words
and on word expressions with or without quotation
marks. We stored the HTML output of the Linguee
queries on our financial terms and parsed these files
to extract plain parallel text. From this, we built a fi-
nancial parallel corpus with 13,289 translation pairs,
including single words, multi-word expressions and
sentences. The English part of the parallel resource
contained 410,649 tokens, the German part 347,246.

4.2 Domain-specific lexicon generation

To improve translation based on the domain-specific
parallel corpus, we built a cross-lingual terminolog-
ical lexicon extracted from Wikipedia. From the
Wikipedia Articles we used different information
units, i.e. the Title of a Wikipedia Article, the Cat-
egory (or Categories) of the Title and the internal
Interwiki
Interlanguage links of the Title. The concept of
Interwiki links can be used to make links to other
Wikipedia Articles in the same language or to an-
other Wikipedia language i.e. Interlanguage links.

In our first approach, we used Wikipedia to de-
termine the domain (or several domains) of the on-
tology. This approach (a) is to understand as the
identification of the domain through the vocabulary
of the ontology. For this approach, the financial
terms, which were extracted from the ontology, were
used to query the Wikipedia knowledge base6. The

6For the Wikipedia Query we used the Wikipedia XML

Collected Wikipedia Categories

Frequency Name

8 Generally Accepted Accounting Principles
4 Debt
4 Accounting terminology

. . .
1 Political science terms
1 Physical punishments

Table 2: Collected Wikipedia Categories based on the ex-
tracted financial terms

Wikipedia Article was considered for further exami-
nation, if its Title is equivalent to our financial terms.
In this first step, 7 terms of our ontology were iden-
tified in the Wikipedia knowledge base. With this
step, we collected the Categories of these Titles,
which was the main goal of this approach. In a sec-
ond round, we split all financial terms into all pos-
sible n-grams and repeated the query again to find
additional Categories based on the split n-grams. Ta-
ble 2 shows the collected Categories of the first ap-
proach and how often they appeared in respect to the
extracted financial terms.

After storing all Categories, only such Categories
were considered, which frequency had a value more
than the calculated arithmetic mean of all frequen-
cies (> 3.15). For the calculation of the arithmetic
mean only Categories were considered, which had
a frequency more than 1, since 2,262 of 3,615 col-
lected Categories (62.6%) had a frequency equals 1.
With this threshold we avoided extraction of a vo-
cabulary that is not related to the ontology. Without
this threshold, out-of-domain Categories would be
stored, which would extend the lexicon with vocab-
ulary that would not benefit the ontology translation,
e.g. Physical punishments, which was access by the
financial term Stocks.

In the next step, we further extended the list of
Categories collected previously by use of full and
split terms. This was done by storing new Categories
based on the Wikipedia Interwiki links of each Arti-
cle which was tagged with a Category from Table 2.
For example, we collected all Categories wherewith
the Article Balance sheet7 is tagged and the Cate-
gories of the 106 Interwiki links of the Article Bal-
ance sheet. The frequencies of these Categories
were summed up for all Interwiki links. Finally a

dump; enwiki-20120104-pages-articles.xml
7Financial statements, Accounting terminology
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Final Category List

Frequency Name

95 Economics terminology
62 Generally Accepted Accounting Principles
61 Macroeconomics
55 Accounting terminology
47 Finance
44 Economic theories

. . .

Table 3: Most frequent Categories based on the xEBR
terms and their Interwiki links

new Category was added to the final Category list, if
the new Category frequency exceeds the arithmetic
mean threshold (> 18.40).

The final Category list contained 33 financial
Wikipedia Categories (Table 3), which was in the
next step used for financial term extraction.

With the final list of Categories, we started an
investigation of all Wikipedia articles tagged with
these financial Categories. Each Wikipedia Title
was considered as a useful domain-specific term
and was stored in our lexicon if a German title in
the Wikipedia knowledge base also existed. As
an example, we examined the Category Account-
ing terminology and stored the English Wikipedia
Title Balance sheet with the German equivalent
Wikipedia Title Bilanz.

At the end of the lexicon generation we examined
5228 Wikipedia Articles, which were tagged with
one or more financial Categories. From this set of
Articles we were able to generate a terminological
lexicon with 3228 English-German entities.

5 Evaluation

Tables 4 to 5 illustrate the final results for our exper-
iments on translating xEBR ontology terms, using
the NIST (Doddington, 2002), BLEU (Papineni et
al., 2002), and Meteor (Lavie and Agarwal, 2005)
algorithms. To further study any translation im-
provements of our experiment, we also used Google
Translate8 in translating 63 financial xEBR terms
(cf. Section 3.1) from English into German and from
German into English.

5.1 Interpretation of Evaluation Metrics
In our experiments translation models built from
a general resource performed worst. These re-

8Translations were generated on February 2012.

Scoring Metric

Source # correct BLEU NIST Meteor

Google Translate 18 0.264 4.382 0.369
JRC-Acquis 12 0.167 3.598 0.323

EuroParl 4 0.113 2.630 0.326
Linguee 25 0.347 4.567 0.408

Lexical substitution 4 0.006 0.223 0.233
Linguee+Wiki 25 0.324 4.744 0.432

Table 4: Evaluation scores for German term translations

Scoring Metric

Source # correct BLEU NIST Meteor

Google Translate 21 0.452 4.830 0.641
JRC-Acquis 9 0.127 2.458 0.480

EuroParl 5 0.021 1.307 0.412
Linguee 15 0.364 3.938 0.631

Lexical substitution 4 0.006 0.243 0.260
Linguee+Wiki 22 0.348 3.993 0.644

Table 5: Evaluation scores for English term translations

sults show that building resources from general lan-
guage does not improve the translation of terms.
The Linguee financial corpus, which is built from
13,289 sentences and holds 304K English and Ger-
man 250K words, however demonstrates the ben-
efit of domain-specific resources. Its size is less
than two percent of that of the JRC-Acquis cor-
pus (1,131,922 sentences, 21M English words, 19M
German words), but evaluation scores are more than
double than those for JRC-Acquis. This is clear evi-
dence that such a resource benefits the translation of
terms in a specific domain.

The models produced by the Linguee search en-
gine are generating better translations than those
produced by general resources. This approach out-
performs Google Translate translations from Ger-
man into English for all used evaluation metrics.

The table further shows results for our approach
in using extracted Wikipedia terms as an example-
based approach. For this we used the terms extracted
from Wikipedia and exchanged English terms with
German translations and vice versa. The evaluation
metrics are very low in this case; only for Correct
Translation we generate four positive findings.

Finally, the table gives results for our approach
in using a combination of domain-specific paral-
lel financial corpus with the lexicon extracted from
Wikipedia. The domain-specific lexicon contains
3228 English-German translations, which were ex-
tracted from 18 different financial Categories. This
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combination of highly specialised resources gives
the best results in our experiment. Translating fi-
nancial terms into German, we get more Correct
Translations as well as the Meteor metric shows
better results compared to Google Translate. For
translations into English, all used evaluation metrics
show better results than those of Google Translate.
As a final observation, we learned that translations
made by domain-specific resources are on the same
quality level, either if we translate from English
into German or vice versa. In comparison, we see
that Google Translate has a larger discrepancy when
translating into German or English respectively. Our
research showed that translations from English into
German built by specialised resources were slightly
better, which goes along with Google Translate that
also produces better translations into German.

5.2 Manual Evaluation of Translation Quality
In addition to the automatic evaluation with BLEU,
NIST, and Meteor scores, we have also undertaken
a manual evaluation campaign to assess the transla-
tion quality of the different systems. In this section,
we will a) describe the annotation setup and task
presented to the human annotators, b) report on the
translation quality achieved by the different systems,
and c) present inter-annotator agreement scores that
allow to judge the reliability of the human rankings.

5.2.1 Annotation Setup
In order to manually assess the translation quality

of the different systems under investigation, we de-
signed a simple classification scheme consisting of
three distinct classes:

1. Acceptable (A): terms classified as acceptable
are either fully identical to the reference term
or semantically equivalent;

2. Can easily be fixed (C): terms in this class
require some minor correction (such as fixing
of typos, removal of punctuation, etc.) but are
nearly acceptable. The general semantics of
the reference term are correctly conveyed to
the reader.

3. None of both (N): the translation of the term
does not match the intended semantics or it is
plain wrong. Items in this class are considered
severe errors which cannot easily be fixed and
hence should be avoided wherever possible.

Classes

System A C N

Linguee+Wiki 58% 27% 15%
Google Translate 55% 31% 14%

Linguee 51% 37% 12%
JRC-Acquis 32% 28% 40%

EuroParl 5% 25% 70%

Table 6: Results from the manual evaluation into German

Classes

System A C N

Linguee+Wiki 56% 32% 12%
Linguee 56% 31% 13%

Google Translate 39% 40% 21%
JRC-Acquis 39% 31% 30%

EuroParl 15% 30% 55%

Table 7: Results from the manual evaluation into English

5.2.2 Annotation Data
We setup ten evaluation tasks, five for transla-

tions into English, five for translations into German.
Each of these sets was comprised of 63 term transla-
tions and the corresponding reference. Every set was
given to at least three human annotators who then
classified the observed translation output according
to the classification scheme described above. The
human annotators included both domain experts and
lay users without knowledge of the terms domain.

In total, we collected 2,520 classification items
from six annotators. Tables 6, 7 show the results
from the manual evaluation for term translations into
German and English, respectively. We report the
distribution of classes per evaluation task which are
displayed in best-to-worst order.

In order to better be able to interpret these rank-
ings, we computed the inter-annotator agreement be-
tween human annotators. We report scores gener-
ated with the following agreement metrics:

• S (Bennet et al., 1954);
• π (averaged across annotators) (Scott, 1955);
• κ (Fleiss and others, 1971);
• α (Krippendorff, 1980).

Tables 8, 9 present the aforementioned metrics
scores for German and English term translations.

Overall, we achieve an average κ score of 0.463,
which can be interpreted as moderate agreement fol-
lowing (Landis and Koch, 1977). Notably, we also
reach substantial agreement for one of the anno-
tation tasks with a κ score of 0.657. Given the
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Agreement Metric

System S π κ α

Linguee+Wiki 0.599 0.528 0.533 0.530
Google Translate 0.698 0.655 0.657 0.657

Linguee 0.484 0.416 0.437 0.419
JRC-Acquis 0.412 0.406 0.413 0.408

EuroParl 0.515 0.270 0.269 0.273

Table 8: Annotator agreement scores for German

Agreement Metric

System S π κ α

Linguee+Wiki 0.532 0.452 0.457 0.454
Linguee 0.599 0.537 0.540 0.539

Google Translate 0.480 0.460 0.465 0.463
JRC-Acquis 0.363 0.359 0.366 0.360

EuroParl 0.552 0.493 0.499 0.495

Table 9: Annotator agreement scores for English

observed inter-annotator agreement, we expect the
reported ranking results to be meaningful. Our
Linguee+Wiki system performs best for both trans-
lation directions while out-of-domain systems such
as JRC-Acquis and EuroParl perform badly.

5.3 Manual error analysis

Table 10 provides a manual analysis of the provided
translations from Google Translate and the com-
bined Linguee and Wikipedia Lexicon approach.
Example Ex. 1 shows the results for [Other intan-
gible] fixed assets. Since both translating systems
translate it the same, namely Vermögenswerte, they
could be considered as term variants.

A similar example is [Receivables and other] as-
sets in Ex. 4. Google Translate translates the
segment asset into Vermögensgegenstände, whereby
the domain-specific approach translates it into
Vermögenswerte. These examples prove the re-
search by Kerremans (2010) that one term does not
necessarily have only one translation on the target
side. As term variants can further be considered
Aufwendungen and Kosten, which were translated
from Costs [of old age pensions] (Ex. 5).

In contrast, the German term in [sonstige be-
triebliche] Aufwendungen (Ex. 8) is according to the
xEBR translated into [Other operating] expenses,
which was translated correctly by both systems.

A deeper terminological analysis has to be done
in the translation of the English term [Cost of] old
age pensions (Ex. 5). In general it can be translated

into Altersversorgung (provided by Google Trans-
late and xEBR) or Altersrente (generated by the
domain-specific model). Doing a compound anal-
ysis, the translation of [Alters]versorgung is supply
or maintenance. On the other side, the translation of
[Alters]rente is pension, which has a stronger con-
nection to the financial term in this domain.

Ex. 6 shows an improvement of domain spe-
cific translation model in comparison to a general
resource. Both general resources translated Securi-
ties as Sicherheiten, which is correct but not in the fi-
nancial domain. The domain-specific trained model
translates the ambiguous term correctly, namely
Wertpapiere. Google Translate generates the same
term as on the source site, Securities. Further, the
term Equity (Ex. 7) is translated by Google Translate
as Gerechtigkeit, the domain-specific model trans-
lates it as Eigenkapital, which is the correct trans-
lation. Finally, Ex. 2 and Ex. 3 open the issue of
accurateness of the references for translation evalu-
ation. The translations of these terms are correct if
we consider the source language. On the other hand,
if we compare them with the proposed references,
they are not the same. In Ex. 2 they are truncated
or extended in Ex. 3, which opens up problems in
translation evaluation.

5.4 Discussion

Our approach shows the differences between im-
proving translations with different resources. It was
shown to be necessary to use additional language
resources, i.e. specialised parallel corpora and if
available, specialised lexica with appropriate trans-
lations. Nevertheless, to move further in this direc-
tion, translation of specific terms, more research is
required in several areas that we identified in our ex-
periment. One is the quality of the translation model.
Because the translation model can only translate
terms that are in the training model, it is necessary
to use a domain-specific resource. Although we got
better results with a smaller resource (if we translate
into English), comparing those results with Google
Translate, we learned that more effort has to be done
in the direction of extending the size and quality of
domain-specific resources.

Apart from that, with the aid of Wikipedia, which
can be easily adapted for other language pairs, we
further improved the translations into English to a
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Term Translations

# Source Reference Google Domain-specific

1 Other intangible sonstige immaterielle Sonstige immaterielle Sonstige immaterielle
fixed assets Vermögensgegenstände Vermögenswerte Vermögenswerte

2 Long-term Finanzanlagen Langfristige finanzielle Langfristige finanzielle
financial assets Vermögenswerte Vermögenswerte

3 Financial result Finanz- und Finanzergebnis Finanzergebnis
Beteiligungsergebnis

4 Receivables and Forderungen und sonstige Forderungen und sonstige Forderungen und sonstige
other assets Vermögensgegenstände Vermögensgegenstände Vermögenswerte

5 Cost of old age Aufwendungen für Aufwendungen für Kosten der Altersrenten
pensions Altersversorgung Altersversorgung

6 Securities Wertpapiere Securities Wertpapiere
7 Equity Eigenkapital Gerechtigkeit Eigenkapital
8 sonstige betriebliche Other operating expenses other operating expenses other operating expenses

Aufwendungen (TC)

Table 10: Translations provided by Google Translate and by the domain-specific resource

point where we outperform translations provided
by Google Translate. Nevertheless, our experiment
showed that the translations into German were bet-
ter in regard of Google translate only for the Meteor
evaluation system, for BLEU and NIST we did not
achieve significant improvements. Also here more
work has to be done in domain adaptation in a more
sophisticated way to avoid building out-of-domain
vocabulary.

6 Conclusion

The approach of building new resources showed a
large impact on the translation quality. Therefore,
generating specialised resources for different do-
mains will be the focus of our future work. On
the one hand, building appropriate training models
is important, but our experiment also highlighted
the importance of additional collaborative resources,
like Wikipedia, Wiktionary, and DBpedia. Besides
extracting Wikipedia Articles with their multilin-
gual equivalents, as shown in Section 4.2, Wikipedia
holds much more information in the articles itself.
Therefore exploiting non-parallel resources, shown
by Fišer et al. (2011), would clearly help the trans-
lation system to improve performance. Future work
needs to better include the redirect system, which
would allow a better understanding of synonymy
and spelling variety of terms.

Focusing on translating ontologies, we will try
to better exploit the structure of the ontology itself.

Therefore, more work has to be done in the combi-
nation of linguistic and semantic information (struc-
ture of an ontology) as demonstrated by Aggarwal et
al. (2011), which showed first experiments in com-
bining semantic, terminological and linguistic infor-
mation. They suggest that a deeper semantic analy-
sis of terms, i.e. understanding the relations between
terms and analysing sub-terms needs to be consid-
ered. Another source of useful information may be
found in using existing translations for improving
the translation of other related terms in the ontology.
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Abstract 

Verb plays a crucial role of specifying the 
action or function performed in a sentence. 
In translating English to morphologically 
richer language like Hindi, the organization 
and the order of verbal constructs 
contributes to the fluency of the language. 
Mere statistical methods of machine 
translation are not sufficient enough to 
consider this aspect. Identification of verb 
parts in a sentence is essential for its 
understanding and they constitute as if they 
are a single entity. Considering them as a 
single entity improves the translation of the 
verbal construct and thus the overall 
quality of the translation. The paper 
describes a strategy for pre-processing and 
for identification of verb parts in source 
and target language corpora. The steps 
taken towards reducing sparsity further 
helped in improving the translation results.  

1 Introduction 

With the availability of parallel content, increased 
memory and processing speed, there has been 
growing trend moving towards Statistical Machine 
Translation. Most of the phrase based machine 
translation systems are based on the noisy-channel 
based IBM models (Koehn, Och & Marcu, 2003,   
Zens et al., 2004). Phrases refer to a number of 
consecutive words that may not be a valid syntactic 
phrase but are learnt through the statistical 
alignment between two languages. English and 
Hindi have differing syntactical structure and pose 

great challenge in aligning phrases of the two 
languages. The former follows SVO pattern while 
the later adheres to the SOV pattern. Hindi being 
morphologically richer offers several verbal 
constructs governed through Tense, Aspect and 
Modality (TAM). The non-monotonocity between 
the two languages causes inferior alignment of 
phrases especially verbal constructs. 

There have been efforts towards single 
tokenization of MWE parts. Ueffing and Ney, 
2003 reported use of POS information for SMT to 
morphologically richer language. They tried to 
transform the source language while the approach 
proposed here attempts transformations on both 
source and target laguage sides. Recent related 
works use statistical measures like Mutual 
Information and Log Likelihood Ratio (Seretan 
and Wehrli, 2007) to know the degree of cohesion 
between constituents of a MWE. These require 
defining threshold value above which the extracted 
phrase is qualified as a MWE.  

Minkov et al. (2007) utilized the rich syntactic 
and morphological analyzers to generate the 
inflections. Hindi lacks availability of robust 
parsers and complex morphological analyzers.  
The paper describes the process of identifying 
verbal constructs of both languages and grouping 
them in single units to reduce the search space. For 
identification of the verbal constructs, the POS 
information is utilized with simple combining rules 
to make verb phrases. This yields better alignment 
of verbal phrases and results in more grammatical, 
fluent and acceptable translations. Besides that, the 
data sparseness generated from chunking is 
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handled through extending the phrase table with 
verbal parts entries.  

The paper is organized in sections, describing 
the phrase based SMT in brief, Hindi language and 
its verbal properties followed by sections 
describing identification of verbal constructs in 
English and Hindi. Further to it, corpus and pre-
processing activities are detailed alongwith the 
experimental setup, process adopted to reduce 
sparcity, the translation process, observations and 
conclusion. 

2 Overview of SMT 

Candide SMT system [Brown et al., 1990], 
presented by the IBM researchers paved the path 
for statistical approach to machine translation.  
In statistical machine translation, we are given a 
source language sentence S = sI

1 = s1 . . . si . . . sI , 
which is to be translated into a target language 
(‘English’) sentence T = tJ

1 = t1 . . . tj . . . tJ.  
Statistical machine translation is based on a noisy 
channel model. It considers T to be the target of a 
communication channel, and its translation S to be 
the source of the channel. System may generate 
multiple translation sentences options and the 
problem of translation becomes identifying 
sentence T which fits as the best translation of the 
source sentence S. Hence the machine translation 
task becomes to recover the source from the target. 
So, we need to maximize P(T|S). According to the 
Bayes rule, 
 
  
 
As, P(S) is constant,  
 
 

Here,  P(s|t) represents Translation model and 
P(t) represents language model.  Translation model 
plays the role of ensuring translation faithfulness 
and Language model to ensure the fluency of 
translated output. 

3 Hindi language and its verbal 
properties  

Indian languages are classified in four major 
families: Indo-Aryan (a branch of the Indo-
European family), Dravidian, Austro-Asiatic 

(Austric), and Sino-Tibetan, with the 
overwhelming majority of the population speaking 
languages belonging to the first two families. 
There are 22 languages listed in eighth schedule of 
constitution of India. The four major families are 
different in their form and construction, but they 
share many orthographic similarities, because their 
scripts originate from Brahmi (Ishida, 2002).  

Hindi language belongs to the Indo-Aryan 
language family. It is spoken in vast areas of 
northern India and is written in Devanagari script. 
In Hindi, words belonging to various grammatical 
categories appear in lemma and inflectional forms. 
Hindi Verbal constructs system is based on the 
TAM of the action. The Verbal costructs are 
formed by placement of auxiliary verbs after the 
main verb. The main verb that carries the lexical 
meaning may appear in the root or inflected form. 
Auxiliary verbs of the main verb denote the TAM 
property of the verbal construct.  

Tense is a grammatization of the relations 
between time of some event and the refrence time. 
Aspect markers are semantically very sensitive and 
often convey subtle meanings and nuances that are   
not generally expressed through simple lexical 
words. Here we look at the two example sentences,  

1. वह Ǒदन भर बैठा रहता है  

    vaha din bhar baithaa rahataa hai  

    (‘He remains seated whole day’).   

2. वह बार-बार बैठता रहता है  

    vaha baar-baar baithtaa rahataa hai 

    (‘He sits frequetly’)  

Here, aspect marker या रह ‘yaa raha’ in first 
sentence, denotes the resultant state of the action 
and रह ‘raha’ gives perception of a longer period of 
time. While in a slightly modified second sentence, 
the aspect marker ता रह ‘taa raha’ gives the sense 
of repetition or infinity of the action and रह ‘raha’ 
gives the perception of a time spread.  

The mood reflects speaker’s attitude towards the 
action and is manifested in many ways in a 
language. In Hindi the moods can be of Imperative, 

     
 sP

tPtsPstPt
tt

*|maxarg|maxarg* 

   tPtsPt
t
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96



Subjunctive, Indefinite and definite potential, 
conditional and future etc. Here we look at the 
following three sentences. 

1. त पढ़ू   tu padh  (‘You read’) 

2. तम पढ़ोु  tu padh (‘You read’) 

3. आप पǑढ़ए tu padh (‘You read’) 

All the above three sentences are imperative in 
nature but there is subtle difference in speaker’s 
attitude. The first sentence is the impolite form of 
expression, the second one is common form and 
the third sentence is the polite form of expressing 
the same thing.  

All constituents of the verbal constructs are 
obligatory. Semantically TAM markers are so 
closely interlinked that it would be appropriate to   
treat them as a single entity rather than treating 
them sperately. Besides that, the main verb appears 
frequently in compound and conjunct forms in the 
verbal constrcuts (Singh, 2010). Compound verbs 
follow the pattern of verb-verb (V-V) combination 
while conjunct verbs are formed with either noun-
verb (N-V) or adjective-verb (A-V) combinations. 
In V-V expressions the first verb word carries 
verbal stem while successive verb words play the 
role of auxiliary or light verbs (LV). The LVs 
loose their independent meaning and are used to 
reflect the shade of main verb. The compound and 
conjunct verb expressions are also referred as 
complex predicates (CP). The CPs are multi-word 
expressions (MWEs) which may be compositional 
or non-compositional in nature (Sinha, 2011). 
These should be treated as a single verbal unit to 
infer the intended meaning or semantics. The CP 
adds to the expressiveness of the expression but 
pose difficulty for automatic identification.  

4 Identification and treatment verbal 
constructs  

The elements of verbal constructs, if treated as 
individual words leave too many entries in the 
sentences to get aligned through statistical 
alignment. This makes the probability distribution 
unfocussed. Co-joining parts of verbal constructs 
reduces the sentence length and thus helps in better 
alignment. 

4.1 English verbal constructs 

The Stanford POS tagger (Kristina Toutanova et 
al., 2003) is used for tagging words in a sentence 
with their POS categories. The POS tags are based 
on Penn Treebank POS tagset (Mitchell et al., 
1993). The verbal parts to be chunked together are 
identified with the help of a set of rules. Some of 
these rules are listed in the Table 1. As an example, 
the rule ‘get NP VBN’ specifies, that if Noun 
Phrase appears in between the word ‘get’ and 
VBN, this is considered as a verbal construct. 
 

POS based Verb Chunking Rules 
VBP/VBD/VBZ  VBG 
MD not VB 
get  NP VBN 

 
Table 1: Sample rules for identiying English 

Verbal constructs 

These rules are impletemented in the form of a 
Finite State Machine (FSM). The NP-phrase 
appearing in between the verb construct parts is 
identified and FSM implementation helps in 
achieving this. Similarly, the model auxiliaries like 
‘can be’ are also co-joined with successive verbs. 
These simple rules help in identifying the 
constituents of verbal constructs. The negation 
markers or noun phrases that appear in between 
verbal constructs are moved out to reduce sparsity. 
Table 2 shows some English verbal constructs and 
how these are co-joined. 

 
Verbal Constructs Co-joined Verbal Constructs 
is going is_going 
can not be done not can_be_done 
get the work done get_done the work 

 
Table 2: Sample English Verbal constructs 

4.2 Identification of Hindi verbal constructs 

For identifying the Hindi verbal constructs, a 
combination of POS tagging and presence of the 
TAM markers appearing as verb ending sequences 
are used. The POS tags are based on modified 
Penn Treebank POS tagset. The POS tagging 
identifies possible verbal parts to be chunked, 
while the TAM rules help in confirmation of them. 
Table 3 lists some of the TAM rules. Here $ 
indicates the presence of main verb stem. 
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Verbal constructs TAM Rules 
जा सकता है  
jaa saktaa hai 

$_सकता_है 
$_saktaa_hai 

जान ेमत दो 
jaane mat do 

मत $न े_दो 
mat $ne_do 

खाया जा रहा होगा 
khaaya jaa rahaa hogaa 

$या_जा_रहा_होगा 
$yaa_jaa_rahaa_hogaa 

जा नहȣ ंरहा है 
jaa nahi rahaa hai 

नहȣ ं$_रहा_है 
nahi $_rahaa_hai 

जाता तो था 
jaataa to thaa 

तो $ता_था 
to $taa_thaa 

 
Table 3: Sample rules for identiying Hindi Verbal 

constructs 

Table 4 shows some of the verbal constrcts and 
their co-joined forms after processing. The 
negation markers, such as, नहȣ ं nahi (‘not’) and 
particles, such as, तो (emphatic marker) occurring 
in between are moved out of the verbal expressions 
to reduce the sparsity.  

 
Verbal Constructs Co-joined Verbal Constructs 
जा सकता है 
jaa saktaa hai 

जा_सकता_है 
jaa_saktaa_hai 

जान ेमत दो 
jaane mat do 

मत जान े_दो 
mat jaane_do 

खाया जा रहा होगा 
khaayaa jaa rahaa 
hogaa 

खाया_जा_रहा_होगा 
khaaya_jaa_rahaa_hogaa 

जा नहȣं रहा है 
jaa nahi rahaa hai 

नहȣ ंजा_रहा_है 
nahi jaa_rahaa_hai 

जाता तो था 
jaataa to thaa 

तो जाता_था 
to jaataa_thaa 

 
Table 4: Sample Hindi Verbal constructs 

Complex Predicates are identified using the 
approach of Sinha (2009). Here, we make use of 
parallel corpus, English-Hindi dictionary of Light 
Verbs and TAM rules. Table below shows some 
sample Complex predicates in Compound and 
Conjuct forms and their treatment. 

 

 

 Compound Verbs  
Verbal Constructs Co-joined Verbal Constructs 
बैठ जा  
baith jaa 

बैठ_जा  
baith_jaa 

पढ़ ͧलया होगा 
padh liyaa hogaa 

पढ़_ͧलया_होगा 
padh_liyaa_hogaa 

कर Ǒदया 
kar diyaa 

कर_Ǒदया 
kar_diyaa 

Conjunct Verbs 
Verbal Constructs Co-joined Verbal Constructs 
परȣ¢ा दे 
parikshaa de 

परȣ¢ा_दे 
parikshaa_de 

बात कर रहा है 
baat kar rahaa hai 

बात _कर_रहा_है 
baat_kar_rahaa_hai 

बंद हो गया  
band ho gayaa 

बंद_हो_गया  
band_ho_gayaa 

 
Table 5: Sample Hindi complex predicates  

5 Corpus and pre-processing 

Basic Travel Expressions Corpus (BTEC) 
containing travel conversations is used for 
performing the experiments (Kikui, 2006). This 
contains travel expressions which are generally 
used when a person travels to another country and 
covers the utterances of potential subjects in travel 
situations. The expressions contained more than 
one sentence in single expression. These have been   
separated by sentence end markers (dot). Such 
sentences have been treated as separate sentence 
entities. This increased the number of independent 
sentences in parallel corpus. The Tables 6 and 7  
list corpus statistics. 
 

Corpus  Training Development Test 
English: 
# sentences 19972 2343 2371 
# words 153066 17806 18257 
# avg words       
/ sentence 

7.7 7.6 7.7 

Hindi: 
# sentences 19972 2043 2071 
# words 171347 17774 17811 
# avg words       
/ sentence 

8.6 8.7 8.6 

 
Table 6: Corpus Statistics before pre-processing 
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Corpus  Training Development Test 
English: 
# sentences 24056 2581 2575 
# avg words       
/ sentence 

6.3 6.4 6.3 

Hindi: 
# sentences 24056 2581 2575 
# avg words       
/ sentence 

7.2 7.1 7.2 

 
Table 7: Corpus Statistics after pre-processing 

The average sentence length in the English 
corpus before pre-processing was 7.7 words per 
sentence and after pre-processing it came down to 
6.3 words per sentence. Hindi corpus had 8.7   
words per sentence and it became 7.2 words per 
sentence after pre-processing.  

The pre-processing activity also included 
expanding of common abbreviated expressions e.g. 
I’ll to ‘I will’ etc. This has been performed with a 
set of simple expansion rules. Besides that, dots 
appearing after titles are also replaced with hash 
(#), to avoid being treated them as sentence end-
markers. 

6 Experimental setup 

For the training of the statistical models, standard 
word alignment GIZA++ (Och & Ney, 2003) and 
language modelling toolkit SRILM (Stolcke, 2002) 
tools were used. For translation, MOSES phrase-
based SMT decoder (Koehn, 2007) has been used. 
For evaluation, the automatic evaluation metrics, 
BLEU (Papineni, 2002) was applied to the 
translation output. 

7 Translation process 

The overall process can be classified as Training 
and Testing processes. The training process 
describes the steps involved in building models. 
These steps include – pre-processing of training 
corpus, POS tagging source and target language 
training corpus, chunking words forming the 
verbal constructs, building translation and 
language models.  

 
Figure 1: Training process 

Testing process describes steps while 
translating. It involves - pre-processing of test 
corpus, POS tagging of test corpus, chunking the 
words forming the verbal constructs and searching 
words in the vocabulary of training models. If 
some words are unseen but are lexical words of 
verbal constructs, they are handled as described in 
section 8 below.  

 
Figure 2: Testing process 
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8 Handling sparsity 

Due to limited size of parallel corpus used for 
training the models, it is quite probable that some 
verbal constructs may appear which is unseen by 
the training model and is out of vocabulary (OOV). 
The probability of such occurrence increases due 
to the co-joining of words forming verbal 
constructs. To meet this situation, templates of 
different verbal constructs with their translations 
are used. The Table 8 shows some sample 
templates with their translations. 

If verbal construct is OOV, it is changed to its 
translation template form. After that, its equivalent 
translation is picked up and is replaced in the 
sentence to be translated. As an example, if the 
verbal construct ‘would_have_been_cleaning’ is 
OOV. It is changed to its template form   
would_have_been_VBG and its respective 
translation VB_रहा_होगा is picked up from the 
translation template table. Now, with the help of 
English-Hindi dictionary, translation of verbal 
construct ‘would_have_been_cleaning’ in the 
sentence is replaced with the translated as 
‘साफ़_कर_रहा_होगा and is sent for final translation. 

 
Verbal construct template Translation template 
can_VB VB_सकता_है 

VB_saktaa_hai 
would_have_been_VBG VB_रहा_होगा 

VB_rahaa_hogaa 
has_not_VBN नहȣ_ंVBया_है 

nahi_VByaa_hai 
 
Table 8: Verbal Construct template translation 

If the verb is not present in the English-Hindi 
dictionary too, it is translierated and ‘कर’ is added 
to it. Now, the verbal construct in the source 
sentence is replaced with its transliterated form   
before sending for translation. As an example, if  
word ‘clean’ is not found in English-Hindi 
dictionary, its translterated form ‘Èलȣन’ is 
generated and ‘कर’ is added to it. The verbal 
construct ‘would_have_been_cleaning’ in the 
source sentence is replaced with transliterated 
verbal construct ‘Èलȣन_कर_रहा_होगा’ before 

sending for SMT. For trnasliteration in-house 
statistical transliteration system is used.  

9 Experiments 

The experiments were carried on original, pre-
processed and chunked verbal constructs based 
models. Table 9 below show that there is 
improvement in BLUE score when we pre-process 
the raw corpus. Better alignment is achieved due to 
reduced sentence length and data being in 
normalized form. The chunked verbal constructs 
corpus further improves the BLUE score. Though 
the BLUE score gain is marginal but on human   
inspection, better order and organization of Verbal 
constructs is observed. The table below shows the 
BLEU score for experiments. 
 

Corpus BLEU  
Score 

Gain in  
BLEU score 

BPP * 0.1596  
APP * 0.1672 0.0076 
APP + VCC * 0.1694 0.0022 

 
Table 9: BLEU scores for different experiments 

* BPP   -  Before Pre-processing the corpus 
* APP   -  After Pre-processing the corpus 
* APP + VCC  -  After Pre-Processing corpus + 
                                Verbal Constructs Chunking 

10 Conclusion and Future Work 

Results show, moderate gain in BLUE score is 
obtained with pre-processing of the corpus. This 
can be attributed to better alignment due to   
reduced length of sentences. Marginal gain is 
observed with chunking of Verbal constructs, yet   
manual inspection show fluent translation of verbal 
parts.  

Hindi verb forms are sensitive to gender, 
number and person information, which is not 
considered in current implementation. Work on 
interrogatives, prepositional phrases and other   
multi-word expressions, is in progress. There is 
scope to improve the statistical alignment using 
linguitic knowledge. The investigations on these 
are currently in progress. 
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Abstract

The paper presents a new resource light flexi-
ble method for clause alignment which com-
bines the Gale-Church algorithm with in-
ternally collected textual information. The
method does not resort to any pre-developed
linguistic resources which makes it very ap-
propriate for resource light clause alignment.
We experiment with a combination of the
method with the original Gale-Church algo-
rithm (1993) applied for clause alignment.
The performance of this flexible method, as it
will be referred to hereafter, is measured over
a specially designed test corpus.

The clause alignment is explored as means
to provide improved training data for the
purposes of Statistical Machine Translation
(SMT). A series of experiments with Moses
demonstrate ways to modify the parallel re-
source and effects on translation quality: (1)
baseline training with a Bulgarian-English
parallel corpus aligned at sentence level; (2)
training based on parallel clause pairs; (3)
training with clause reordering, where clauses
in each source language (SL) sentence are re-
ordered according to order of the clauses in
the target language (TL) sentence. Evaluation
is based on BLEU score and shows small im-
provement when using the clause aligned cor-
pus.

1 Motivation

Evaluation on the performance of MT systems has
shown that a pervasive shortcoming shared by both
the phrase-based and the syntax-based SMT systems

is translating long and (syntactically) complex sen-
tences (Koehn et al., 2003; Li et al., 2007; Sudoh et
al., 2010).

The power of phrase-based SMT lies in local lex-
ical choice and short-distance reordering (Li et al.,
2007). Syntax-based SMT is better suited to cope
with long-distance dependencies, however there also
are problems, some of them originated from the lin-
guistic motivation itself – incorrect parse-trees, or
reordering that might involve blocks that are not
constituents (Li et al., 2007).

An efficient way to overcome the problem of sen-
tence length and complexity is to process the clauses
in a similar way as sentences. This has incited grow-
ing interest towards the alignment and processing of
clauses – a group of syntactically and semantically
related words expressing predicative relation and
positioned between sentence borders or clause con-
nectors. (It is known that some predicative relations
can be considered complex being saturated with an-
other predicative relation – but with the above given
definition this case is simplified).

The differences in word order and phrase structure
across languages can be better captured at a clause
rather than at a sentence level, therefore, monolin-
gual and parallel text processing in the scope of the
clauses may significantly improve syntactic parsing,
automatic translation, etc. The sentences can be very
long and complex in structure, may consist of a con-
siderable number of clauses which in turn may vary
with respect to their relative position to each other
in parallel texts both due to linguistic reasons per se
and translators’ choices.

The flexible order, length and number of clauses
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in sentences, along with the different word order and
ways of lexicalisation across languages contribute to
the complexity of clause alignment as compared to
sentence alignment and call for more sophisticated
approaches. These findings have inspired growing
research into clause-to-clause machine translation
involving clause splitting, alignment and word order
restructuring within the clauses (Cowan et al., 2006;
Ramanathan et al., 2011; Sudoh et al., 2010; Goh et
al., 2011).

A fixed clause order in a language (i.e. rela-
tive clauses in Bulgarian, English, French and many
other languages follow the head noun, while in Chi-
nese, Japanese, Turkish, etc. they precede it) may
correspond to a free order in another (i.e. Bulgar-
ian and English adverbial clauses). The hypothesis
is that a SMT model can be improved by inducing
a straightforward clause alignment through reorder-
ing the clauses of the source language text so as to
correspond to the order of the clauses in the target
language text.

2 State-of-the-art

The task of clause alignment is closely related to
that of sentence alignment (Brown et al., 1990; Gale
and Church, 1993; Kay and Roscheisen, 1993) and
phrase alignment (DeNero and Klein, 2008; Koehn
et al., 2003). There are two main approaches – sta-
tistical and lexical, often employed together to pro-
duce hybrid methods. Machine learning techniques
are applied to extract models from the data and re-
duce the need of predefined linguistic resources.

Boutsis, Piperidis and others (Boutsis and
Piperidis, 1998; Boutsis and Piperidis, 1998;
Piperidis et al., 2000) employ a method combin-
ing statistical techniques and shallow linguistic pro-
cessing applied on a bilingual parallel corpus of
software documentation which is sentence-aligned,
POS-tagged and shallow parsed. The combined task
of clause borders identification uses linguistic in-
formation (POS tagging and shallow parsing) and
clause alignment based on pure statistical analysis.
The reported precision is 85.7%. Kit et al. (2004)
propose a method for aligning clauses in Hong Kong
legal texts to English which relies on linguistic in-
formation derived from a glossary of bilingual legal
terms and a large-scale bilingual dictionary. The al-

gorithm selects a minimal optimal set of scores in
the similarity matrix that covers all clauses in both
languages. The authors report 94.60% alignment ac-
curacy of the clauses, corresponding to 88.64% of
the words.

The quality of the parallel resources is of cru-
cial importance to the performance of SMT sys-
tems and substantial research is focused on devel-
oping good parallel corpora of high standard. Most
clause alignment methods are applied on domain
specific corpora, in particular administrative cor-
pora and are not extensively tested and evaluated on
general corpora or on texts of other domains. Al-
though clause segmentation is often performed to-
gether with clause alignment (Papageorgiou, 1997)
the former tends to be more language-specific and
therefore clause alignment is performed and eval-
uated independently. The majority of the avail-
able comparative analyses discuss modifications of
one method rather than the performance of different
methods. Moreover, the performance of resource-
free against resource-rich methods has been poorly
explored. To the best of our knowledge, there is
no purely resource-free method for clause alignment
offered so far.

In recent years, handling machine translation at
the clause level has been found to overcome some of
the limitations of phrase-based SMT. Clause aligned
corpora have been successfully employed in the
training of models for clause-to-clause translation,
reordering and subsequent sentence reconstruction
in SMT – Cowan et al. (2006) for syntax-based
German-to-English SMT, Sudoh et al. (2010) for
English-to-Japanese phrase-based SMT, among oth-
ers.

Cowan et al. (2006) discuss an approach for
tree-to-tree SMT using Tree Adjoining Grammars.
Clause alignment is performed on a corpus (Eu-
roparl) which is then used in the training of a model
for mapping parse trees in the source language to
parse trees in the target language. The performance
of this syntax-based method is similar to the phrase-
based model of Koehn et al. (2003).

Sudoh et al. (2010) propose a method for clause-
to-clause translation by means of a standard SMT
method. The clauses may contain non-terminals as
placeholders for embedded clauses. After transla-
tion is performed, the non-terminals are replaced
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by their clause translations. The model for clause
translation is trained using a clause-aligned bilin-
gual corpus of research paper abstract. The proposed
improvement by using Moses is 1.4% in BLEU
(33.19% to 34.60%), and 1.3% in TER (57.83% to
56.50%) and 2.2% in BLEU (32.39% to 34.55%)
and 3.5% in TER (58.36% to 54.87%) using a hi-
erarchical phrase-based SMT system.

The potential of clause alignment along with
other sub-sentence levels of alignment in extract-
ing matching translation equivalents from transla-
tion archives has been recognised within the EBMT
framework, as well (Piperidis et al., 2000).

3 Bootstrapping clause alignment

The clause alignment is modelled as a bipartite
graph. Each node in the graph corresponds to a
clause in either the source or the target language.
A pair of clauses that are fully or partially trans-
lational equivalents is connected by an edge in the
graph. The connected components of the graph are
beads (the smallest group of aligned clauses). In
these terms, the task of clause alignment is the task
of the identification of the edges in a bipartite graph,
where the nodes are the clauses (Brown et al., 1990).

A bootstrapping method for clause alignment that
does not exploit any pre-developed linguistic re-
sources is elaborated. The method uses length-
balance based alignment algorithm – i.e. Gale-
Church (Gale and Church, 1993), for the data col-
lecting. The bootstrapping algorithm attains high
precision and relatively good recall. In order to
improve the recall while preserving the precision
the method is combined with the Gale-Church al-
gorithm applied to clause alignment.

The proposed method consists of the following
stages:

1. Initial clause alignment that serves as training
data.

2. Identifying similarities between clauses in dif-
ferent languages.

3. Building the clause alignment.

3.1 The Gale and Church algorithm
Gale and Church (1993) describe a method for align-
ing sentences based on a simple statistical model of

sentence lengths measured in number of characters.
It relies on the fact that longer sentences in one lan-
guage tend to be translated into longer sentences in
the other language, and vice versa. A probabilis-
tic score is assigned to each proposed correspon-
dence of sentences, based on the scaled difference
and the variance of the lengths of the two sentences.
The method is reported to give less than 4% error in
terms of alignment and is probably the most widely
used sentence alignment method.

The extended version of the Gale-Church aligner
from the Natural Language Toolkit1 is applied for
clause alignment. The original Gale-Church method
applies the 1:1, 0:1, 1:0, 1:2, 2:1 and 2:2 bead mod-
els; in the extended version – the 1:3, 3:1, 2:3, 3:2,
3:3 models are added.

3.2 Clause alignment training data
The clause beads are identified by applying the
Gale-Church algorithm. The aim is to select a set
of aligned beads which are to serve as a training set
for the subsequent stages. Only beads showing high
probability of correctness are used. For any proba-
bility p we could find δ so that for the Gale-Church
measure within [−δ, δ] the corresponding bead is
correct with probability p.

3.3 Clause similarity
Clause similarity is measured by means of: a) par-
tial word alignment, b) length similarity, and c)
weighted punctuation similarity.

3.3.1 Word alignment
To align words in the scope of parallel clauses,

word-to-word connections (weighted links between
two words based on word similarity) are calculated
using several methods given below:

• Vector space model

A given word is assigned a vector

< x1, x2, · · · , xn >

in an n-dimensional vector space, where each
dimension represents a bead in the preliminary
clause alignment and x i is the number of the
occurrences of the word in the bead. The set of
these vectors is a matrix.

1http://nltk.googlecode.com
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The vector space word similarity is the cosine
of the angle between the vectors of the words
(Ruge, 1992; Schütze, 1992). Two words are
similar if the cosine is above a specified thresh-
old. The observations over the training and
test data show that the translation equivalents
are identified best when the cosine is higher
than 0.7. However, the word-to-word align-
ment reduces some of the errors which increase
in number when lowering the threshold. There-
fore, the threshold is set at 0.4 acquiring a good
balance between the number of the connections
obtained and the error rate.

A second vector space matrix is built using the
first two words in each clause on the assump-
tion that clause-introducing words may express
stronger word-to-word connections.

Some experiments with word similarity asso-
ciation measures e.g. the chi-square measure
(Evert, 2005) failed to show any improvements.

Word forms are treated as instances of one and
the same word if either their actual or nor-
malised forms are equal (Kay and Roscheisen,
1993). The normalised forms cover correspon-
dences between grammatically and semanti-
cally related words in languages with rich in-
flectional and derivational morphology. The
morphology algorithm proposed by Kay and
Roscheisen (1993) is applied for splitting po-
tential suffixes and prefixes and for obtaining
the normalised word forms. The vector space
word-to-word connections are calculated for
both actual and normalised forms and the ob-
tained similarity measures are summed up.

• Levenshtein measure (Levenshtein, 1966)

Church (1993) employs a method that in-
duces sentence alignment by employing cog-
nates (words that are spelled similarly across
languages). Instead the standard Levenshtein
distance (the number of edits required to trans-
form a string A into another string B) is ap-
plied. The non-Latin characters are transliter-
ated into Latin ones. The distance is calculated
within a tolerance different for a different word
length. The distance is then transformed into

similarity by means of the tolerance.√
1− levenshtein

tolerance + 1
.

• Punctuation

Similarity is calculated also if two words con-
tain identical prefixes or suffixes which are
punctuation marks or special characters. Punc-
tuation and special characters are not all equal.
Some of them are more robust, e.g. marks
for currency and measurement, or mathemati-
cal symbols ($, , , %, +,<,>, =) or the different
types of brackets. Others (e.g. comma, hyphen,
colon, semi-colon) may be governed by lan-
guage specific rules and may lead to improve-
ment only for those pairs of languages that em-
ploy similar rules.

The word-to-word similarity measure is the
weighted sum of the above measures where the
Levenshtein similarity is multiplied by 3, the
punctuation similarity by 0.4 and the vector
space similarity measure by 1, which is defined
as a base.

The similarity connections are sorted descend-
ingly and sequentially processed. At each itera-
tion only connections between dangling words
are stored. Thus there is only one connec-
tion left for each word resulting in partial word
alignment. The weights of all obtained word-
to-word connections are summed up to pro-
duce the weight of the clause association that is
propagated to the clause similarity calculation
stage.

3.3.2 Length similarity
Zero-weighted similarity connections between

clauses are collected using Gale-Church’s distance
measure. Thus connections are added without in-
creasing the weight of the existing ones.

3.3.3 Weighted punctuation similarity
This similarity is calculated by the following for-

mula∑
Z∈PU

min(count(Z ∈ cl1), count(Z ∈ cl2)),
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where PU is the set of the punctuation marks and
special symbols being prefixes and suffixes of words
in the clauses processed.

3.4 Clause alignment with the bootstrapping
method

The bipartite graph is built by filtering the set of the
calculated clause similarity connections. The con-
nected components of this graph form the clause
beads. A conservative fallback strategy is applied
to add the dangling clauses to the most appropri-
ate bead. The filtering process starts by defining a
threshold for grouping (1,2) and every clause simi-
larity connection with weight above it is considered
strong. In a way similar to word alignment, the re-
maining (weak) connections are sorted descendingly
and processed one by one. If the processed connec-
tion relates clauses that are not attached to any bead,
it passes the filter. In other words these two clauses
form a 1:1 bead.

The bootstrapping method evaluated on the test
corpus has precision above 94% and recall of 77%.
To overcome this low recall we combine the Gale-
Church algorithm with the core method.

3.5 Combined clause alignment

The combined method also distinguishes strong and
weak clause connections by means of a threshold
constant. At the beginning the Gale-Church results
in clause alignment are compared with the strong
connections. If they comply with the Gale-Church’s
beads, the weak connections are processed. The
weak connections are added to the final graph if
they do not contradict Gale-Church’s output, i.e.
when they do not connect clauses from two differ-
ent beads.

In case of a strong connection the Gale-Church’s
alignment is discarded, assuming that the seman-
tic and the syntactic similarities between clauses are
more significant than the length.

4 Clause alignment evaluation

4.1 Test corpus

A test corpus was constructed for the purposes
of method evaluation. It consists of 363,402 to-
kens altogether (174,790 for Bulgarian and 188,612
for English) distributed over five thematic domains:

Fiction (21.4%), News (37.1%), Administrative
(20.5%), Science (11.2%) and Subtitles (9.8%). The
purpose of using a general testing corpus with texts
from a variety of domains is to investigate method
performance in a wider range of contexts.

Both Bulgarian and English parts of the corpus
are first automatically segmented and then aligned
at sentence level. The task of sentence detection
in Bulgarian is carried out using a Bulgarian sen-
tence splitter (Koeva and Genov, 2011). For sen-
tence splitting of the English texts a pre-trained
OpenNLP2 model is used. Sentence alignment is
produced using HunAlign3 (Varga et al., 2005), with
the alignment manually verified by human experts.

Clause splitting is considered a highly language
dependent task and separate linguistic models need
to be developed for each language. For the pur-
poses of the present study, Bulgarian sentences are
manually or semiautomatically split into clauses and
for the English texts a pre-trained OpenNLP parser
is used to determine clause boundaries followed by
manual expert verification and post-editing (the task
of automatic clause splitting falls outside the scope
of the present study).

Subsequently, manual clause alignment is per-
formed. Tables 1 and 2 present the number of sen-
tences and clauses, respectively, in Bulgarian and
English with their average length in tokens (LS(t))
and in characters (LS(ch)).

Language Sentences
number LS(t) LS(ch)

Bulgarian 13,213 13.23 73.04
English 13,896 13.57 69.21

Total 27,109 – –

Table 1: Number of sentences and their length.

Different models of clause alignment reflect in-
terlingual symmetry or assymetry, such as: 1:1 for
equivalent clauses in both languages; 0:1 or 1:0 if
a clause in one of the languages is missing in the
other; 1 : N and N : 1 (N > 1) in the cases of dif-
ferent clause segmentation, when clauses contain the
same information; N : M (N,M > 1) in relatively
rare cases when the information is crossed among

2http://opennlp.apache.org/index.html
3http://mokk.bme.hu/resources/hunalign/
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Language Clauses
number LS(t) LS(ch)

Bulgarian 24,409 7.20 39.54
English 28,949 6.57 33.22

Total 53,358 – –

Table 2: Number of clauses and their length.

clauses. The distribution of the models is given in
Table 3.

Model Frequency % of all
0:1 553 2.53
1:0 412 1.88
1:1 17,708 80.88
1:2 2,055 9.39
1:3 309 1.41
1:4 98 0.45
2:1 588 2.69
2:2 81 0.37
2:3 15 0.07
3:1 31 0.14
3:2 7 0.03

Table 3: Distribution of bead models in the manually
aligned corpus.

4.2 Evaluation
The precision is calculated as the number of true
connections (between clauses in the two languages)
divided by the number of the proposed connections,
while the recall is the proportion of true connections
to all connections in the corpus. The connections in
a bead are the Cartesian product of the clauses in the
first and the second language. The K : 0 and 0 : K
bead models are considered as K : 1 and 1 : K by
adding a fake clause.

The evaluation is performed both over the corpus
as a whole and on each of the domain specific sub-
corpora included in it.

The evaluation of the clause alignment implemen-
tation of the Gale-Church algorithm on the same cor-
pus shows overall precision of 0.902, recall – 0.891
and F1 measure – 0.897. Although the original
Gale-Church method performs very well in terms of
both precision and recall, sentence alignment poses
a greater challenge. The explanation for this fact lies

Domain Precision Recall F1

Total 0.910 0.911 0.911
Administrative 0.865 0.857 0.861

Fiction 0.899 0.902 0.901
News 0.933 0.946 0.940

Science 0.874 0.852 0.862
Subtitles 0.934 0.934 0.934

Table 4: Performance of the flexible method.

in the broader scope of variations of clause corre-
spondences as compared to sentences.

The bootstrapping method performs better in the
translations with clause reordering. An example
is the administrative subcorpus where Gale-Church
gives precision/recall – 81.5%/79.7% compared to
86.6%/85.8% shown by the bootstrapping method.
In the texts with less clause order asymmetries the
results are close.

5 Application of clause alignment in SMT

Typical Moses4 (Koehn et al., 2007) models are built
on a large amount of parallel data aligned at the sen-
tence level. For the purposes of the present study a
specially designed parallel corpus is used. The aim
is to demonstrate the effect of using syntactically en-
hanced parallel data (clause segmentation and align-
ment, reordering of clauses, etc.).

A series of experiments with Moses is designed
to demonstrate the effect of training data modifica-
tion on the performance of the SMT system. The
different training datasets comprise the same sen-
tences but differ in their syntactic representation.
The baseline model is constructed on the basis of
aligned sentence pairs. The first experiment is based
on aligned clauses rather than sentences. The second
experiment demonstrates the effect of reordering of
the clauses within the source language sentences.
The main purpose of the experiments is to demon-
strate possible applications of the clause alignment
method for training an SMT system, enhanced with
linguistic information.

5.1 Training corpus
For the demonstration purposes of the present study
we apply a small corpus of 27,408 aligned sen-

4http://www.statmt.org/moses/
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tence pairs (comprising 382,950 tokens in Bulgar-
ian and 409,757 tokens in English) which is semi-
automatically split into clauses and automatically
aligned at clause level. The current purposes of the
research do not include the development of a full
SMT model but focus on the demonstration of the
effect of syntactical information on the performance
of the SMT system. Thus, the size of the train-
ing corpus is considered sufficient for demonstration
purposes. The parallel texts are extracted from sev-
eral domains – Administrative, Fiction, News, Sci-
ence, Subtitles.

5.2 Test corpus

The test corpus compiled for the purposes of evalu-
ation of the SMT performance is independently de-
rived from the Bulgarian-English parallel corpus and
does not overlap with the training corpus. It how-
ever, resembles its structure and contains texts from
the same domains as the training data. Table 5 gives
the number of tokens in the Bulgarian and in the En-
glish part of the test corpus, with percent of tokens
in the Bulgarian texts.

Domain BG ENl % (BG)
Administrative 36,042 35,185 21.10

Fiction 34,518 38,723 20.21
News 64,169 62,848 37.57

Science 18,912 19,856 11.07
Subtitles 17,147 18,951 10.04

Total 170,788 175,563

Table 5: Number of tokens in the test corpus.

5.3 Baseline model

The baseline model corresponds to the traditional
Moses trained models and is constructed from
aligned sentences in Bulgarian and English. The
BLEU score for translation from Bulgarian into En-
glish is 16.99 while for the reverse it is substantially
lower – 15.23. In the subsequent tests we observe
the results for the Bulgarian-to-English translation
only.

5.4 Clause level trained model

The first experiment aims to demonstrate that train-
ing of the model based on aligned clauses rather than

sentences yields improvement. The assumption is
that alignment at a sub-sentential level would im-
prove word and phrase alignment precision by limit-
ing the scope of occurrence of translational equiva-
lents. On the other hand, however, lower level align-
ment reduces the number of aligned phrases. For
this purpose clauses are the optimal scope for align-
ment as phrases rarely cross clause boundaries.

The results of the clause level training show small
improvement of 0.11 in the BLEU score from 16.99
(baseline) to 17.10 for the Bulgarian-to-English
translation.

5.5 Reordering of clauses

The second experiment relies on reordering of
clauses within aligned sentences. The experiment
aims at showing that reordering improves perfor-
mance of SMT system.

A simple clause reordering task was carried out
within the sentences on the parallel training cor-
pus. Clause reordering involves linear reordering of
clauses in the source language sentences to match
the linear order of corresponding clauses in the tar-
get language sentences.

Reordering applies to cases where asymmetries
are present in the alignment i.e. crossed connections
between clauses, which is expected to vary across
languages and domains. This suggests that the pro-
portion of the corpus affected by reordering also de-
pends on the language and on the domain. Based on
an experiment with a smaller corpus, approximately
7% of the Bulgarian sentences are affected by re-
ordering when adjusted to the English sentences.

The result is BLEU score of 17.12 compared to
16.99 (baseline) which yields an improvement of
0.13.

5.6 Analysis

The results obtained from the above two experi-
ments show a small yet consistent improvement in
the BLEU score. It shows a possibility to im-
prove the results by applying parallel data enhanced
by syntactic information, namely, aligned pairs at
clause level, or sentences with reordered clauses.

The data, however, are not sufficient to draw a
definite conclusion both on whether the improve-
ment is stable and on which of the two methods –
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using clause aligned pairs or reordered sentences –
performs better.

6 Conclusions

The research done in the scope of this paper has
shown that, on the one hand, the Gale-Church al-
gorithm is applicable for clause alignment. The re-
sults achieved by the bootstrapping method, on the
other hand, show that clause alignment may be ap-
propriately improved by means of similarity mea-
surement especially for the domain dependent tasks
– particularly for the domains for which non-linear
order of the translated clauses is typical. Exper-
iments showed that especially for texts exhibiting
alignment asymmetries our method for clause align-
ment outperforms Gale-Church considerably.

We applied automatic clause alignment for build-
ing a Moses training dataset enhanced with syntac-
tic information. Two experiments were performed
– first, involving aligned clause pairs, and the sec-
ond using clause reordering in the source language
assuming that the order of clauses in the target lan-
guage defines relations specific for the particular
language. The experiments suggest that the clause
reordering might improve translation models.

The series of experiments conducted with Moses
showed possible applications of the clause align-
ment method for training an SMT system, enhanced
with linguistic information.
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Abstract

In Japanese, particularly, spoken Japanese,
subjective, objective and possessive cases are
very often omitted. Such Japanese sentences
are often translated by Japanese-English sta-
tistical machine translation to the English sen-
tence whose subjective, objective and posses-
sive cases are omitted, and it causes to de-
crease the quality of translation. We per-
formed experiments of J-E phrase based trans-
lation using Japanese sentence, whose omitted
pronouns are complemented by human. We
introduced ‘antecedent F-measure’ as a score
for measuring quality of the translated En-
glish. As a result, we found that it improves
the scores of antecedent F-measure while the
BLEU scores were almost unchanged. Every
effectiveness of the zero pronoun resolution
differs depending on the type and case of each
zero pronoun.

1 Introduction

Today, statistical translation systems have been able
to translate between languages at high accuracy us-
ing a lot of corpora . However, the quality of trans-
lation of Japanese to English is not high compar-
ing with the other language pairs that have the sim-
ilar syntactic structure such as the French-English
pair. Particularly, the quality of translation from
spoken Japanese to English is in low. There are
many reasons for the low quality. One is the dif-
ferent syntactic structures, that is, Japanese sentence
structure is SOV while English one is SVO. This
problem has been partly solved by head finalization

techniques (Isozaki et al., 2010). Another big prob-
lem is that subject, object and possessive cases are
often eliminated in Japanese, particularly, spoken
Japanese (Nariyama, 2003). In the case of Japanese
to English translation, the source language has lesser
information in surface than the target language, and
the quality of the translation tends to be low. We
show the example of the omissions in Fig 1. In this
example, the Japanese subject watashi wa (‘I’) and
the object anata ni (‘to you’) are eliminated in the
sentence. These omissions are not problems for hu-
man speakers and hearers because people easily rec-
ognize who is the questioner or responder (that is,
‘I’ and ‘you’) from the context. However, gener-
ally speaking, the recognition is difficult for statisti-
cal translation systems.

Some European languages allow the elimination
of subject. We show an example in Spanish in Fig 2.
In this case, the subject is eliminated, and it leaves
traces including the case and the sex, on the related
verb. The Spanish word, tengo is the first person
singular form of the verb, tener (it means ‘have’).
So it is easier to resolve elimination comparing with
Japanese one for SMT.

Otherwise, Japanese verbs usually have no inflec-
tional form depending on the case and sex. So,
we need take another way for elimination resolu-
tion. For example, if the eliminated Japanese sub-
ject is always ‘I’ when the sentence is declara-
tive, and the subject is always ‘you’ when the sen-
tence is a question sentence, phrase based transla-
tion systems are probably able to translate subject-
eliminated Japanese sentences to correct English
sentences. However, the hypothesis is not always
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Jpn: (watashi wa)  (anata ni) shoushou ukagai tai  koto ga ari masu .

Eng:   I have     some  questions    to        ask     to   you    .

Omission of

subject

Omission of

object

Figure 1: Example of Japanese Ellipsis (Zero Pronoun)

Spa: (yo) Tengo   algunas preguntas  para  hacerle a  usted  .

Eng:   I have     some  questions    to        ask     to   you    .

Omission of subject

Figure 2: Spanish Ellipsis

true.
In this paper, we show that the quality of spoken

Japanese to English translation can improve using
a phrase-based translation system if we can use an
ideal elimination resolution system. However, we
also show that a simple elimination resolution sys-
tem is not effective to the improvement and it is nec-
essary to recognize correctly the modality of the sen-
tence.

2 Previous Work

There are a few researches for adaptation of ellip-
sis resolution to statistical translation systems while
there are a lot of researches for one to rule-based
translation systems in Japanese (Yoshimoto, 1988;
Dohsaka, 1990; Nakaiwa and Yamada, 1997; Ya-
mamoto et al., 1997).

As a research of SMT using elimination resolu-
tion, we have (Furuichi et al., 2011). However, the
target of the research is illustrative sentences in En-
glish to Japanese dictionary. Our research aims spo-
ken language translation and it is different from the
paper.

3 Setup of the Data of Subjects and
Objects Ellipsis in Spoken Japanese

3.1 Ellipsis Resolved Data by Human
In this section, we describe the data used in our ex-
periments. We used BTEC (Basic Travel Expres-

sion Corpus) corpus (Kikui et al., 2003) distributed
in IWSLT07 (Fordyce, 2007). The corpus consists
of tourism-related sentences similar to those that
are usually found in phrasebooks for tourists going
abroad. The characteristics of the dataset are shown
in Table 1. We used ‘train’ for training, ‘devset1-
3’ for tuning, and ‘test’ for evaluation. We did not
use the ‘devset4’ and ‘devset5’ sets because of the
different number of English references.

We annotated zero pronouns and the antecedents
to the sentences by hand. Here, zero pronoun is de-
fined as an obligatory case noun phrase that is not
expressed in the utterance but can be understood
through other utterances in the discourse, context, or
out-of-context knowledge (Yoshimoto, 1988). We
annotated the zero pronouns based on pronouns in
the translated English sentences. The BTEC corpus
has multi-references in English. We first chose the
most syntactically and lexically similar translation
in the references and annotated zero pronouns in it.
Our target pronouns are I, my, me, mine, myself, we,
our, us, ours, ourselves, you, your, yourself, your-
selves, he, his, him, himself, she, her, herself, it, its,
itself, they, their, them, theirs and themselves in En-
glish. We show the distribution of the annotation
types in the test set in Table 2.

3.2 Baseline System

We also examined a simple baseline zero pronoun
resolution system for the same data. We defined
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Table 1: Data distribution

train devset1-3 devset4 devset5 test
# of References 1 16 7 7 16

# of Source Segments 39,953 1,512 489 500 489

Japanese predicate as verb, adjective, and copula (da
form) in the experiments. If the inputted Japanese
sentence contains predicates and it does not contain
‘wa’ (a binding particle and a topic marker), ‘mo’ (a
binding particle, which means ‘also’ and can often
replace ‘wa’ and ‘ga’), and ‘ga’ (a case particle and
subjective marker), the system regards the sentence
as a candidate sentence to solve the zero pronouns.
Then, if the candidate sentence is declarative, the
system inserts ‘watashi wa (I)’ when the predicate
is a verb, and ‘sore wa (it)’ when the predicate is a
adjective or a copula. In the same way, if the candi-
date sentence is a question, the system inserts ‘anata
wa (you)’ when the predicate is a verb, and ‘sore wa
(it)’ when the predicate is a adjective or a copula.
These inserted position is the beginning of the sen-
tence. In the case that the sentence is imperative, the
system does not solve the zero pronouns (Fig. 3).

4 Experiments

4.1 Experimental Setting

Fig. 4 shows the outline of the procedure of our ex-
periment. We used Moses (Koehn et al., 2007) for
the training of the translation and language models,
tuning with MERT (Och, 2003) and the decoding.
First, we prepared the data for learning which con-
sists of parallel English and Japanese sentences. We
used MeCab 1 as Japanese tokenizer and the tok-
enizer in Moses Tool kit as English tokenizer. We
used default settings for the parameters of Moses.
Next, Moses learns language model and translation
model from the Japanese and English sentence pairs.
Then, the learned model was tuned by completed
sentences with MERT. and Moses decoded the com-
pleted Japanese sentences to English sentences.

4.2 Evaluation Method

We used BLEU (Papineni et al., 2002) and an-
tecedent Precision, Recall and F-measure for the

1http://mecab.sourceforge.net/

evaluation of the performances, comparing the sys-
tem outputs with the English references of test data.
Using only BLEU score is not adequate for evalua-
tion of pronoun translation (Hardmeier et al., 2010).

We were inspired empty node recovery evaluation
by (Johnson, 2002) and defined antecedent Preci-
sion (P), Recall (R) and F-measure (F) as follows,

P =
|G ∩ S|
|S|

R =
|G ∩ S|
|G|

F =
2PR

P + R

Here, S is the set of each pronoun in English
translated by decoder, G is the set of the gold stan-
dard zero pronoun.

We evaluated the effect of performance of every
case among completed sentences by human, ones by
the baseline system, and the original sentences.

4.3 Experimental Result
We show the BLEU scores in Table 3. and the an-
tecedent precision, recall and F-measure in Table 4.
The BLEU scores for experiments using our base-
line system and human annotation, are slightly bet-
ter than for one without ellipsis resolution, 45.4%
and 45.6%, respectively. However, the scores of an-
tecedent F-measure have major difference between
‘original’ and ‘human’. Particularly, the recall is im-
proved. Each 1st, 2nd and 3rd person score is better
than original one.

5 Discussion and Conclusion

We performed experiments of J-E phrase based
translation using Japanese sentences, whose omit-
ted pronouns are complemented by human and a
baseline system. Using ‘antecedent F-measure’ as a
score for measuring the quality of the translated En-
glish, it improves the score of antecedent F-measure.
Every effectiveness of the zero pronoun resolution
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ano eiga-wo mimashita.

the movie-OBJ     watched

Declarative sentence

Watashi-wa ano eiga-wo mimashita.

I-TOP the     movie-OBJ     watched

(=  “I watched the movie.” )   

Question sentence

ano eiga-wo mimashita ka ?

the    movie-OBJ     watched       QUES  ?

Anata-wa ano eiga-wo mimashita ka ?

You-TOP the     movie-OBJ     watched      QUES  ?

(=  “Did you watch the movie?” )   

Imperative sentence

ano eiga-wo minasai.

the    movie-OBJ     watch-IMP

ano eiga-wo minasai.

the    movie-OBJ     watch-IMP

(=  “Watch the movie.” )   

Figure 3: Our baseline system of zero pronoun resolution

differed, depending on the type and case of each zero
pronoun. The F-measures for the first person pro-
noun were smaller than expected ones, Rather, the
scores for and possessive pronouns second person
were greater (Table. 3).

We show a better, a worse, and an unchanged
cases of translation using the baseline system of
the elimination resolution in Fig. 5. The left-hand
is the result of the alignment between the origi-
nal Japanese sentence and the decoded English sen-
tence. The right-hand is the result of one using
the Japanese the baseline system solved zero pro-
nouns. In the ‘better’ case, the alignment of todoke-
te (send) is better than one of the original sen-
tence, and ‘Can you’ is compensated by the solved
zero pronoun anata-wa (you-TOP). Otherwise, in
the ‘worse’ case, our baseline system could not rec-
ognize that the sentence is imperative, and inserted
watashi-wa (I-TOP) incorrectly into the sentence. It

indicates that we need a highly accurate recogni-
tion of the modalities of sentences for more correct
completion of the antecedent of zero pronouns. In
the ‘unchanged’ case, the translation results are the
same. However, the alignment of the right-hand is
more correct than one of the left-hand.

References

Kohji Dohsaka. 1990. Identifying the referents of zero-
pronouns in japanese based on pragmatic constraint in-
terpretation. In Proceedings of ECAI, pages 240–245.

C.S. Fordyce. 2007. Overview of the iwslt 2007 eval-
uation campaign. In Proceedings of the International
Workshop on Spoken Language Translation, pages 1–
12.

M. Furuichi, J. Murakami, M. Tokuhisa, and M. Murata.
2011. The effect of complement subject in japanese
to english statistical machine translation (in Japanese).
In Proceedings of the 17th Annual Meeting of The

114



English

Parallel Corpus for Training

Japanese

Shoushou ukagai tai koto ga ari masu ga.。 I have some questions to ask .

Decoder （Moses）

Parallel Corpus for Test

Completed Sentences

honkon  ryokou ni tsuite 

siri  tain  desu  ga.

exo1 wa  honkon  ryokou ni tsuite 

siri  tain  desu  ga.

System Output

Training

Translation Model

Language Model

Decoding

I’d like to know about

the Hong Kong trip.English

I would like to know about

the Hong Kong trip.

Evaluation

Japanese

- - - -

- - - -

- - - -

- - - -

Zero pronoun annotation by hand

or baseline system 

Tuning

Japanese English
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- - - - - - - -

Figure 4: Outline of the experiment

Association for Natural Language Processing (NLP-
2012).

C. Hardmeier, M. Federico, and F.B. Kessler. 2010.
Modelling pronominal anaphora in statistical machine
translation. In Proceedings of the seventh Inter-
national Workshop on Spoken Language Translation
(IWSLT), pages 283–289.

H. Isozaki, K. Sudoh, H. Tsukada, and K. Duh. 2010.
Head finalization: A simple reordering rule for sov
languages. In Proceedings of the Joint Fifth Work-
shop on Statistical Machine Translation and Metrics-
MATR, pages 244–251. Association for Computational
Linguistics.

Mark Johnson. 2002. A simple pattern-matching al-
gorithm for recovering empty nodes and their an-

tecedents. In Proceedings of 40th Annual Meeting of
the Association for Computational Linguistics, pages
136–143, Philadelphia, Pennsylvania, USA, July. As-
sociation for Computational Linguistics.

G. Kikui, E. Sumita, T. Takezawa, and S. Yamamoto.
2003. Creating corpora for speech-to-speech transla-
tion. In Proceedings of EUROSPEECH, pages 381–
384.

Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris
Callison-Burch, Marcello Federico, Nicola Bertoldi,
Brooke Cowan, Wade Shen, Christine Moran, Richard
Zens, Chris Dyer, Ondrej Bojar, Alexandra Con-
stantin, and Evan Herbst. 2007. Moses: open source
toolkit for statistical machine translation. In Proc.
of the 45th Annual Conference of the Association for

115



Better
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map-BY   point_out would       QUES

chizu-de   sashi-te morae-masu ka.

Would you point them out on this map ?

You-TOP map-BY   point_out would     QUES

anata-wa chizu-de   sashi-te morae-masu ka.

Would you point them out on this map ?

Hurry up 

Isoi-de  .

Hurry up .

(Ref)  Hurry up.

I-TOP    hurry up 

watashi-wa Isoi-de  .

I  ‘m  in a hurry .

(Ref)  Would you point one out on this map?
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Kyou-no  yuugata made-ni todoke-te morae-masu ka .

It   by  this  evening  ?

(Ref) Can you deliver them by this evening?
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Table 2: The Type Distributions of Zero Pronouns in Test Set

Type Pronoun #
First personal pronoun i 121

my 39
me 32

mine 1
myself 0

we 7
our 2
us 2

ours 0
ourselves 0

total 204
Second personal pronoun you 95

your 23
yours 0

yourself 0
yourselves 0

total 118
Third personal pronoun he 1

his 0
him 0

himself 0
she 0
her 2

hers 0
herself 0

it 51
its 0

itself 0
they 2
their 0
them 5
theirs 0

themselves 0
total 61

all total 383

Table 3: BLEU score

BLEU F(Avg.) P R F (1st person) F (2nd person) F (3rd person)
original 45.1 59.7 63.8 56.1 61.6 59.9 52.3
baseline 45.4 58.5 64.1 53.7 61.2 59.2 47.7
human 45.6 71.8 67.5 76.7 70.6 77.6 63.7
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Table 4: Antecedent precision, recall and F-measure for every pronoun

i (ref:121) my (ref:39) me (ref:32)
BLEU P R F P R F P R F

original 45.1 56.8 51.2 53.9 55.5 51.2 53.3 58.0 56.2 57.1
baseline 45.4 51.8 46.2 48.9 67.8 48.7 56.7 66.6 50.0 57.1
human 45.6 50.9 68.6 58.4 65.2 76.9 70.5 61.2 59.3 60.3

we (ref:7) our (ref:2) us (ref:2)
P R F P R F P R F

original 20.0 14.2 16.6 100.0 50.0 66.6 0.00 0.00 0.00
baseline 25.0 14.2 18.1 100.0 50.0 66.6 0.00 0.00 0.00
human 40.0 28.5 33.3 100.0 50.0 66.6 0.00 0.00 0.00

you (ref:95) your (ref:23)
P R F P R F

original 55.3 54.7 55.0 80.0 52.1 63.1
baseline 57.1 54.7 55.9 58.8 43.4 50.0
human 68.4 80.0 73.7 73.0 82.6 77.5

it (ref:51) its (ref:0)
P R F P R F

original 56.1 45.1 50.0 0.00 0.00 0.00
baseline 51.2 41.1 45.6 0.00 0.00 0.00
human 58.3 54.9 56.5 0.00 0.00 0.00

they (ref:2) their (ref:0) them (ref:5)
P R F P R F P R F

original 100.0 50.0 66.6 0.00 0.00 0.00 0.00 0.00 0.00
baseline 100.0 50.0 66.6 0.00 0.00 0.00 0.00 0.00 0.00
human 58.3 54.9 56.5 0.00 0.00 0.00 0.00 0.00 0.00
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