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Introduction

The ability to perform monolingual text-to-text generation is an important step in solving many
natural language processing problems. For example, when generating novel text at the sentence-level,
abstractive summarization systems may need to compress sentences or fuse multiple sentences together;
the evaluation of translation systems may require additional paraphrases to use as reference gold
standards; and answers to questions may need to be generated automatically from extracted sentences.

The community of researchers examining monolingual text-to-text generation has grown steadily in
recent years, introducing the need for a focused venue to communicate results in this area. To this end,
we proposed and organised this workshop at ACL with endorsement from SIGGEN. We hope that this
is the first of many text-to-text generation workshops to come.

We were excited to receive 18 submissions which were judged in accordance with the standard
reviewing practices of the ACL 2011 main conference. As we intended that the workshop serve as
a new forum for the community, our aim in the selection process was to choose high quality papers
which would spark discussion amongst the participants.

We selected seven long papers and four short papers. Together, they tackle a diverse range of research
questions: reflecting upon the scope of what might be generated in a text-to-text process, examining
new generation methods, and addressing the ever challenging issue of evaluation.

We would like to thank everyone involved in the preparation of this workshop. We were very happy to
receive such an enthusiastic response from the community when we proposed the workshop. We would
specifically like to thank Noah Smith for his invited talk. We would also like to thank the reviewers who
helped us to put together this wonderful program. Finally, we are grateful for the guidance provided by
the steering committee on the direction of this workshop.

We hope you find the program challenging and the resulting discussion engaging.

Katja and Stephen
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Abstract

In this paper we examine the sentence sim-
plification problem as an English-to-English
translation problem, utilizing a corpus of
137K aligned sentence pairs extracted by
aligning English Wikipedia and Simple En-
glish Wikipedia. This data set contains the
full range of transformation operations includ-
ing rewording, reordering, insertion and dele-
tion. We introduce a new translation model
for text simplification that extends a phrase-
based machine translation approach to include
phrasal deletion. Evaluated based on three
metrics that compare against a human refer-
ence (BLEU, word-F1 and SSA) our new ap-
proach performs significantly better than two
text compression techniques (including T3)
and the phrase-based translation system with-
out deletion.

1 Introduction

In this paper we examine the sentence simplifica-
tion problem: given an English sentence we aim to
produce a simplified version of that sentence with
simpler vocabulary and sentence structure while
preserving the main ideas in the original sentence
(Feng, 2008). The definition what a “simple” sen-
tence is can vary and represents a spectrum of com-
plexity and readability. For concreteness, we use
Simple English Wikipedia1 as our archetype of sim-
plified English. Simple English Wikipedia arti-
cles represent a simplified version of traditional En-
glish Wikipedia articles. The main Simple English

1http://simple.wikipedia.org

Wikipedia page outlines general guidelines for cre-
ating simple articles:

• Use Basic English vocabulary and shorter sen-
tences. This allows people to understand nor-
mally complex terms or phrases.

• Simple does not mean short. Writing in Simple
English means that simple words are used. It
does not mean readers want basic information.
Articles do not have to be short to be simple;
expand articles, add details, but use basic vo-
cabulary.

The data set we examine contains aligned sen-
tence pairs of English Wikipedia2 with Simple En-
glish Wikipedia (Coster and Kauchak, 2011; Zhu
et al., 2010). We view the simplification problem
as an English-to-English translation problem: given
aligned sentence pairs consisting of a normal, un-
simplified sentence and a simplified version of that
sentence, the goal is to learn a sentence simplifica-
tion system to “translate” from normal English to
simplified English. This setup has been successfully
employed in a number of text-to-text applications in-
cluding machine translation (Och and Ney, 2003),
paraphrasing (Wubben et al., 2010) and text com-
pression (Knight and Marcu, 2002; Cohn and Lap-
ata, 2009).

Table 1 shows example sentence pairs from the
aligned data set. One of the challenges of text sim-
plification is that, unlike text compression where the
emphasis is often on word deletion, text simplifica-

2http://en.wikipedia.org/
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a. Normal: Greene agreed that she could earn more by breaking away from 20th Century Fox.
Simple: Greene agreed that she could earn more by leaving 20th Century Fox.

b. Normal: The crust and underlying relatively rigid mantle make up the lithosphere.
Simple: The crust and mantle make up the lithosphere.

c. Normal: They established themselves here and called that port Menestheus’s port.
Simple: They called the port Menestheus’s port.

d. Normal: Heat engines are often confused with the cycles they attempt to mimic.
Simple: Real heat engines are often confused with the ideal engines or cycles they attempt

to mimic.
e. Normal: In 1962 , Steinbeck received the Nobel Prize for Literature.

Simple: Steinbeck won the Nobel Prize in Literature in 1962.

Table 1: Example aligned sentences from English Wikipedia and Simple English Wikipedia. Normal refers an English
Wikipedia sentence and Simple to a corresponding Simple English Wikipedia sentence.

tion involves the full range of transformation opera-
tions:

deletion: “underlying relatively rigid” in b., “es-
tablished themselves here and” in c. and the comma
in d.

rewording: “breaking away from”→ “leaving” in
a. and “received” → “won” in e.

reordering: in e. “in 1962” moves from the be-
ginning of the sentence to the end.

insertion: “ideal engines or” in d.

Motivated by the need to model all of these dif-
ferent transformations, we chose to extend a statis-
tical phrase-based translation system (Koehn et al.,
2007). In particular, we added phrasal deletion to the
probabilistic translation model. This addition broad-
ens the deletion capabilities of the system since the
base model only allows for deletion within a phrase.
As Kauchak and Coster (2011) point out, deletion is
a frequently occurring phenomena in the simplifica-
tion data.

There are a number of benefits of text simplifica-
tion research. Much of the current text data avail-
able including Wikipedia, news articles and most
web pages are written with an average adult reader
as the target audience. Text simplification can make
this data available to a broader range of audiences in-
cluding children, language learners, the elderly, the
hearing impaired and people with aphasia or cogni-
tive disabilities (Feng, 2008; Carroll et al., 1998).
Text simplification has also been shown to improve

the performance of other natural language process-
ing applications including semantic role labeling
(Vickrey and Koller, 2008) and relation extraction
(Miwa et al., 2010).

2 Previous Work

Most previous work in the area of sentence simpli-
fication has not been from a data-driven perspec-
tive. Feng (2008) gives a good historical overview
of prior text simplification systems including early
rule-based approaches (Chandrasekar and Srinivas,
1997; Carroll et al., 1998; Canning et al., 2000) and
a number of commercial approaches. Vickrey and
Koller (2008) and Miwa et al. (2010) employ text
simplification as a preprocessing step, though both
use manually generated rules.

Our work extends recent work by Zhu et al.
(2010) that also examines Wikipedia/Simple En-
glish Wikipedia as a data-driven, sentence simpli-
fication task. They propose a probabilistic, syntax-
based approach to the problem and compare against
a baseline of no simplification and a phrase-based
translation approach. They show improvements
with their approach on target-side only metrics in-
cluding Flesch readability and n-gram language
model perplexity, but fail to show improvements for
their approach on evaluation metrics that compare
against a human reference simplification. In con-
trast, our approach achieves statistically significant
improvements for three different metrics that com-
pare against human references.

Sentence simplification is closely related to the
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problem of sentence compression, another English-
to-English translation task. Knight and Marcu
(2002) were one of the first to formalize text
compression as a data-driven problem and pro-
posed a probabilistic, noisy-channel model and de-
cision tree-based model for compression. Galley
and McKeown (2007) show improvements to the
noisy-channel approach based on rule lexicaliza-
tion and rule Markovization. Recently, a number
of approaches to text compression have been pro-
posed that score transformation rules discrimina-
tively based on support vector machines (McDonald,
2006; Cohn and Lapata, 2009) and conditional ran-
dom fields (Nomoto, 2007; Nomoto, 2008) instead
of using maximum likelihood estimation. With the
exception of Cohn and Lapata (2009), all of these
text compression approaches make the simplifying
assumption that the compression process happens
only via word deletion. We provide comparisons
with some of these systems, however, for text sim-
plification where lexical changes and reordering are
frequent, most of these techniques are not appropri-
ate.

Our proposed approach builds upon approaches
employed in machine translation (MT). We intro-
duce a variant of a phrase-based machine translation
system (Och and Ney, 2003; Koehn et al., 2007) for
text simplification. Although MT systems that em-
ploy syntactic or hierarchical information have re-
cently shown improvements over phrase-based ap-
proaches (Chiang, 2010), our initial investigation
with syntactically driven approaches showed poorer
performance on the text simplification task and were
less robust to noise in the training data.

Both English Wikipedia and Simple English
Wikipedia have received recent analysis as a pos-
sible corpus by for both sentence compression and
simplification. Yamangil and Nelken (2008) exam-
ine the history logs of English Wikipedia to learn
sentence compression rules. Yatskar et al. (2010)
learn a set of candidate phrase simplification rules
based on edit changes identified in both Wikipedias
revision histories, though they only provide a list
of the top phrasal rules and do not utilize them in
an end-to-end simplification system. Napoles and
Dredze (2010) provide an analysis of the differences
between documents in English Wikipedia and Sim-
ple English Wikipedia, though they do not view the

data set as a parallel corpus.

3 Text Simplification Corpus

Few data sets exist for text simplification and data
sets for the related task of sentence compression
are small, containing no more than a few thousand
aligned sentence pairs (Knight and Marcu, 2002;
Cohn and Lapata, 2009; Nomoto, 2009). For this pa-
per, we utilized a sentence-aligned corpus generated
by aligning English Wikipedia with Simple English
Wikipedia resulting in 137K aligned sentence pairs.
This data set is larger than any previously examined
for sentence simplification and orders of magnitude
larger than those previously examined for sentence
compression.

We give a brief overview of the corpus generation
process here. For more details and an analysis of the
data set, see (Coster and Kauchak, 2011). Through-
out this article we will refer to English Wikipedia
articles/sentences as normal and Simple English
Wikipedia articles as simple.

We aligned the normal and simple articles at the
document level based on exact match of the title and
then removed all article pairs that were stubs, dis-
ambiguation pages, meta-pages or only contained a
single line. Following a similar approach to pre-
vious monolingual alignment techniques (Barzilay
and Elhadad, 2003; Nelken and Shieber, 2006), we
then aligned each simple paragraph to any normal
paragraph that had a normalized TF-IDF cosine sim-
ilarity above a set threshold. These aligned para-
graphs were then aligned at the sentence level using
a dynamic programming approach, picking the best
sentence-level alignment from a combination of the
following sentence-level alignments:

– normal sentence inserted

– normal sentence deleted

– one normal sentence to one simple sentence

– two normal sentences to one simple sentence

– one normal sentence to two simple sentence

Following Nelken and Shieber (2006), we used TF-
IDF cosine similarity to measure the similarity be-
tween aligned sentences and only kept aligned sen-
tence pairs with a similarity threshold above 0.5. We
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found this thresholding approach to be more intu-
itive than trying to adjust a skip (insertion or dele-
tion) penalty, which has also been proposed (Barzi-
lay and Elhadad, 2003).

4 Simplification Model

Given training data consisting of aligned normal-
simple sentence pairs, we aim to produce a trans-
lation system that takes as input a normal English
sentence and produces a simplified version of that
sentence. Motivated by the large number and im-
portance of lexical changes in the data set, we chose
to use a statistical phrase-based translation system.
We utilized a modified version of Moses, which was
originally developed for machine translation (Koehn
et al., 2007).

Moses employs a log-linear model, which can be
viewed as an extension of the noisy channel model
and combines a phrase-based translation model, an
n-gram language model, as well as a number of other
models/feature functions to identify the best transla-
tion/simplification. The key component of Moses
is the phrase-based translation model which decom-
poses the probability calculation of a normal sen-
tence simplifying to a simple sentence as the product
of individual phrase translations:

p(simple|normal) =
m∏

i=1

p(s̄i|n̄i)

where each s̄i is a phrase (one or more contigu-
ous words) in the simple sentence and s̄1, s̄2, ..., s̄m

exactly cover the simple sentence. n̄i are simi-
larly defined over the normal sentence. p(s̄i|n̄i)
denotes the probability of a normal phrase being
translated/simplified to the corresponding simpli-
fied phrase. These phrasal probabilities are ex-
tracted from the sentence pairs based on an EM-
learned word alignment using GIZA++ (Och and
Ney, 2000).

Phrase-based models in machine translation of-
ten require that both phrases in the phrasal prob-
abilities contain one or more words, since phrasal
deletion/insertion is rare and can complicate the de-
coding process. For text simplification, however,
phrasal deletion commonly occurs: 47% of the sen-
tence pairs contain deletions (Coster and Kauchak,

2011). To model this deletion, we relax the restric-
tion that the simple phrase must be non-empty and
include in the translation model probabilistic phrasal
deletion rules of the form p(NULL|n̄i) allowing for
phrases to be deleted during simplification.

To learn these phrasal deletions within Moses,
we modify the original word alignment output from
GIZA++ before learning the phrase table entries in
two ways:

1. If one or more contiguous normal words are
unaligned in the original alignment, we align
them to NULL appropriately inserted on the
simple side

2. If a set of normal words N all align to a single
simple word s and there exists an n ∈ N where
n = s then for all n′ ∈ N : n′ 6= n we align
them to NULL.

This second modification has two main benefits.
Frequently, if a word occurs in both the normal and
simple sentence and it is aligned to itself, no other
words should be aligned to that word. As others
have noted, this type of spurious alignment is partic-
ularly prevalent with function words, which tend to
occur in many different contexts (Chen et al., 2009).
Second, even in situations where it may be appro-
priate for multiple words to align to a single word
(for example, in compound nouns, such as President
Obama → Obama), removing the alignment of the
extra words, allows us to delete those words in other
contexts. We lose some specificity with this adap-
tation because some deletions can now occur inde-
pendent of context, however, empirically this modi-
fication provides more benefit than hindrance for the
model. We conjecture that the language model helps
avoid these problematic cases.

Table 2 shows excerpts from an example sentence
pair before the alignment alteration and after. In the
original alignment “, aka Rodi” is unaligned. Af-
ter the alignment processing, the unaligned phrase
is mapped to NULL allowing for the possibility of
learning a phrasal deletion entry in the phrase table.
We also modified the decoder to appropriately han-
dle NULL mappings during the translation process.

Table 3 shows a sample of the phrasal deletion
rules learned. These rules and probabilities were
learned by the original phrase-table generation code

4



Normal: Sergio Rodriguez Garcia , aka Rodri , is a spanish footballer ...
Simple: Sergio Rodriguez Garcia is a spanish football player ...
Modified Simple: Sergio Rodriguez Garcia NULL is a spanish football player ...

Table 2: Example output from the alignment modification step to capture phrasal deletion. Words that are vertically
aligned are aligned in the word alignment.

Phrase-table entry prob
, → NULL 0.057
the → NULL 0.033
of the → NULL 0.0015
or → NULL 0.0014
however , → NULL 0.00095
the city of → NULL 0.00034
generally → NULL 0.00033
approximately → NULL 0.00025
, however , → NULL 0.00022
, etc → NULL 0.00013

Table 3: Example phrase-table entries learned from the
data and their associated probability.

of Moses after the word alignment was modified.
The highest probability rules tend to delete punctua-
tion and function words, however, other phrases also
appeared. 0.5% of the rules learned during training
are deletion rules.

5 Experiments

We compared five different approaches on the text
simplification task:

none: Does no simplification. Outputs the normal,
unsimplified sentence.

K & M: Noisy-channel sentence compression sys-
tem described in Knight and Marcu (2002).

T3: Synchronous tree substitution grammar,
trained discriminatively (Cohn and Lapata, 2009).

Moses: Phrase-based, machine translation ap-
proach (Koehn et al., 2007).

Moses+Del: Our approach described in Section 4
which is a phrase-based approach with the addition
of phrasal deletion.

From the aligned data set of 137K sentence pairs,
we used 124K for training and 1,300 for testing

with the remaining 12K sentences used during de-
velopment. We trained the n-gram language model
used by the last four systems on the simple side of
the training data.3 T3 requires parsed data which
we generated using the Stanford parser (Klein and
Manning, 2003). Both Moses and Moses+Del were
trained using the default Moses parameters and we
used the last 500 sentence pairs from the training set
to optimize the hyper-parameters of the log-linear
model for both Moses variants. T3 was run with the
default parameters.

Due to runtime and memory issues, we were un-
able to run T3 on the full data set.4 We therefore
present results for T3 trained on the largest train-
ing set that completed successfully, the first 30K
sentence pairs. This still represents a significantly
larger training set than T3 has been run on previ-
ously. For comparison, we also provide results be-
low for Moses+Del trained on the same 30K sen-
tences.

5.1 Evaluation

Since there is no standard way of evaluating text
simplification, we provide results for three different
automatic methods, all of which compare the sys-
tem’s output to a reference simplification. We used
BLEU (Papineni et al., 2002), which is the weighted
mean of n-gram precisions with a penalty for brevity.
It has been used extensively in machine translation
and has been shown to correlate well with human
performance judgements.

We also adopt two automatic measures that have
been used to evaluate text compression that com-
pare the system’s output to a reference translation

3See (Turner and Charniak, 2005) for a discussion of prob-
lems that can occur for text compression when using a language
model trained on data from the uncompressed side.

4On 30K sentences T3 took 4 days to train. On the full data
set, we ran T3 for a week and at that point the discriminative
training was using over 100GB of memory and we terminated
the run.
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System BLEU word-F1 SSA
none 0.5937 0.5967 0.6179
K & M 0.4352 0.4352 0.4871
T3* 0.2437 0.2190 0.3651
Moses 0.5987 0.6076 0.6224
Moses+Del 0.6046 0.6149 0.6259

Table 4: Performance of the five approaches on the test
data. All differences in performance are statistically sig-
nificant. * - T3 was only trained on 30K sentence pairs
for performance reasons.

(Clarke and Lapata, 2006): simple string accuracy
measure (a normalized version of edit distance, ab-
breviated SSA) and F1 score calculated over words.
We calculated F1 over words instead of grammatical
relations (subject, direct/indirect object, etc.) since
finding the relation correspondence between the sys-
tem output and the reference is a non-trivial task for
simplification data where reordering, insertions and
lexical changes can occur. Clarke and Lapata (2006)
showed a moderate correlation with human judge-
ment for SSA and a strong correlation for the F1
measure.

To measure whether the difference between sys-
tem performance is statistically significant, we use
bootstrap resampling with 100 samples with the t-
test (Koehn, 2004).

5.2 Results

Table 4 shows the results on the test set for the dif-
ferent evaluation measures. All three of the evalu-
ation metrics rank the five systems in the same or-
der with Moses+Del performing best. All differ-
ences between the systems are statistically signifi-
cant for all metrics at the p = 0.01 level. One of the
challenges for the sentence simplification problem
is that, like sentence compression, not making any
changes to the system produces reasonable results
(contrast this with machine translation). In the test
set, 30% of the simple sentences were the same as
the corresponding normal sentence. Because of this,
we see that not making any changes (none) performs
fairly well. It is, however, important to leave these
sentences in the test set, since not all sentences need
simplification and systems should be able to handle
these sentences appropriately.

Both of the text compression systems perform

poorly on the text simplification task with results
that are significantly worse than doing nothing. Both
of these systems tended to bias towards modifying
the sentences (T3 modified 77% of the sentences and
K & M 96%). For K & M, the poor results are not
surprising since the model only allows for deletion
operations and is more tailored to the compression
task. Although T3 does allow for the full range of
simplification operations, it was often overly aggres-
sive about deletion, for example T3 simplified:

There was also a proposal for an extension
from Victoria to Fulham Broadway station
on the district line , but this was not in-
cluded in the bill .

to “it included .” Overall, the output of T3 aver-
aged 13 words per sentence, which is significantly
lower than the gold standard’s 21 words per sen-
tence. T3 also suffered to a lesser extent from inap-
propriately inserting words/phrases, which other re-
searchers have also noted (Nomoto, 2009). Some of
these issues were a results of T3’s inability to cope
with noise in the test data, both in the text or the
parses.

Both Moses and Moses+Del perform better than
the text compression systems as well as the baseline
system, none. If we remove those sentences in the
test set where the simple sentence is the same as the
normal sentence and only examine those sentences
where a simplification should occur, the difference
between the phrase-based approaches and none is
even more significant with BLEU scores of 0.4560,
0.4723 and 0.4752, for none, Moses and Moses+Del
respectively.

If we compare Moses and Moses+Del, the ad-
dition of phrasal deletion results in a statistically
significant improvement. The phrasal deletion was
a common operation in the simplifications made
by Moses+Del; in 8.5% of the test sentences,
Moses+Del deleted at least one phrase. To better un-
derstand this performance difference, Table 5 shows
the BLEU scores for sentences where each respec-
tive system made a change (i.e. the output simpli-
fication is different than the input). In both cases,
when the systems make simplifications on sentences
that should be simplified, we see large gains in the
output over doing nothing. While Moses improves
over the baseline of doing nothing by 0.047 BLEU,
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BLEU
System Case none output

Moses
correct change 0.4431 0.4901
incorrect change 1 0.8625

Moses+Del
correct change 0.4087 0.4788
incorrect change 1 0.8706

Table 5: BLEU scores for Moses and Moses+Del on sen-
tences where the system made a change. “correct change”
shows the score where a change was made by the system
as well as in the reference and “incorrect change” where
a change was made by the system, but not the reference.

we see an even larger gain by Moses+Del with a dif-
ference of 0.07 BLEU.

For completeness, we also trained Moses+Del on
the same 30K sentences used to train the T3 sys-
tem.5 Using this training data, Moses+Del achieved
a BLEU score of 0.5952. This is less than the score
achieved when using the full training data, but is sig-
nificantly better than T3 and still represents a small
improvement over none.

Table 6 shows example simplifications made by
Moses+Del. In many of the examples we see phrasal
deletion during the simplification process. The out-
put also contains a number of reasonable lexical
changes, for example in a, d and e. Example b
contains reordering and e shows an example of a
split being performed where the normal sentence is
turned into two simplified sentences. This is not un-
common in the data, but can be challenging to model
for current syntactic approaches. The examples also
highlight some of the common issues with the ap-
proach. Examples a and f are not grammatically cor-
rect and the simplification in f does not preserve the
original meaning of the text. As an aside, the normal
sentence of example d also contains an omission er-
ror following “as” due to preprocessing of the data,
resulting from ill-formed xml in the articles.

5.3 Oracle
In the previous section, we looked at the perfor-
mance of the systems based on the best translations
suggested by the systems. For many approaches, we
can also generate an n-best list of possible transla-
tions. We examined the simplifications in this n-

5To be completely consistent with T3, we used the first
29,700 pairs for training and the last 300 for parameter tuning.

BLEU
System original oracle
Moses 0.5987 0.6317
Moses+Del 0.6046 0.6421

Table 7: BLEU score for the original system versus the
best possible “oracle” translations generated by greedily
selecting the best translation from an n-best list based on
the reference simplification.

best list to measure the potential benefit of reranking
techniques, which have proved successful in many
NLP applications (Och et al., 2004; Ge and Mooney,
2006), and to understand how well the underlying
model captures the phenomena exhibited in the data.
For both of the phrase-based approaches, we gener-
ated an n-best list of size 1000 for each sentence in
the test set. Using these n-best lists, we generated
an “oracle” simplification of the test set by greed-
ily selecting for each test sentence the simplification
in the n-best list with the best sentence-level BLEU
score.

Table 7 shows the BLEU scores for the original
system output and the system’s oracle output. In all
cases, there is a large difference between the sys-
tem’s current output and the oracle output, suggest-
ing that utilizing some reranking technique could be
useful. Also, we again see the benefit of the phrasal
deletion rules. The addition of the phrasal dele-
tion rule gives the system an additional dimension
of flexibility, resulting in a more varied n-best list
and an overall higher oracle BLEU score.

6 Conclusions and Future Work

In this paper, we have explored a variety of ap-
proaches for learning to simplify sentences from
Wikipedia. In contrast to prior work in the related
field of sentence compression where deletion plays
the dominant role, the simplification task we exam-
ined has the full range of text-to-text operations in-
cluding lexical changes, reordering, insertions and
deletions.

We implemented a modified phrase-based sim-
plification approach that incorporates phrasal dele-
tion. Our approach performs significantly better
than two different text compression approaches, in-
cluding T3, and better than previous approaches on
a similar data set (Zhu et al., 2010). We also showed
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a. normal: Critical reception for The Wild has been negative.
simplified: Reviews for The Wild has been negative.

b. normal: Bauska is a town in Bauska county , in the Zemgale region of southern Latvia .
simplified: Bauska is a town in Bauska county , in the region of Zemgale .

c. normal: LaBalme is a commune in the Ain department in eastern France .
simplified: LaBalme is a commune .

d. normal: Shadow of the Colossus , released in Japan as , is a Japanese-developed action-
adventure video game developed and published by Sony computer entertainment
for the Playstation 2.

simplified: Shadow of the Colossus is a Japanese-developed action-adventure video game
made by Sony computer entertainment for the Playstation 2.

e. normal: Nicolas Anelka is a French footballer who currently plays as a striker for Chelsea
in the English premier league .

simplified: Nicolas Anelka is a French football player . He plays for Chelsea .
f. normal: Each edge of a tesseract is of the same length.

simplified: Same edge of the same length.

Table 6: Example simplifications. “normal” is the the unsimplified input sentence and “simplified” the simplification
made by Moses+Del.

that the incorporation of phrasal deletion into the
simplification process results in statistically signif-
icant improvements over a traditional phrase-based
approach.

While we obtained positive results using a phrase-
based approach, we still believe that incorporating
some additional hierarchical structure will help the
simplification process, particularly since one of the
goals of simplification is to reduce the grammatical
complexity of the sentence. Also, as seen in some
of the examples above, the phrase-based model can
produce output that is not grammatically correct.
Though T3 did not perform well, many other syntax-
based models exists that have been successful in ma-
chine translation.

There are a number of research questions moti-
vated by this work in related areas including the scal-
ability of discriminative trained rule sets, the impact
of the language model training source (simple vs.
normal English), document-level simplification and
applications of text simplification. Our hope is that
this new simplification task will spur a variety of re-
lated research inquiries.
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Abstract

In this work, we present a scenario where con-
textual targeted paraphrasing of sub-sentential
phrases is performed automatically to support
the task of text revision. Candidate para-
phrases are obtained from a preexisting reper-
toire and validated in the context of the orig-
inal sentence using information derived from
the Web. We report on experiments on French,
where the original sentences to be rewrit-
ten are taken from a rewriting memory au-
tomatically extracted from the edit history of
Wikipedia.

1 Introduction

There are many instances where it is reasonable to
expect machines to produce text automatically. Tra-
ditionally, this was tackled as a concept-to-text real-
ization problem. However, such needs apply some-
times to cases where a new text should be derived
from some existing texts, an instance of text-to-text
generation. The general idea is not anymore to pro-
duce a text from data, but to transform a text so as to
ensure that it has desirable properties appropriate for
some intended application (Zhao et al., 2009). For
example, one may want a text to be shorter (Cohn
and Lapata, 2008), tailored to some reader pro-
file (Zhu et al., 2010), compliant with some spe-
cific norms (Max, 2004), or more adapted for sub-
sequent machine processing tasks (Chandrasekar et
al., 1996). The generation process must produce
a text having a meaning which is compatible with
the definition of the task at hand (e.g. strict para-
phrasing for document normalization, relaxed para-

phrasing for text simplification), while ensuring that
it remains grammatically correct. Its complexity,
compared with concept-to-text generation, mostly
stems from the fact that the semantic relationship
between the original text and the new one is more
difficult to control, as the mapping from one text to
another is very dependent on the rewriting context.
The wide variety of techniques for acquiring phrasal
paraphrases, which can subsequently be used by text
paraphrasing techniques (Madnani and Dorr, 2010),
the inherent polysemy of such linguistic units and
the pragmatic constraints on their uses make it im-
possible to ensure that potential paraphrase pairs
will be substitutable in any context, an observation
which was already made at a lexical level (Zhao et
al., 2007). Hence, automatic contextual validation of
candidate rewritings is a fundamental issue for text
paraphrasing with phrasal units.

In this article, we tackle the problem of what we
call targeted paraphrasing, defined as the rewriting
of a subpart of a sentence, as in e.g. (Resnik et al.,
2010) where it is applied to making parts of sen-
tences easier to translate automatically. While this
problem is simpler than full sentence rewriting, its
study is justified as it should be handled correctly
for the more complex task to be successful. More-
over, being simpler, it offers evaluation scenarios
which make the performance on the task easier to
assess. Our particular experiments here aim to as-
sist a Wikipedia contributor in revising a text to im-
prove its quality. For this, we use a collection of
phrases that have been rewritten in Wikipedia, and
test the substitutability of paraphrases coming from
a repertoire of sub-sentential paraphrases acquired
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from different sources. We thus consider that preex-
isting repertoires of sub-sentential paraphrase pairs
are available, and that each potential candidate has to
be tested in the specific context of the desired rewrit-
ing. Due to the large variety of potential phrases
and their associated known paraphrases, we do not
rely on precomputed models of substitutability, but
rather build them on-the-fly using information de-
rived from web queries.1

This article is organized as follows. In section 2,
we first describe the task of text revision, where a
subpart of a sentence is rewritten, as an instance
of targeted paraphrasing. Section 3 presents previ-
ous works on the acquisition of sub-sentential para-
phrases and describes the knowledge sources that we
have used in this work. We then describe in section 4
how we estimate models of phrase substitution in
context by exploiting information coming from the
web. We present our experiments and their results in
section 5, and finally discuss our current results and
future work in section 6.

2 Targeted paraphrasing for text revision

One of the important processes of text revision is
the rewording of parts of sentences. Some reword-
ings are not intended to alter meaning significantly,
but rather to make text more coherent and easier to
comprehend. Those instances which express close
meanings are sub-sentential paraphrases: in their
simpler form, they can involve synonym substitu-
tion, but they can involve more complex deeper
lexical-syntactic transformations.

Such rephrasings are commonly found in record-
ings of text revisions, which now exist in large
quantities in the collaborative editing model of
Wikipedia. In fact, revision histories of the encyclo-
pedia contain a significant amount of sub-sentential
paraphrases, as shown by the study of (Dutrey et al.,
2011). This study also reports that there is an impor-
tant variety of rephrasing phenomena, as illustrated
by the difficulty of reaching a good identification
coverage using a rule-based term variant identifica-
tion engine.

1Note that using the web may not always be appropriate, or
that at least it should be used in a different way than what we
propose in this article, in particular in cases where the desired
properties of the rewritten text are better described in controlled
corpora.

The use of automatic targeted paraphrasing as an
authoring aid has been illustrated by the work of
Max and Zock (2008), in which writers are pre-
sented with potential paraphrases of sub-sentential
fragments that they wish to reword. The automatic
paraphrasing technique used is a contextual vari-
ant of bilingual translation pivoting (Bannard and
Callison-Burch, 2005). It has also been proposed
to externalize various text editing tasks, including
proofreading, by having crowdsourcing functions on
text directly from word processors (Bernstein et al.,
2010).

Text improvements may also be more specifi-
cally targeted for automatic applications. In the
work by Resnik et al. (2010), rephrasings for spe-
cific phrases are acquired through crowdsourcing.
Difficult-to-translate phrases in the source text are
first identified, and monolingual contributors are
asked to provide rephrasings in context. Collected
rephrasings can then be used as input for a Ma-
chine Translation system, which can positively ex-
ploit the increased variety in expression to pro-
duce more confident translations for better estimated
source units (Schroeder et al., 2009).2 For instance,
the phrase in bold in the sentence The number of
people known to have died has now reached 358
can be rewritten as 1) who died, 2) identified to
have died and 3) known to have passed away. All
such rephrasings are grammatically correct, the first
one being significantly shorter, and they all convey
a meaning which is reasonably close to the original
wording.

The task of rewriting complete sentences has also
been addressed in various works (e.g. (Barzilay and
Lee, 2003; Quirk et al., 2004; Zhao et al., 2010)). It
poses, however, numerous other challenges, in par-
ticular regarding how it could be correctly evalu-
ated. Human judgments of whole sentence trans-
formations are complex and intra- and inter-judge
coherence is difficult to attain with hypotheses of
comparable quality. Using sentential paraphrases
to support a given task (e.g. providing alternative
reference translations for optimizing Statistical Ma-
chine Translation systems (Madnani et al., 2008))

2It is to be noted that, in the scenario presented in (Resnik et
al., 2010), monolingual contributors cannot predict how useful
their rewritings will be to the underlying Machine Translation
engine used.
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can be seen as a proxy for extrinsic evaluation of
the quality of paraphrases, but it is not clear from
published results that improvements on the task are
clearly correlated with the quality of the produced
paraphrases. Lastly, automatic metrics have been
proposed for evaluating the grammaticality of sen-
tences (e.g. (Mutton et al., 2007)). Automatic evalu-
ation of sentential paraphrases has not produced any
consensual results so far, as they do not integrate
task-specific considerations and can be strongly bi-
ased towards some paraphrasing techniques.

In this work, we tackle the comparatively more
modest task of sub-sentential paraphrasing applied
to text revision. In order to use an unbiased
task, we use a corpus of naturally-occurring rewrit-
ings from an authoring memory of Wikipedia ar-
ticles. We use the WICOPACO corpus (Max and
Wisniewski, 2010), a collection of local rephras-
ings from the edit history of Wikipedia which con-
tains instances of lexical, syntactical and semantic
rephrasings (Dutrey et al., 2011), the latter type be-
ing illustrated by the following example:
Ce vers de Nuit rhénane d’Apollinaire [qui paraı̂t
presque sans structure rythmique→ dont la césure
est comme masquée]. . . 3

The appropriateness of this corpus for our work
is twofold: first, the fact that it contains naturally-
occurring rewritings provides us with an interest-
ing source of text spans in context which have been
rewritten. Moreover, for those instances where the
meaning after rewriting was not significantly al-
tered, it provides us with at least one candidate
rewriting that should be considered as a correct para-
phrase, which can be useful for training validation
algorithms.

3 Automatic sub-sentential paraphrase
acquisition and generation

The acquisition of paraphrases, and in particular
of sub-sentential paraphrases and paraphrase pat-
terns, has attracted a lot of works with the advent of
data-intensive Natural Language Processing (Mad-
nani and Dorr, 2010). The techniques proposed have
a strong relationship to the type of text corpus used

3This verse from Apollinaire’s Nuit Rhénane [which seems
almost without rhythmic structure → whose cesura is as if
hidden]. . .

for acquisition, mainly:

• pairs of sentential paraphrases (monolingual
parallel corpora) allow for a good precision
but evidently a low recall (e.g. (Barzilay and
McKeown, 2001; Pang et al., 2003; Cohn et
al., 2008; Bouamor et al., 2011))

• pairs of bilingual sentences (bilingual parallel
corpora) allow for a comparatively better re-
call (e.g. (Bannard and Callison-Burch, 2005;
Kok and Brockett, 2010))

• pairs of related sentences (monolingual com-
parable corpora) allow for even higher recall
but possibly lower precision (e.g. (Barzilay
and Lee, 2003; Li et al., 2005; Bhagat and
Ravichandran, 2008; Deléger and Zweigen-
baum, 2009)

Although the precision of such techniques can in
some cases be formulated with regards to a prede-
fined reference set (Cohn et al., 2008), it should
more generally be assessed in the specific context
of some use of the paraphrase pair. This refers to
the problem of substituability in context (e.g. (Con-
nor and Roth, 2007; Zhao et al., 2007)), which is a
well studied field at the lexical level and the object of
evaluation campains (McCarthy and Navigli, 2009).
Contextual phrase substitution poses the additional
challenge that phrases are rarer than words, so that
building contextual and grammatical models to en-
sure that the generated rephrasings are both seman-
tically compatible and grammatical is more compli-
cated (e.g. (Callison-Burch, 2008)).

The present work does not aim to present any
original technique for paraphrase acquisition, but
rather focusses on the task of sub-sentential para-
phrase validation in context. We thus resort to some
existing repertoire of phrasal paraphrase pairs. As
explained in section 2, we use the WICOPACO cor-
pus as a source of sub-sentential paraphrases: the
phrase after rewriting can thus be used as a potential
paraphrase in context.4 To obtain other candidates
of various quality, we used two knowledge sources.
The first uses automatic pivot translation (Bannard
and Callison-Burch, 2005), where a state-of-the-art

4Note, however, that in our experiments we will ask our hu-
man judges to assess anew its paraphrasing status in context.
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general-purpose Statistical Machine Translation sys-
tem is used in a two-way translation. The second
uses manual acquisition of paraphrase candidates.
Web-based acquisition of this type of knowledge has
already been done before (Chklovski, 2005; España
Bonet et al., 2009), and could be done by crowd-
sourcing, a technique growing in popularity in recent
years. We have instead formulated manual acquisi-
tion as a web-based game. Players can take parts in
two parts of the game, illustrated on Figure 3.

First, players propose sub-sentential paraphrases
in context for selected text spans in web documents
(top of Figure 3), and then raters can take part in as-
sessing paraphrases proposed by other players (bot-
tom of Figure 3). In order to avoid any bias, players
cannot evaluate games in which they played. Eval-
uation is sped up by using a compact word lattice
view for eliciting human judgments, built using the
syntactic fusion algorithm of (Pang et al., 2003).
Data acquisition was done in French to remain co-
herent with our experiments on the French corpus
of WICOPACO, and both players and raters were
native speakers. An important point is that in our
experiments the context of acquisition and of evalu-
ation were different: players were asked to generate
paraphrases in contexts that are different from those
of the WICOPACO corpus used for evaluation. To
this end, web snippets were automatically retrieved
for the various phrases of our dataset without con-
texts, so that sentences from the Web (but not from
Wikipedia) were used for manual paraphrase acqui-
sition. This allows us to simulate the availability of a
preexisting repertoire of (contextless) sub-sentential
paraphrases, and to assess the performance of our
contextual validation techniques on a possibly in-
compatible context.

4 Web-based contextual validation

Given a repertoire of potential phrasal paraphrases
and a context for a naturally-occurring rewriting, our
task consists in deciding automatically which poten-
tial paraphrases can be substituted with good confi-
dence for the original phrase. A concrete instantia-
tion of it could correspond to the proposal of Max
and Zock (2008), where such candidate rephrasings
could be presented in order of decreasing suitability
to a word processor user, possibly during the revi-

sion of a Wikipedia article.
The specific nature of the text units that we are

dealing with calls for a careful treatment: in the
general scenario, it is unlikely that any supervised
corpus would contain enough information for ap-
propriate modeling of the substituability in context
decision. It is therefore tempting to consider using
the Web as the largest available information source,
in spite of several of its known limitations, includ-
ing that data can be of varying quality. It has how-
ever been shown that a large range of NLP applica-
tions can be improved by exploiting n-gram counts
from the Web (using Web document counts as a
proxy) (Lapata and Keller, 2005).

Paraphrase identification has been addressed pre-
viously, both using features computed from an of-
fline corpus (Brockett and Dolan, 2005) and fea-
tures computed from Web queries (Zhao et al.,
2007). However, to our knowledge previous work
exploiting information from the Web was limited to
the identification of lexical paraphrases. Although
the probability of finding phrase occurrences sig-
nificantly increases by considering the Web, some
phrases are still very rare or not present in search
engine indexes.

As in (Brockett and Dolan, 2005), we tackle our
paraphrase identification task as one of monolingual
classification. More precisely, considering an orig-
inal phrase p within the context of sentence s, we
seek to determine whether a candidate paraphrase p’
would be a grammatical paraphrase of p within the
context of s. We make use of a Support Vector Ma-
chine (SVM) classifier which exploits the features
described in the remainder of this section.

Edit distance model score Surface similarity on
phrase pairs can be a good indicator that they share
semantic content. In order to account for the cost
of transforming one string into the other, rather
than simply counting common words, we use the
score produced by the Translation Edit Rate met-
ric (Snover et al., 2010). Furthermore, we perform
this computation on strings of lemmas rather than
surface forms:5

5Note that because we computed the TER metric on French
strings, stemming and semantic matching through WordNet
were not activated.

13



Figure 1: Interface of our web-based game for paraphrase acquisition and evaluation. On the top, players reformulate
all text spans highlighted by the game creator on any webpage (a Wikipedia article on the example). On the bottom,
raters evaluate paraphrases proposed by sets of players using a compact word-lattice view. Note that in its standard
definition, the game attributes higher scores to paraphrase candidates that are highly rated and rarer.

hedit = TER(Lemorig, Lempara) (1)

Note that this model is not derived from informa-
tion from the Web, in contrast to all the models de-
scribed next.

Language model score The likelihood of a sen-
tence can be a good indicator of its grammatical-
ity (Mutton, 2006). Language model probabilities
can now be obtained from Web counts. In our ex-
periments, we used the Microsoft Web N-gram Ser-
vice6 for research (Wang et al., 2010) to obtain log
likelihood scores for text units.7 However, this score
is certainly not sufficient as it does not take the orig-
inal wording into account. We therefore used a ratio
of the language model score of the paraphrased sen-
tence with the language model score of the original

6http://research.microsoft.com/en-us/
collaboration/focus/cs/web-ngram.aspx

7Note that in order to query on French text, we had to re-
move all diacritics for the service to behave correctly, indepen-
dently of encodings: careful examination of ranked hypotheses
showed that this trick allowed us to obtain results coherent with
expectations.

sentence, after normalization by sentence length of
the language model scores (Onishi et al., 2010):

hLM ratio =
LM(para)

LM(orig)
=
lm(para)1/length(para)

lm(orig)1/length(orig)

(2)

Contextless thematic model scores Cooccurring
words are used in distributional semantics to account
for common meanings of words. We build vector
representations of cooccurrences for both the origi-
nal phrase p and its paraphrase p′. Our contextless
thematic model is built in the following fashion: we
query a search engine to retrieve the top N docu-
ment snippets for phrase p. We then count frequen-
cies for all content words in these snippets, and keep
the set W of words appearing more than a fraction
of N . We then build a vector T (thematic profile)
of dimension |W | where values are computed by the
following formula:

Tnocont
orig [w] =

count(p, w)

count(p)
(3)
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where count(x) correspond to the number of docu-
ments containing a given exact phrase or word ac-
cording to the search engine used and count(x, y)
correspond to the number of documents containing
simultaneously both. We then compute the same
thematic profile for the paraphrase p′, using only the
subset of words W :

Tnocont
para [w] =

count(p′, w)

count(p)
(4)

Finally, we compute a similarity between the two
profiles by taking the cosinus between their two vec-
tors:

hnocont
them =

Tnocont
orig · Tnocont

para

||Tnocont
orig || ∗ ||Tnocont

para ||
(5)

In all our experiments, we used the Yahoo! Search
BOSS8 Web service for obtaining Web counts and
retrieving snippets. Assuming that the distribution
of words in W is not biased by the result ordering
of the search engine, our model measures some sim-
ilarity between the most cooccurring content words
with p and the same words with p′.

Context-aware thematic model scores Our
context-aware thematic model takes into account
the words of sentence s in which the substitution
of p with p′ is attempted. We now consider the set
of content words from s (s being the part of the
sentence without phrase p) in lieu of the previous
set of cooccurring words W , and compute the
same profile vectors and similarity between that of
the original sentence and that of the paraphrased
sentence:

hcont
them =

T cont
orig · T cont

para

||T cont
orig || ∗ ||T cont

para||
(6)

However, words from s might not be strongly
cooccurring with p. In order to increase the likeli-
hood of finding thematically related words, we also
build an extended context model, hextcont

them where
content words from s are supplemented with their
most cooccurring words. This is done using the
same procedure as that previously used for finding
content words cooccurring with p.

8http://developer.yahoo.com/search/boss/

5 Experiments

In this section we report on experiments conducted
to assess the performance of our proposed approach
for validating candidate sub-sentential paraphrases
using information from the Web.

5.1 Data used
We randomly extracted 150 original sentences in
French and their rewritings from the WICOPACO

corpus which were marked as paraphrases. Of those,
we kept 100 for our training corpus and the remain-
ing 50 for testing. The number of original phrases of
each length is reported on Figure 2.

phrase length 1 2 3 4 5 6 7 8
original phrases 0 3 29 8 6 2 2 0

paraphrases 39 64 74 36 21 10 5 1

Figure 2: Distribution of number of phrases per phrase
length in tokens for the test corpus

For each original sentence, we collected 5 candi-
date paraphrases to simulate the fact that we had a
repertoire of paraphrases with the required entries:9

• WICOPACO: the original paraphrase from the
WICOPACO corpus;

• GAME: two candidate paraphrases from users
of our Web-based game;

• PIVOTES and PIVOTZH: two candidate para-
phrases obtained by translation by pivot, using
the Google Translate10 online SMT system and
one language close to French as pivot (Span-
ish), and another one more distant (Chinese).

We then presented the original sentence and its 5
paraphrases (in random order) to two judges. Four
native speakers took part in our experiments: they
all took part in the data collection for one half of
the sentences of the training and test corpora and to
the evaluation of paraphrases for the other half. For
the annotation with two classes (paraphrase vs. not
paraphrase), we obtain as inter-judge agreement11 a

9Note that, as a consequence, we did not carry any experi-
ment related to the recall of any technique here.

10http://translate.google.com
11We used R (http://www.r-project.org) to com-

pute this Cohen’s κ value.
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Figure 3: Example of an original sentence and its 5 associated candidate paraphrases. The phrase in bold from the
original sentence (The brand is at the origin of many concepts that have revolutionized computing.) is paraphrased
as est le promoteur (is the promoter), a popularisé (popularized), origine (origin), est à la source (is the source), and
l’origine (the origin).

value of κ = 0.65, corresponding to a substantial
agreement according to the literature. An example
of the interface used is provided in Figure 3.

We considered that our technique could not pro-
pose reliable results when web phrase counts were
too low. From the distribution of counts of phrases
and paraphrases from our training set (see Figure 4),
we empirically chose a threshold of 10 for the min-
imum count of any phrase. Our corpus was conse-
quently reduced from 750=150*5 to 434 examples
for the training corpus, and from 250=50*5 to 215
for the test corpus.
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Figure 4: Number of phrases and paraphrases per web
count range

Results will be reported for three conditions:

• Possible: the gold standard for instances where
at least one of the judges indicated “para-

phrases” records the pair as a paraphrase. In
this condition, the test set has 116 instances that
are paraphrases and 99 that are not.

• Sure: the gold standard for instances where not
all judges indicated “paraphrases” records the
pair as not paraphrase. In this condition, the
test set has 76 instances that are paraphrases
and 139 that are not.

• Surer: only those instances where both judges
agree are recorded. This reduces our training
and test set to respectively 287 and 175 exam-
ples. Thus, results on this subcorpora will not
be directly comparable with the other results.
In this condition, the test set has 76 instances
that are paraphrases and 99 that are not.

5.2 Baseline techniques
Web-count based baselines We used two base-
lines based on simple Web counts. The first one,
WEBLM, considers a candidate sentence a para-
phrase of the original sentence whenever its Web
language model score is higher than that of the orig-
inal phrase. The second one, BOUNDLM, considers
a sentence as a paraphrase whenever the counts for
the bigrams crossing the left and right boundary of
the sub-sentential paraphrase is higher than 10.

Syntactic dependency baseline When rewriting a
subpart of a sentence, the fact that syntactic depen-
dencies between the rewritten phrase and its con-
text are the same than those of the original phrase
and the same context can provide some information
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about the grammatical and semantic substituability
of the two phrases (Zhao et al., 2007; Max and Zock,
2008). We thus build syntactic dependencies for
both the original and rewritten sentence, using the
French version (Candito et al., 2010) of the Berkeley
probabilistic parser (Petrov and Klein, 2007), and
consider the subset of dependencies for the two sen-
tences that exist between a word inside the phrase
under focus and a word outside it (Deporig and
Deppara). Our CONTDEP baseline considers a sen-
tence as a paraphrase iff Deppara = Deporig.

5.3 Evaluation results
We used the models described in Section 4 to build
a SVM classifier using the LIBSVM package (Chang
and Lin, 2001). Accuracy results are reported on
Figure 5.

WEBLM BOUNDLM CONTDEP CLASSIFIER

POSSIBLE 62.79 54.88 48.53 57.67
SURE 68.37 36.27 51.90 70.69

SURER 56.79 51.41 42.69 62.85

Figure 5: Accuracy results for the three baselines and our
classifier on the test set for the three conditions. Note that
the SURER condition cannot be directly compared with
the other two as the number of training and test examples
are not the same.

The first notable observation is that our task is not
surprisingly a difficult one. The best performance
achieved is an accuracy of 70.69 with our system in
the SURE condition. There are, however, some im-
portant variations across conditions, with a result as
low as 57.67 for our system in the POSSIBLE condi-
tion (recall that in this condition candidates are con-
sidered paraphrases when only one of the two judges
considered it a paraphrase, i.e. when the two judges
disagreed).

Overall, the WEBLM baseline and our system ap-
pear as stronger than the two other baselines. The
two lower baselines, BOUNDLM and CONTDEP, at-
tempt to model local grammatical constraints, which
are not surprisingly not sufficient for paraphrase
identification. WEBLM is comparatively a much
more competitive baseline, but its accuracy in the
SURER condition is not very strong. As this latter
condition considers only consensual judgements for
the two judges, we can hypothesize that the interpre-
tation of its results is more reliable. In this condi-

WICOPACO GAMERS PIVOTES PIVOTZH

POSSIBLE 89.33 67.00 47.33 20.66
SURE 64.00 44.50 31.33 10.66

SURER 86.03 57.34 37.71 12.60

Figure 6: Paraphrase accuracy of our different paraphrase
acquisition methods for the three conditions.

tion, our system obtains the best performance, with
a +6.06 advantage over WEBLM. As found in other
works (e.g. (Bannard and Callison-Burch, 2005)),
using language models for paraphrase validation is
not sufficient as it cannot model meaning preserva-
tion, and our results show that this is also true even
when counts are estimated from the Web. Using a
ratio of normalized LM scores may have improved
the situation a bit.12

Lastly, we report in Figure 6 the paraphrase
accuracy of each individual acquisition technique
(i.e. source of paraphrases from the preexisting
repertoire). The original rewritting from WICO-
PACO obtains not surprisingly a very high para-
phrase accuracy, in particular in the POSSIBLE and
SURER conditions. Paraphrases obtained through
our Web-based game have an acceptable accuracy:
the numbers confirm that paraphrase pairs are highly
context-dependent, because the pairs which were
likely to be paraphrases in the context of the game
are not necessarily so in a different context. This,
of course, may be due to a number of reasons that
we will have to investigate. Lastly, there is a signif-
icant drop in accuracy for the automatic pivot para-
phrasers, but pivoting through Spanish obtained, not
suprisingly again, a much better performance than
pivoting through Chinese.

6 Discussion and future work

We have presented an approach to the task of
targeted paraphrasing in the context of text revi-
sion, a scenario which was supported by naturally-
occurring data from the rephrasing memory of
Wikipedia. Our framework takes a repertoire of ex-
isting sub-sentential paraphrases, coming from pos-

12A possible explanation for the relative good performance of
WEBLM may lie in the fact that our two automatic paraphrasers
using Google Translate as a pivot translation engine tend to pro-
duce strings that are very likely according to the language mod-
els used by the translation system, which we assume to be very
comparable to those that were used in our experiments.
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sibly any source including manual acquisition, and
validates all candidate paraphrases using informa-
tion from the Web. Our experiments have shown
that the current version of our classifier outperforms
several baselines when considering paraphrases with
consensual judgements in the gold standard refer-
ence.

Although our initial experiments are positive, we
believe that they can be improved in a number of
ways. We intend to broaden our exploration of the
various characteristics at play. We will try more fea-
tures, including e.g. a model of syntactic depen-
dencies derived from the Web, and extend our work
to new languages. We will also attempt to analyze
more precisely our results to identify problematic
cases, some of which could turn to be almost im-
possible to model without resorting to world knowl-
edge, which was beyond our attempted modeling.
Finally, we will also be interested in considering the
applicability of this approach as a framework for the
evaluation of paraphrase acquisition techniques.
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and Aurélien Max. 2011. Local modifications and
paraphrases in wikipedia’s revision history. SEPLN
journal, 46:51–58.

Cristina España Bonet, Marta Vila, M. Antònia Martı́,
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Abstract

We present a method for the sentence-level
alignment of short simplified text to the orig-
inal text from which they were adapted. Our
goal is to align a medium-sized corpus of par-
allel text, consisting of short news texts in
Spanish with their simplified counterpart. No
training data is available for this task, so we
have to rely on unsupervised learning. In con-
trast to bilingual sentence alignment, in this
task we can exploit the fact that the probability
of sentence correspondence can be estimated
from lexical similarity between sentences. We
show that the algoithm employed performs
better than a baseline which approaches the
problem with a TF*IDF sentence similarity
metric. The alignment algorithm is being used
for the creation of a corpus for the study of
text simplification in the Spanish language.

1 Introduction

Text simplification is the process of transforming a
text into an equivalent which is more understand-
able for a target user. This simplification is bene-
ficial for many groups of readers, such as language
learners, elderly persons and people with other spe-
cial reading and comprehension necessities. Simpli-
fied texts are characterized by a simple and direct
style and a smaller vocabulary which substitutes in-
frequent and otherwise difficult words (such as long
composite nouns, technical terms, neologisms and
abstract concepts) by simpler corresponding expres-
sions. Usually unnecessary details are omitted. An-
other characteristic trait of simplified texts is that
usually only one main idea is expressed by a single

sentence. This also means that in the simplification
process complex sentences are often split into sev-
eral smaller sentences.

The availability of a sentence-aligned corpus
of original texts and their simplifications is of
paramount importance for the study of simplifica-
tion and for developing an automatic text simplifi-
cation system. The different strategies that human
editors employ to simplify texts are varied and have
the effect that individual parts of the resulting text
may either become shorter or longer than the orig-
inal text. An editor may, for example, delete de-
tailed information, making the text shorter. Or she
may split complex sentences into various smaller
sentences. As a result, simplified texts tend to be-
come shorter than the source, but often the number
of sentences increases. Not all of the information
presented in the original needs to be preserved but in
general all of the information in the simplified text
stems from the source text.

The need to align parallel texts arises from a larger
need to create a medium size corpus which will al-
low the study of the editing process of simplifying
text, as well as to serve as a gold standard to evalu-
ate a text simplification system.

Sentence alignment for simplified texts is related
to, but different from, the alignment of bilingual text
and also from the alignment of summaries to an orig-
inal text. Since the alignment of simplified sentences
is a case of monolingual alignment the lexical sim-
ilarity between two corresponding sentences can be
taken as an indicator of correspondence.

This paper is organized as follows: Section 2
briefly introduces text simplification which contex-
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tualises this piece of research and Section 3 dis-
cusses some related work. In Section 4 we briefly
describe the texts we are working with and in Sec-
tion 5 we present the alignment algorithm. Section 6
presents the details of the experiment and its results.
Finally, section 7 gives a concluding discussion and
an outlook on future work.

2 Text Simplification

The simplification of written documents by humans
has the objective of making texts more accessible to
people with a linguistic handicap, however manual
simplification of written documents is very expen-
sive. If one considers people who cannot read doc-
uments with heavy information load or documents
from authorities or governmental sources the percent
of need for simplification is estimated at around 25%
of the population, it is therefore of great importance
to develop methods and tools to tackle this problem.
Automatic text simplification, the task of transform-
ing a given text into an ”equivalent” which is less
complex in vocabulary and form, aims at reducing
the efforts and costs associated with human simpli-
fication. In addition to transforming texts into their
simplification for human consumption, text simpli-
fication has other advantages since simpler texts can
be processed more efficiently by different natural
language processing processors such as parsers and
used in applications such as machine translation, in-
formation extraction, question answering, and text
summarization.

Early attempts to text simplification were based
on rule-based methods where rules were designed
following linguistic intuitions (Chandrasekar et al.,
1996). Steps in the process included linguistic text
analysis (including parsing) and pattern matching
and transformation steps. Other computational mod-
els of text simplification included processes of anal-
ysis, transformation, and phrase re-generation (Sid-
dharthan, 2002) also using rule-based techniques.
In the PSET project (Carroll et al., 1998) the pro-
posal is for a news simplification system for aphasic
readers and particular attention is paid to linguistic
phenomena such as passive constructions and coref-
erence which are difficult to deal with by people
with disabilities. The PorSimples project (Aluı́sio et
al., 2008) has looked into simplification of the Por-

tuguese language. The methodology consisted in the
creation of a corpus of simplification at two different
levels and on the use of the corpus to train a deci-
sion procedure for simplification based on linguistic
features. Simplification decisions about whether to
simplify a text or sentence have been studied fol-
lowing rule-based paradigms (Chandrasekar et al.,
1996) or trainable systems (Petersen and Ostendorf,
2007) where a corpus of texts and their simplifica-
tions becomes necessary. Some resources are avail-
able for the English language such as parallel cor-
pora created or studied in various projects (Barzilay
and Elhadad, 2003; Feng et al., 2009; Petersen and
Ostendorf, 2007; Quirk et al., 2004); however there
is no parallel Spanish corpus available for research
into text simplification. The algorithms to be pre-
sented here will be used to create such resource.

3 Related Work

The problem of sentence alignment was first tack-
led in the context of statistical machine translation.
Gale and Church (1993) proposed a dynamic pro-
gramming algorithm for the sentence-level align-
ment of translations that exploited two facts: the
length of translated sentences roughly corresponds
to the length of the original sentences and the se-
quence of sentences in translated text largely corre-
sponds to the original order of sentences. With this
simple approach they reached a high degree of accu-
racy.

Within the field of monolingual sentence align-
ment a large part of the work has concentrated on the
alignment between text summaries and the source
texts they summarize. Jing (2002) present an al-
gorithm which aligns strings of words to pieces of
text in an original document using a Hidden Markov
Model. This approach is very specific to summary
texts, concretely such summaries which have been
produced by a “cut and paste” process. A work
which is more closely related to our task is pre-
sented in Barzilay and Elhadad (2003). They carried
out an experiment on two different versions of the
Encyclopedia Britannica (the regular version and
the Britannica Elementary) and aligned sentences
in a four-step procedure: They clustered paragraphs
into ’topic’ groups, then they trained a binary clas-
sifier (aligned or not aligned) for paragraph pairs
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on a handcrafted set of sentence alignments. Af-
ter that they grouped all paragraphs of unseen text
pairs into the same topic clusters as in the first step
and aligned the texts on the paragraph level, al-
lowing for multiple matches. Finally they aligned
the sentences within the already aligned paragraphs.
Their similarity measure, both for paragraphs and
sentences, was based on cosine distance of word
overlap. Nelken and Shieber (2006) improve over
Barzilay and Elhadad’s work: They use the same
data set, but they base their similarity measure for
aligning sentences on a TF*IDF score. Although
this score can be obtained without any training, they
apply logistic regression on these scores and train
two parameters of this regression model on the train-
ing data. Both of these approaches can be tuned by
parameter settings, which results in a trade-off be-
tween precision and recall. Barzilay and Elhadad
report a precision of 76.9% when the recall reaches
55.8%. Nelken and Shieber raise this value to 83.1%
with the same recall level and show that TF*IDF is
a much better sentence similarity measure. Zhu et
al. (2010) even report a precision of 91.3% (at the
same fixed recall value of 55.8%) for the alignment
of simple English Wikipedia articles to the English
Wikipedia counterparts using Nelken and Shieber’s
TF*IDF score, but their alignment was part of a
larger problem setting and they do not discuss fur-
ther details.

We consider that our task is not directly compara-
ble to this previous work: the texts we are working
with are direct simplifications of the source texts. So
we can assume that all information in the simplified
text must stem from the original text. In addition we
can make the simplifying assumption that there are
one-to-many, but no many-to-one relations between
source sentences and simplified sentences, a simpli-
fication which largely holds for our corpus. This
means that all target sentences must find at least one
alignment to a source sentence, but not vice versa.
Nelken and Shieber make the interesting observa-
tion that dynamic programming, as used by Gale
and Church (1991) fails to work in the monolingual
case. Their test data consisted of pairs of encyclo-
pedia articles which presented a large intersection
of factual information, but which was not necessar-
ily presented in the same order. The corpus we are
working with, however, largely preserves the order

in which information is presented.

4 Dataset

We are working with a corpus of 200 news arti-
cles in Spanish covering the following topics: Na-
tional News, Society, International News and Cul-
ture. Each of the texts is being adapted by the DILES
Research Group from Universidad Autónoma de
Madrid (Anula, 2007). Original and adapted ex-
amples of texts in Spanish can be seen in Figure 1
(the texts are adaptations carried out by DILES for
Revista “La Plaza”). The texts are being processed
using part-of-speech tagging, named entity recogni-
tion, and parsing in order to create an automatically
annotated corpus. The bi-texts are first aligned us-
ing the tools to be described in this paper and then
post-edited with the help of a bi-text editor provided
in the GATE framework (Cunningham et al., 2002).
Figure 2 shows the texts in the alignment editor.
This tool is however insufficient for our purposes
since it does not provide mechanisms for uploading
the alignments produced outside the GATE frame-
work and for producing stand-alone versions of the
bi-texts; we have therefore extended the functionali-
ties of the tool for the purpose of corpus creation.

5 Algorithm

Our algorithm is based on two intuitions about sim-
plified texts (as found in our corpus): As repeatedly
observed sentences in simplified texts use similar
words to those in the original sentences that they
stem from (even if some of the words may have
undergone lexical simplification). The second ob-
servation is very specific to our data: the order in
which information is presented in simplified texts
roughly corresponds to the order of the information
in the source text. So sentences which are close to
each other in simplified texts correspond to original
sentences which are also close to each other in the
source text. In many cases, two adjacent simplified
sentences even correspond to one single sentence in
the source text. This leads us to apply a simple Hid-
den Markov Model which allows for a sequential
classification.

Firstly, we define an alignment as a pair of sen-
tences as

〈source senti, target sentj〉,
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Original Text Adapted Text
Un Plan Global desde tu hogar
El Programa GAP (Global Action Plan) es una iniciativa
que se desarrolla en distintos paı́ses y que pretende dis-
minuir las emisiones de CO2, principales causantes del
cambio climático y avanzar hacia hábitos más sostenibles
en aspectos como el consumo de agua y energı́a, la
movilidad o la gestión de los residuos domésticos.
San Sebastián de los Reyes se ha adherido a este Pro-
grama.
Toda la información disponible para actuar desde el
hogar en la construcción de un mundo más sostenible se
puede encontrar en ssreyes.org o programagap.es.

Un Plan Global desde tu hogar
San Sebastián de los Reyes se ha unido al Plan de Acción
Global (GAP).
El Plan es una iniciativa para luchar contra el cambio
climático desde tu casa.
Los objetivos del Plan son:
Disminuir nuestros gastos domésticos de agua y energı́a.
Reducir los efectos dañinos que producimos en el planeta
con nuestros residuos.
Mejorar la calidad de vida de nuestra ciudad.
Tienes más información en ssreyes.org y en programa-
gap.es.
Apúntate al programa GAP y descárgate los manuales
con las propuestas para conservar el planeta.

Figure 1: Original Full Document and Easy-to-Read Version

Figure 2: The Alignment Editor with Text and Adaptation

where a target sentence belongs to the simplified
text and the source sentence belongs to the original
sentence. Applying standard Bayesian decomposi-
tion, the probability of an alignment to a given target
text can be calculated as follows:

P (alignn
1 |target sentm1 ) =

P (alignn
1 )P (target sentm

1 |alignn
1 )

P (target sentm
1 )

Since P (target sentm1 ) is constant we can calcu-
late the most probable alignment sequence âlign as
follows:

âlign =
arg maxP (alignn

1 ) P (target sentm1 |alignn
1 ) =

arg max
∏

n
i=1P (aligni,j)P (target sentj |aligni,j)

This leaves us with two measures: a measure

of sentence similarity (the probability of alignment
proper) and a measure of consistency, under the as-
sumption that a consistent simplified text presents
the information in the same order as it is presented
in the source text. In order to determine âlign, we
apply the Viterbi algorithm (Viterbi, 1967).

Sentence similarity can be calculated as follows:

P (wordl
1|target sentj) =∏

l
k=1

P (target sentj |wordk)P (target sentj)
P (wordk)

where wordl
1 is the sequence of words in the

source sentence i and l is the length of sentence i.
This similarity measure is different from both

word overlap cosine distance and TF*IDF. It is,
however, similar to TF*IDF in that it penalizes
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words which are frequent in the source text and
boosts the score for less frequent words. In addi-
tion we eliminated a short list of stopwords from the
calculation, but this has no significant effect on the
general performance.

Note that P (wordk) may correspond to a MLE
of 0 since simplified texts often use different (and
simpler) words and add connectors, conjunctions
and the like. For this reason we have to recalcu-
late P (wordk) according to a distortion probability
α. Distortion is taken here as the process of word
insertion or lexical changes. α is a small constant,
which could be determined empirically, but since no
training data is available we estimated α for our ex-
periment and set it by hand to a value of 0.0075.
Even if we had to estimate α we found that the per-
formance of the system is robust regarding its value:
even for unrealistic values like 0.0001 and 0.1 the
performance only drops by two percent points.

P (wordk|distortion) =
(1 − α)P (wordk) + α(1 − P (wordk))

For the consistency measure we made the
Markov assumption that each alignment aligni,j

only depends on the proceeding alignment
aligni−1,j′ . We assume that this is the proba-
bility of a distance d between the corresponding
sentences of source senti−1 and source senti, i.e.
P (source senti|aligni−1,j−k) for each possible
jump distance k. Since long jumps are relatively
rare, we used a normalized even probability dis-
tribution for all jump lengths greater than 2 and
smaller than -1.

Since we have no training data, we have to ini-
tially set these probabilities by hand. We do this
by assuming that all jump distances k in the range
between -1 and 2 are distributed evenly and larger
jump distances have an accumulated probability
mass corresponding to one of the local jump dis-
tances. Although this model for sentence transitions
is apparently oversimplistic and gives a very bad es-
timate for each P (source senti|aligni−1,j−k), the
probabilities for P (alignn

1 ) give a counterweight to
these bad estimates. What we can expect is, that af-
ter running the aligner once, using very unreliable
transitions probability estimates, the output of the
aligner is a set of alignments with an implicit align-
ment sequence. Taking this alignment sequence, we

can calculate new maximum likelihood estimates for
each jump distance P (source senti|aligni−1,j−k)
again, and we can expect that these new estimates
are much better than the original ones.

For this reason we apply the Viterbi classifier it-
eratively: The first iteration employs the hand set
values. Then we run the classifier and determine
the values for P (source senti|aligni−1,j−k) on its
output. Then we run the classifier again, with the
new model and so on. Interestingly values for
P (source senti|aligni−1,j−k) emerge after as little
as two iterations. After the first iteration, precision
already lies only 1.2 percent points and recall 1.3
points below the stable values. We will comment on
this finding in Section 7.

6 Experiment and Results

Our goal is to align a larger corpus of Spanish short
news texts with their simplified counterparts. At the
moment, however, we only have a small sample of
this corpus available. The size of this corpus sam-
ple is 1840 words of simplified text (145 sentences)
which correspond to 2456 (110 sentences) of source
text. We manually created a gold standard which in-
cludes all the correct alignments between simplified
and source sentences. The results of the classifier
were calculated against this gold standard.

As a baseline we used a TF*IDF score based
method which chooses for each sentence in the sim-
plified text the sentence with the minimal word vec-
tor distance. The procedure is as follows: each sen-
tence in the original and simplified document is rep-
resented in the vector space model using a term vec-
tor (Saggion, 2008). Each term (e.g. token) is wei-
thed using as TF the frequency of the term in the
document and IDF = log(N + 1/Mt + 1) where Mt

is the number of sentences 1 containing t and N is
the number of sentences in the corpus (counts are
obtained from the set of documents to align). As
similarity metric between vectors we use the cosine
of the angle between the two vectors given in the
following formula:

1The relevant unit for the calculation of IDF (the D in IDF)
here is the sentence, not the document as in information re-
trieval.
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cosine(s1, s2) =
∑n

i=1 wi,s1 ∗ wi,s2√∑n
i=1(wi,s1)2 ∗

√∑n
i=1(wi,s2)2

Here s1 and s2 are the sentence vectors and wi,sk

is the weight of term i in sentence sk. We align all
simplified sentences (i.e. for the time being no cut-
off has been used to identify new material in the sim-
plified text).

For the calculation of the first baseline we calcu-
late IDF over the sentences in whole corpus. Nelken
and Shieber (2006) argue that that the relevant unit
for this calculation should be each document for the
following reason: Some words are much more fre-
quent in some texts than they are in others. For ex-
ample the word unicorn is relatively infrequent in
English and it it may also be infrequent in a given
colletion of texts. So this word is highly discrimina-
tive and it’s IDF will be relatively high. In a specific
text about imagenary creatures, however, the same
word unicorn may be much more frequent and hence
it’s discrimiative power is much lower. For this rea-
son we calcuated a second baseline, where we cal-
culate the IDF only on the sentences of the relevanct
texts.

Results of aligning all sentences in our sample
corpus using both the baseline and the HMM algo-
rithms are given in Table 6.

precision recall
HMM aligner 82.4% 80.9%
alignment only 81.13% 79.63%
TF*IDF + transitions 76.1% 73.5%
TF*IDF (document) 75.47% 74.07%
TF*IDF (full corpus) 62.2% 61.1%

If we compare these results to those presented by
Nelken and Shieber (2006), we can observe that we
obtain a comparable precision, but the recall im-
proves dramatically from 55.8% (with their specific
feature setting) to 82.4%. Our TF*IDF baselines
are not directly comparable comparable to Nelken
and Shieber’s results. The reason why we can-
not compare our results directly is that Nelken and
Shieber use supervised learning in order to optimize
the transformation of TF*IDF scores into probabili-
ties and we had no training data available.

We included the additional scores for our system,
when no transition probabilities are included in the

calculation of the optimal alignment sequence and
the score comes only from the probabilies of our
clalculation of lexical similarity between sentences
(alignment only). These scores show that a large part
of the good performance comes from lexical similar-
ity and sequencial classification only give an addi-
tional final boost, a fact which was already observed
by Nelken and Shieber. We also attribute the fact
that the system alrives at stable values after two it-
erations to the same efect: lexical similarity seems
to have a much bigger effect on the general perfor-
mance. Still our probability-based similarity meas-
sure clearly outperforms the TF*IDF baselines.

7 Discussion and Outlook

We have argued above that our task is not directly
comparable to Nelken and Shieber’s alignment of
two versions of Encyclopedia articles. First of all,
the texts we are working with are simplified texts in
a much stricter sense: they are the result of an edit-
ing process which turns a source text into a simpli-
fied version. This allows us to use sequential classi-
fication which is usually not successful for mono-
lingual sentence alignment. This helps especially
in the case of simplified sentences which have been
largely re-written with simpler vocabulary. These
cases would normally be hard to align correctly. Al-
though it could be argued that the characteristics of
such genuinely simplified text makes the alignment
task somewhat easier, we would like to stress that
the alignment method we present makes no use of
any kind of training data, in contrast to Barzilay and
Elhadad (2003) and, to a minor extent, Nelken and
Shieber (2006).

Although we started out from a very specific need
to align a corpus with reliably simplified news arti-
cles, we are confident that our approach can be ap-
plied in other circumstances. For future work we
are planning to apply this algorithm in combina-
tion of a version of Barzilay and Elhadad’s macro-
alignment and use sequential classification only for
the alignment of sentences within already aligned
paragraphs. This would make our work directly
comparable. We are also planning to test our algo-
rithm, especially the sentence similarity measure it
uses, on data which is similar the data Barzilay and
Elhadad (and also Nelken and Shieber) used in their
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experiment.
Finally, the alignment tool will be used to

sentence-align a medium-sized parallel Spanish cor-
pus of news and their adaptations that will be a much
needed resource for the study of text simplification
and other natural language processing applications.
Since the size of the corpus we have available at
the moment is relatively modest, we are also investi-
gating alternative resources which could allow us to
create a larger parallel corpus.
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Abstract

Paraphrase generation can be regarded as ma-
chine translation where source and target lan-
guage are the same. We use the Moses statisti-
cal machine translation toolkit for paraphras-
ing, comparing phrase-based to syntax-based
approaches. Data is derived from a recently
released, large scale (2.1M tokens) paraphrase
corpus for Dutch. Preliminary results indicate
that the phrase-based approach performs bet-
ter in terms of NIST scores and produces para-
phrases at a greater distance from the source.

1 Introduction

One of the challenging properties of natural lan-
guage is that the same semantic content can typically
be expressed by many different surface forms. As
the ability to deal with paraphrases holds great po-
tential for improving the coverage of NLP systems,
a substantial body of research addressing recogni-
tion, extraction and generation of paraphrases has
emerged (Androutsopoulos and Malakasiotis, 2010;
Madnani and Dorr, 2010). Paraphrase Generation
can be regarded as a translation task in which source
and target language are the same. Both Paraphrase
Generation and Machine Translation (MT) are in-
stances of Text-To-Text Generation, which involves
transforming one text into another, obeying certain
restrictions. Here these restrictions are that the gen-
erated text must be grammatically well-formed and
semantically/translationally equivalent to the source
text. Addionally Paraphrase Generation requires
that the output should differ from the input to a cer-
tain degree.

The similarity between Paraphrase Generation
and MT suggests that methods and tools originally
developed for MT could be exploited for Paraphrase
Generation. One popular approach – arguably the
most successful so far – is Statistical Phrase-based
Machine Translation (PBMT), which learns phrase
translation rules from aligned bilingual text corpora
(Och et al., 1999; Vogel et al., 2000; Zens et al.,
2002; Koehn et al., 2003). Prior work has explored
the use of PBMT for paraphrase generation (Quirk et
al., 2004; Bannard and Callison-Burch, 2005; Mad-
nani et al., 2007; Callison-Burch, 2008; Zhao et al.,
2009; Wubben et al., 2010)

However, since many researchers believe that
PBMT has reached a performance ceiling, ongo-
ing research looks into more structural approaches
to statistical MT (Marcu and Wong, 2002; Och and
Ney, 2004; Khalilov and Fonollosa, 2009). Syntax-
based MT attempts to extract translation rules in
terms of syntactic constituents or subtrees rather
than arbitrary phrases, presupposing syntactic struc-
tures for source, target or both languages. Syntactic
information might lead to better results in the area
of grammatical well-formedness, and unlike phrase-
based MT that uses contiguous n-grams, syntax en-
ables the modeling of long-distance translation pat-
terns.

While the verdict on whether or not this approach
leads to any significant performance gain is still
out, a similar line of reasoning would suggest that
syntax-based paraphrasing may offer similar advan-
tages over phrase-based paraphrasing. Considering
the fact that the success of PBMT can partly be at-
tributed to the abundance of large parallel corpora,
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and that sufficiently large parallel corpora are still
lacking for paraphrase generation, using more lin-
guistically motivated methods might prove benefi-
cial for paraphrase generation. At the same time,
automatic syntactic analysis introduces errors in the
parse trees, as no syntactic parser is perfect. Like-
wise, automatic alignment of syntactic phrases may
be prone to errors.

The main contribution of this paper is a systematic
comparison between phrase-based and syntax-based
paraphrase generation using an off-the-shelf statis-
tical machine translation (SMT) decoder, namely
Moses (Koehn et al., 2007) and the word-alignment
tool GIZA++ (Och and Ney, 2003). Training data
derives from a new, large scale (2.1M tokens) para-
phrase corpus for Dutch, which has been recently
released.

The paper is organized as follows. Section 2 re-
views the paraphrase corpus from which provides
training and test data. Next, Section 3 describes the
paraphrase generation methods and the experimen-
tal setup. Results are presented in Section 4. In
Section 5 we discuss our findings and formulate our
conclusions.

2 Corpus

The main bottleneck in building SMT systems is
the need for a substantial amount of parallel aligned
text. Likewise, exploiting SMT for paraphrasing re-
quires large amounts of monolingual parallel text.
However, paraphrase corpora are scarce; the situa-
tion is more dire than in MT, and this has caused
some studies to focus on the automatic harvesting
of paraphrase corpora. The use of monolingual par-
allel text corpora was first suggested by Barzilay
and McKeown (2001), who built their corpus us-
ing various alternative human-produced translations
of literary texts and then applied machine learn-
ing or multi-sequence alignment for extracting para-
phrases. In a similar vein, Pang et al. (2003) used a
corpus of alternative English translations of Chinese
news stories in combination with a syntax-based al-
gorithm that automatically builds word lattices, in
which paraphrases can be identified.

So-called comparable monolingual corpora, for
instance independently written news reports describ-
ing the same event, in which some pairs of sentences

exhibit partial semantic overlap have also been in-
vestigated (Shinyama et al., 2002; Barzilay and Lee,
2003; Shen et al., 2006; Wubben et al., 2009)

The first manually collected paraphrase corpus is
the Microsoft Research Paraphrase (MSRP) Corpus
(Dolan et al., 2004), consisting of 5,801 sentence
pairs, sampled from a larger corpus of news arti-
cles. However, it is rather small and contains no sub-
sentential allignments. Cohn et al. (2008) developed
a parallel monolingual corpus of 900 sentence pairs
annotated at the word and phrase level. However, all
of these corpora are small from an SMT perspective.

Recently a new large-scale paraphrase corpus for
Dutch, the DAESO corpus, was released. The cor-
pus contains both samples of parallel and compa-
rable text in which similar sentences, phrases and
words are aligned. One part of the corpus is manu-
ally aligned, whereas another part is automatically
aligned using a data-driven aligner trained on the
first part. The DAESO corpus is extensively de-
scribed in (Marsi and Krahmer, 2011); the summary
here is limited to aspects relevant to the work at
hand.

The corpus contains the following types of text:
(1) alternative translations in Dutch of three liter-
ary works of fiction; (2) autocue text from televion
broadcast news as read by the news reader, and the
corresponding subtitles; (3) headlines from similar
news articles obtained from Google News Dutch;
(4) press releases about the same news topic from
two different press agencies; (5) similar answers re-
trieved from a document collection in the medical
domain, originally created for evaluating question-
answering systems.

In a first step, similar sentences were automati-
cally aligned, after which alignments were manu-
ally corrected. In the case of the parallel book texts,
aligned sentences are (approximate) paraphrases. To
a lesser degree, this is also true for the news head-
lines. The autocue-subtitle pairs are mostly exam-
ples of sentence compression, as the subtitle tends
to be a compressed version of the read autocue text.
In contrast, the press releases and the QA answers,
are characterized by a great deal of one-to-many
sentence alignments, as well as sentences left un-
aligned, as is to be expected in comparable text.
Most sentences in these types of text tend to have
only partial overlap in meaning.
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Table 1: Properties of the manually aligned corpus

Autosub Books Headlines News QA Overall

aligned trees 18 338 6 362 32 627 11 052 118 68 497
tokens 217 959 115 893 179 629 162 361 2 230 678 072
tokens/sent 11.89 18.22 5.51 14.69 18.90 9.90
nodes 365 157 191 636 318 399 271 192 3734 1 150 118
nodes/tree 19.91 30.12 9.76 24.54 31.64 16.79
uniquely aligned trees (%) 92.93 92.49 84.57 63.61 50.00 84.10
aligned nodes (%) 73.53 66.83 73.58 53.62 38.62 67.62

Next, aligned sentences were tokenized and
parsed with the Alpino parser for Dutch (Bouma et
al., 2001). The parser provides a relatively theory-
neutral syntactic analysis which is a blend of phrase
structure analysis and dependency analysis, with a
backbone of phrasal constituents and arcs labeled
with syntactic function/dependency labels.

The alignments not only concern paraphrases in
the strict sense, i.e., expressions that are semanti-
cally equivalent, but extend to expressions that are
semantically similar in less strict ways, for instance,
where one phrase is either more specific or more
general than the related phrase. For this reason,
alignments are also labeled according to a limited
set of semantic similarity relations. Since these rela-
tions were not used in the current study, we will not
discuss them further here.

The corpus comprises over 2.1 million tokens,
678 thousand of which are manually annotated and
1,511 thousand are automatically processed.

To give a more complete overview of the sizes
of different corpus segments, some properties of the
manually aligned corpus are listed in Table 1. Prop-
erties of the automatically aligned part are similar,
except for the fact that it only contains text of the
news and QA type.

3 Paraphrase generation

Phrase-based MT models consider translation as a
mapping of small text chunks, with possible re-
ordering (Och and Ney, 2004). Operations such as
insertion, deletion and many-to-one, one-to-many
or many-to-many translation are all covered in the
structure of the phrase table. Phrase-based models
have been used most prominently in the past decade,
as they have shown to outperform other approaches

(Callison-Burch et al., 2009).
One issue with the phrase-based approach is that

recursion is not handled explicitly. It is gener-
ally acknowledged that language contains recursive
structures up to certain depths. So-called hierarchi-
cal models have introduced the inclusion of non-
terminals in the mapping rules, to allow for recur-
sion (Chiang et al., 2005). However, using a generic
non-terminal X can introduce many substitutions
in translations that do not make sense. By mak-
ing the non-terminals explicit, using syntactic cat-
egories such as NP s and V P s, this phenomenon
is constrained, resulting in syntax-based translation.
Instead of phrase translations, translation rules in
terms of syntactic constituents or subtrees are ex-
tracted, presupposing the availability of syntactic
structures for source, target, or both languages.

Incorporating syntax can guide the translation
process and unlike phrase-based MT syntax it en-
ables the modeling of long-distance translation pat-
terns. Syntax-based systems may parse the data on
the target side (string-to-tree), source side (tree-to-
string), or both (tree-to-tree).

In our experiments we use tree-to-tree syntax-
based MT. We also experiment with relaxing the
parses by a method proposed under the label of
syntax-augmented machine translation (SAMT), de-
scribed in (Zollmann and Venugopal, 2006). This
method combines any neighboring nodes and labels
previously unlabeled nodes, removing the syntactic
constraint on the grammar1.

We train all systems on the DAESO data (218,102
lines of aligned sentences) and test on a held-out
set consisting of manually aligned headlines that ap-

1This method is implemented in the Moses package in the
program relax-parse as option SAMT 4
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Table 2: Examples of output of the phrase-based and syntax-based systems

Source jongen ( 7 ) zwaargewond na aanrijding boy (7) severely-injured after crash
Phrase-based 7-jarige gewond na botsing 7-year-old injured after collision
Syntax-based jongen ( 7 ) zwaar gewond na aanrijding boy (7) severely injured after crash

Source jeugdwerkloosheid daalt vooral bij voldoende opleiding youth-unemployment drops especially with adequate training
Phrase-based werkloosheid jongeren daalt , vooral bij voldoende studie unemployment youths drops, especially with sufficient study
Syntax-based * jeugdwerkloosheid daalt vooral in voldoende opleiding youth-unemployment drops especially in adequate training

Source kritiek op boetebeleid ns criticism of fining-policy ns
Phrase-based * kritiek op de omstreden boetebeleid en criticism of the controversial and
Syntax-based kritiek op omstreden boetebeleid nederlandse spoorwegen criticism of controversial fining-policy dutch railways

Source weer bestuurders radboud weg again directors radboud [hospital] leaving
Phrase-based * weer de weg ziekenhuis again the leaving hospital
Syntax-based alweer bestuurders ziekenhuis weg yet-again directors hospital leaving

peared in May 2006.2 We test on 773 headlines that
have three or more aligned paraphrasing reference
headlines. We use an SRILM (Stolcke, 2002) lan-
guage model trained on the Twente news corpus3.

To investigate the effect of the amount of training
data on results, we also train a phrase-based model
on more data by adding more aligned headlines orig-
inating from data crawled in 2010 and aligned using
tf.idf scores over headline clusters and Cosine sim-
ilarity as described in (Wubben et al., 2009), result-
ing in an extra 612,158 aligned headlines.

Evaluation is based on the assumption that a good
paraphrase is well-formed and semantically similar
but structurally different from the source sentence.
We therefore score the generated paraphrases not
only by an MT metric (we use NIST scores), but
also factor in the edit distance between the input
sentence and the output sentence. We take the 10-
best generated paraphrases and select from these the
one most dissimilar from the source sentence in term
of Levenshtein distance on tokens. We then weigh
NIST scores according to their corresponding sen-
tence Levenshtein Distance, to calculate a weighted

2Syntactic trees were converted to the XML format used by
Moses for syntax-based MT. A minor complication is that the
word order in the tree is different from the word order in the
corresponding sentence in about half of the cases. The technical
reason is that Alpino internally produces dependency structures
that can be non-projective. Conversion to a phrase structure tree
therefore necessitates moving some words to a different posi-
tion in the tree. We performed a subsequent reordering of the
trees, moving terminals to make the word order match the sur-
face word order.

3http://www.vf.utwente.nl/˜druid/TwNC/
TwNC-main.html

average score. This implies that we penalize sys-
tems that provide output at Levenshtein distance 0,
which are essentially copies of the input, and not
paraphrases. Formally, the score is computed as fol-
lows:

NISTweightedLD
= α

∑
i=LD(1..8)

(i ∗Ni ∗NISTi)∑
i=LD(1..8)

(i ∗Ni)

where α is the percentage of output phrases that have
a sentence Levenshtein Distance higher than 0. In-
stead of NIST scores, other MT evaluation scores
can be plugged into this formula, such as METEOR
(Lavie and Agarwal, 2007) for languages for which
paraphrase data is available.

4 Results

Figure 1 shows NIST scores per Levenshtein Dis-
tance. It can be observed that overall the NIST score
decreases as the distance to the input increases, indi-
cating that more distant paraphrases are of less qual-
ity. The relaxed syntax-based approach (SAMT)
performs mildly better than the standard syntax-
based approach, but performs worse than the phrase-
based approach. The distribution of generated para-
phrases per Levenshtein Distance is shown in Fig-
ure 2. It reveals that the Syntax-based approaches
tend to stay closer to the source than the phrase-
based approaches.

In Table 2 a few examples of output from both
Phrase- and Syntax-based systems are given. The
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Figure 1: NIST scores per Levenshtein distance

top two examples show sentences where the phrase-
based approach scores better, and the bottom two
show examples where the syntax-based approach
scores better. In general, we observe that the
phrase-based approach is often more drastic with its
changes, as shown also in Figure 2. The syntax-
based approach is less risky, and reverts more to
single-word substitution.

The weighted NIST score for the phrase-based
approach is 7.14 versus 6.75 for the syntax-based
approach. Adding extra data does not improve the
phrase-based approach, as it yields a score of 6.47,
but the relaxed method does improve the syntax-
based approach (7.04).

5 Discussion and conclusion

We have compared a phrase-based MT approach
to paraphrasing with a syntax-based MT approach.
The Phrase-based approach performs better in terms
of NIST score weighted by edit distance of the out-
put. In general, the phrase-based MT system per-
forms more edits and these edits seem to be more
reliable than the edits done by the Syntax-based ap-
proach. A relaxed Syntax-based approach performs
better, while adding more data to the Phrase-based
approach does not yield better results. To gain a bet-
ter understanding of the quality of the output gener-
ated by the different approaches, it would be desir-
able to present the output of the different systems to
human judges. In future work, we intend to com-
pare the effects of using manual word alignments
from the DAESO corpus instead of the automatic
alignments produced by GIZA++. We also wish to
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Figure 2: Distribution of generated paraphrases per Lev-
enshtein distance

further explore the effect of the nature of the data
that we train on: the DAESO corpus consists of var-
ious data sources from different domains. Our aim
is also to incorporate the notion of dissimilarity into
the paraphrase model, by adding dissimilarity scores
to the model.
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Abstract

In our work we use an existing classifier to
quantify and analyze the level of specific and
general content in news documents and their
human and automatic summaries. We dis-
cover that while human abstracts contain a
more balanced mix of general and specific
content, automatic summaries are overwhelm-
ingly specific. We also provide an analysis of
summary specificity and the summary qual-
ity scores assigned by people. We find that
too much specificity could adversely affect the
quality of content in the summary. Our find-
ings give strong evidence for the need for a
new task in abstractive summarization: identi-
fication and generation of general sentences.

1 Introduction

Traditional summarization systems are primarily
concerned with the identification of important and
unimportant content in the text to be summarized.
Placing the focus on this distinction naturally leads
the summarizers to completely avoid the task of text-
to-text generation and instead just select sentences
for inclusion in the summary. In this work, we argue
that the general and specific nature of the content is
also taken into account by human summarizers; we
show that this distinction is directly related to the
quality of the summary and it also calls for the use
and refinement of text-to-text generation techniques.

General sentences are overview statements. Spe-
cific sentences supply details. An example general
and specific sentence from different parts of a news
article are shown in Table 1.

[1] The first shock let up as the eye of the storm moved
across the city.
[2] The National Hurricane Center in Miami reported its
position at 2 a.m. Sunday at latitude 16.1 north, longitude
67.5 west, about 140 miles south of Ponce, Puerto Rico,
and 200 miles southeast of Santo Domingo.

Table 1: General (in italics) and specific sentences

Prior studies have advocated that the distinction
between general and specific content is relevant for
text summarization. Jing and McKeown (2000)
studied what edits people use to create summaries
from sentences in the source text. Two of the op-
erations they identify are generalization and specifi-
cation where the source content gets changed in the
summary with respect to specificity. In more recent
work, Haghighi and Vanderwende (2009) built a
summarization system based on topic models, where
both topics at general document level as well as
those at specific subtopic levels were learnt. The
underlying idea here is that summaries are gener-
ated by a combination of content from both these
levels. But since the preference for these two types
of content is not known, Haghighi and Vanderwende
(2009) use some heuristic proportions.

Many systems that deal with sentence compres-
sion (Knight and Marcu, 2002; McDonald, 2006;
Galley and McKeown, 2007; Clarke and Lapata,
2008) and fusion (Barzilay and McKeown, 2005;
Filippova and Strube, 2008), do not take into ac-
count the specificity of the original or desired sen-
tence. However, Wan et al. (2008) introduce a gen-
eration task where a summary sentence is created
by combining content from a key (general) sentence
and its supporting sentences in the source. More
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recently, Marsi et al. (2010) manually annotated
the transformations between source and compressed
phrases and observe that generalization is a frequent
transformation.

But it is not known what distribution of general
and specific content is natural for summaries. In ad-
dition, an analysis of whether this aspect is related
to quality of the summary has also not been done so
far. We address this issue in our work, making use
of an accurate classifier to identify general and spe-
cific sentences that we have developed (Louis and
Nenkova, 2011).

We present the first quantitative analysis of gen-
eral and specific content in a large corpus of news
documents and human and automatic summaries
produced for them. Our findings reveal that human-
written abstracts have much more general content
compared to human and system produced extractive
summaries. We also provide an analysis of how this
difference in specificity is related to aspects of sum-
mary quality. We show that too much specificity
could adversely affect the quality of summary con-
tent. So we propose the task of creating general
sentences for use in summaries. As a starting point
in this direction, we discuss some insights into the
identification and generation of general sentences.

2 Data

We obtained news documents and their sum-
maries from the Document Understanding Confer-
ence (DUC) evaluations. We use the data from
2002 because they contain the three different types
of summaries we wish to analyze—abstracts and
extracts produced by people, and automatic sum-
maries. For extracts, the person could only select
complete sentences, without any modification, from
the input articles. When writing abstracts people
were free to write the summary in their own words.

We use data from the generic multi-document
summarization task. There were 59 input sets, each
containing 5 to 15 news documents on a topic. The
task is to provide a 200 word summary. Two human-
written abstracts and two extracts were produced for
each input by trained assessors at NIST. Nine au-
tomatic systems participated in the conference that
year and we have 524 automatic summaries overall.

3 General and specific sentences in news

Before we present our analysis of general and spe-
cific content in news summaries, we provide a brief
description of our classifier and some example pre-
dictions. Our classifier is designed to predict for a
given sentence, its class as general or specific.

As in our example in Table 1, a general sentence
hints at a topic the writer wishes to convey but does
not provide details. So a reader expects to see more
explanation and specific sentences satisfy this role.
We observed that certain properties are prominent
in general sentences. They either express a strong
sentiment, are vague or contain surprising content.
Accordingly our features were based on word speci-
ficity, language models, length of syntactic phrases
and the presence of polarity words. Just the words in
the sentences were also a strong indicator of general
or specific nature. But we found the combination of
all non-lexical features to provide the best accuracy
and is the setup we use in this work.

We trained our classifier on general and specific
sentences from news texts. Initially, we utilized ex-
isting annotations of discourse relations as training
data. This choice was based on our hypotheses that
discourse relations such as exemplification relate a
general with a specific sentence. Later, we verified
the performance of the classifier on human anno-
tated general and specific sentences, also from two
genre of news articles, and obtained similar and ac-
curate predictions. Detailed description of the fea-
tures and training data can be found in Louis and
Nenkova (2011).

Our classifier uses logistic regression and so apart
from hard prediction into general/specific classes,
we can also obtain a confidence (probability) mea-
sure for membership in a particular class. In our
tests, we found that for sentences where there is high
annotator agreement for placing in a particular class,
the classifier also produces a high confidence predic-
tion on the correct class. When the agreement was
not high, the classifier confidence was lower. In this
way, the confidence score indicates the level of gen-
eral or specific content. So for our experiments in
this paper, we choose to use the confidence score for
a sentence belonging to a class rather than the clas-
sification decision.

The overall accuracy of the classifier in binary
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[G1] ”The crisis is not over”.
[G2] No casualties have been reported, but experts are concerned that a major eruption could occur soon.
[G3] Seismologists said the volcano had plenty of built-up magma and even more severe eruptions could come later.
[G4] Their predictions might be a false alarm – the volcano may have done its worst already.

[S1] (These volcanoes – including Mount Lassen in Shasta County, and Mount Rainier and Mount St. Helens in Washington, all
in the Cascade Range – arise where one of the earth’s immense crust plates is slowly diving beneath another.); Pinatubo’s
last eruption, 600 years ago, is thought to have yielded at least as much molten rock – half a cubic kilometer – as Mount
St. Helens did when it erupted in 1980.
[S2] The initial explosions on Mount Pinatubo at 8:51 a.m. Wednesday sent a 10-mile-high mushroom cloud of swirling ash and
rock fragments into the skies over Clark Air Base, forcing the Air Force to evacuate hundreds of American volunteers who had
stayed behind to guard it and to tend sensitive communications equipment.
[S3] Raymundo Punongbayan, director of the Philippine Institute of Vulcanology and Seismology, said Friday’s blasts were part
of a single eruption, the largest since Mount Pinatubo awoke Sunday from its 600-year slumber.

Table 2: General (G) and specific (S) sentences from input d073b

classification is 75%. More accurate predictions are
made on the examples with high annotator agree-
ment reaching over 90% accuracy on sentences
where there was complete agreement between five
annotators. So we expect the predictions from the
classifier to be reliable for analysis in a task setting.

In Table 2, we show the top general and specific
sentences (ranked by the classifier confidence) for
one of the inputs, d073b, from DUC 2002. This in-
put contains articles about the volcanic eruption at
Mount Pinatubo. Here, the specific sentences pro-
vide a lot of details such as the time and impact of
the eruption, information about previous volcanoes
and about the people and organizations involved.

In the next section, we analyze the actual distri-
bution of specific and general content in articles and
their summaries for the entire DUC 2002 dataset.

4 Specificity analysis

For each text—input, human abstract, human extract
and automatic summary—we compute a measure of
specificity as follows. We use the classifier to mark
for each sentence the confidence for belonging to the
specific class. Each token in the text is assigned the
confidence level of the sentence it belongs to. The
average specificity of words is computed as the mean
value of the confidence score over all the tokens.

The histogram of this measure for each type of
text is shown in Figure 1.

For inputs, the average specificity of words ranges
between 50 to 80% with a mean value of 65%. So,
news articles tend to have more specific content than
generic but the distribution is not highly skewed to-

wards either of the extreme ends.
The remaining three graphs in Figure 1 represent

the amount of specific content in summaries for the
same inputs. Human abstracts, in contrast to the in-
puts, are spread over a wider range of specificity lev-
els. Some abstracts have as low as 40% specificity
and a few actually score over 80%. However, the
sharper contrast with inputs comes from the large
number of abstracts that have 40 to 60% specificity.
This trend indicates that abstracts contain more gen-
eral content compared to inputs. An unpaired two-
sided t-test between the specificity values of inputs
and abstracts confirmed that abstracts have signif-
icantly lower specificity. The mean value for ab-
stracts is 62% while for inputs it is 65%.

The results of the analysis are opposite for hu-
man extracts and system summaries. The mean
specificity value for human extracts is 72%, 10%
higher compared to abstractive summaries for the
same inputs. This difference is also statistically sig-
nificant. System-produced summaries also show a
similar trend as extracts but are even more heavily
biased towards specific content. There are even ex-
amples of automatic summaries where the average
specificity level reaches 100%. The mean specificity
value is 74% which turned out significantly higher
than all other types of texts, inputs and both types of
human summaries. So system summaries appear to
be overwhelmingly specific.

The first surprising result is the opposite charac-
teristics of human abstracts and extracts. While ab-
stracts tend to be more general compared to the in-
put texts, extracts are more specific. Even though
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Figure 1: Specific content in inputs and summaries

both types of summaries were produced by people,
we see that the summarization method deeply influ-
ences the nature of the summary content. The task of
creating extractive summaries biases towards more
specific content. So it is obvious that systems which
mainly use extractive techniques would also create
very specific summaries. Further, since high speci-
ficity arises as a result of the limitations associated
with extractive techniques, perhaps, overly specific
content would be detrimental to summary quality.
We investigate this aspect in the next section.

5 Specificity and summary quality

In this section, we examine if the difference in speci-
ficity that we have observed is related to the per-
ceived quality of the summary. Haghighi and Van-
derwende (2009) report that their topic model based

system was designed to use both a general content
distribution and distributions of content for specific
subtopics. However, using the general distribution
yielded summaries with better content than using the
specific topics. Here we directly study the relation-
ship between specificity of system summaries and
their content and linguistic quality scores. We also
examine how the specificity measure is related to
the quality of specialized summaries where people
were explicitly told to include only general content
or only specific details in their summaries. For this
analysis, we focus on system produced summaries.

5.1 Content quality
At DUC, each summary is evaluated by human
judges for content and linguistic quality. The qual-
ity of content was assessed in 2002 by means of a
coverage score. The coverage score reflects the sim-
ilarity between content chosen in a system summary
and that which is present in a human-written sum-
mary for the same input. A human abstract is cho-
sen as the reference. It is divided into clauses and
for each of these clauses, judges decide how well it
is expressed by the system produced summary (as a
percentage value). The average extent to which the
system summary expresses the clauses of the human
summary is considered as the coverage score. So
these scores range between 0 and 1.

We computed the Pearson correlation between the
specificity of a summary and its coverage score, and
obtained a value of -0.16. The correlation is not very
high but it is significant (pvalue 0.0006). So speci-
ficity does impact content quality and more specific
content indicates decreased quality.

We have seen from our analysis in the previous
section that when people produce abstracts, they
keep a mix of general and specific content but the
abstracts are neither too general nor too specific. So
it is not surprising that the correlation value is not
very high. Further, it should be remembered that the
notion of general and specific is more or less inde-
pendent of the importance of the content itself. Two
summaries can have the same level of generality but
vary greatly in terms of the importance of the con-
tent present. So we performed an analysis to check
the contribution of generality to the content scores
in addition to the importance factor.

We combine a measure of content importance
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Predictor Mean β Stdev. β t value p-value
(Intercept) 0.212 0.03 6.87 2.3e-11 *
rouge2 1.299 0.11 11.74 < 2e-16 *
avgspec -0.166 0.04 -4.21 3.1e-05 *

Table 3: Results from regression test

from the ROUGE automatic evaluation (Lin and
Hovy, 2003; Lin, 2004) with generality to predict
the coverage scores. We use the same reference as
used for the official coverage score evaluation and
compute ROUGE-2 which is the recall of bigrams of
the human summary by the system summary. Next
we train a regression model on our data using the
ROUGE-2 score and specificity as predictors of the
coverage score. We then inspected the weights learnt
in the regression model to identify the influence of
the predictors. Table 3 shows the mean values and
standard deviation of the beta coefficients. We also
report the results from a test to determine if the beta
coefficient for a particular predictor could be set to
zero. The p-value for rejection of this hypothesis
is shown in the last column and the test statistic is
shown as the ‘t value’. We used the lm function in
the R toolkit1 to perform the regression.

From the table, we see that both ROUGE-2 and
average specificity of words (avgspec) turn out as
significant predictors of summary quality. Relevant
content is highly important as shown by the positive
beta coefficient for ROUGE-2. At the same time, it
is preferable to maintain low specificity, a negative
value is assigned to the coefficient for this predictor.

So too much specificity should be avoided by sys-
tems and we must find ways to increase the general-
ity of summaries. We discuss this aspect in Sections
6 and 7.

5.2 Linguistic quality
We have seen from the above results that maintain-
ing a good level of generality improves content qual-
ity. A related question is the influence of specificity
on the linguistic quality of a summary. Does the
amount of general and specific content have any re-
lationship with how clear a summary is to read? We
briefly examine this aspect here.

In DUC 2002 linguistic quality scores were only
mentioned as the number of errors in a summary,
not a holistic score. Moreover, it was specified as

1http://www.r-project.org/

ling score sums. avg specificity
1, 2 202 0.71
5 400 0.72
9, 10 79 0.77

Table 4: Number of summaries at extreme levels of lin-
guistic quality scores and their average specificity values

a range–errors between 1 and 5 receive the same
score. So we use another dataset for this analy-
sis only. We use the system summaries and their
linguistic quality scores from the TAC ‘09 query
focused summarization task2. Each summary was
manually judged by NIST assessors and assigned a
score between 1 to 10 to reflect how clear it is to
read. The score combines multiple aspects of lin-
guistic quality such as clarity of references, amount
of redundancy, grammaticality and coherence.

Since these scores are on an integer scale, we do
not compute correlations. Rather we study the speci-
ficity, computed in the same manner as described
previously, of summaries at different score levels.
Here there were 44 inputs and 55 systems. In Table
4, we show the number of summaries and their av-
erage specificity for 3 representative score levels—
best quality (9 or 10), worst (1 or 2) and mediocre
(5). We only used summaries with more than 2 sen-
tences as it may not be reasonable to compare the
linguistic quality of summaries of very short lengths.

From this table, we see that the summaries with
greater score have a higher level of specificity. The
specificity of the best summaries (9, 10) are signifi-
cantly higher than that with medium and low scores
(two-sided t-test). This result is opposite to our find-
ing with content quality and calls attention to an im-
portant point. General sentences cannot stand alone
and need adequate support and details. But cur-
rently, very few systems even make an attempt to
organize their summaries. So overly general con-
tent and general content without proper context can
be detrimental to the linguistic quality. Such sum-
maries can appear uncontentful and difficult to read
as the example in Table 5 demonstrates. This sum-
mary has an average specificity of 0.45 and its lin-
guistic quality score is 1.

So we see an effect of specificity on both content

2http://www.nist.gov/tac/2009/
Summarization/update.summ.09.guidelines.
html
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“We are quite a ways from that, actually.”
As ice and snow at the poles melt, the loss of their reflective surfaces leads to exposed land and water absorbing more heat.
It is in the middle of an area whose population–and electricity demands–are growing.
It was from that municipal utility framework, city and school officials say, that the dormitory project took root.
“We could offer such a plan in Houston next year if we find customer demand, but we have n’t gone to the expense of marketing the plan.”
“We get no answers.”

Table 5: Example general summary with poor linguistic quality

and linguistic quality though in opposite directions.

5.3 Quality of general and specific summaries

So far, we examined the effect of specificity on the
quality of generic summaries. Now, we examine
whether this aspect is related to the quality of sum-
maries when they are optimized to be either gen-
eral or specific content. We perform this analysis
on DUC 20053 data where the task was to create a
general summary for certain inputs. For others, a
specific summary giving details should be produced.
The definitions of a general and specific summary
are given in the task guidelines.4

We tested whether the degree of specificity is re-
lated to the content scores5 of system summaries of
these two types—general and specific. The Pearson
correlation values are shown in Table 6. Here we
find that for specific summaries, the level of speci-
ficity is significantly positively correlated with con-
tent scores. For the general summaries there is no
relationship between specificity and content quality.

These results show that specificity scores are
not consistently predictive of distinctions within the
same class of summaries. Within general sum-
maries, the level of generality does not influence the
scores obtained by them. This finding again high-
lights the disparity between content relevance and
specific nature. When all summaries are specific or
general, their levels of specificity are no longer in-
dicative of quality. We also computed the regres-
sion models for these two sets of summaries with
ROUGE scores and specificity, and specificity level
was not a significant predictor of content scores.

Our findings in this section confirm that general
sentences are useful content for summaries. So we

3http://duc.nist.gov/duc2005/
4http://duc.nist.gov/duc2005/assessor.

summarization.instructions.pdf
5We use the official scores computed using the Pyramid

evaluation method (Nenkova et al., 2007)

Summaries correlation p-value
DUC 2005 general -0.03 0.53
DUC 2005 specific 0.18* 0.004

Table 6: Correlations between content scores and speci-
ficity for general and specific summaries in DUC 2005

face the issue of creating general sentences which
are summary-worthy. We concentrate on this aspect
for the rest of this paper. In Section 6, we pro-
vide an analysis of the types of general sentences
extracted from the source text and used in human
extracts. We move from this limited view and exam-
ine in Section 7, the possibility of generating general
sentences from specific sentences in the source text.
Our analysis is preliminary but we hope that it will
initiate this new task of using general sentences for
summary creation.

6 Extraction of general sentences

We examine general sentences that were chosen in
human extracts to understand what properties sys-
tems could use to identify such sentences from the
source text. We show in Table 7, the ten extract sen-
tences that were predicted to be general with highest
confidence. The first sentence has a 0.96 confidence
level, the last sentence has 0.81.

These statements definitely create expectation and
need further details to be included. Taken out of con-
text, these sentences do not appear very contentful.
However despite the length restriction while creat-
ing summaries, humans tend to include these gen-
eral sentences. Table 8 shows the full extract which
contains one of the general sentences ([9] “Instead it
sank like the Bismarck.”).

When considered in the context of the extract, we
see clearly the role of this general sentence. It intro-
duces the topic of opposition to Bush’s nomination
for a defense secretary. Moreover, it provides a com-
parison between the ease with which such a propo-
sition could have been accepted and the strikingly
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opposite situation that arose—the overwhelming re-
jection of the candidate by the senate. So sentence
[9] plays the role of a topic sentence. It conveys the
main point the author wishes to make in the sum-
mary and further details follow this sentence.

But given current content selection methods, such
sentences would rank very low for inclusion into
summaries. So the prediction of general sentences
could prove a valuable task enabling systems to se-
lect good topic sentences for their summaries. How-
ever, proper ordering of sentences will be necessary
to convey the right impact but this approach could
be a first step towards creating summaries that have
an overall theme rather than just the selection of sen-
tences with important content.

We also noticed some other patterns in the general
sentences chosen for extracts. A crude categoriza-
tion was performed on the 75 sentences predicted
with confidence above 0.65 and are shown below:

first sentence : 6 (0.08)
last sentence : 13 (0.17)
comparisons : 4 (0.05)
attributions : 14 (0.18)
A significant fraction of these general sentences

(25%) were used in the extracts to start and end
the summary, likely positions for topic sentences.
Some of these (5%) involve comparisons. We de-
tected these sentences by looking for the presence
of connectives such as “but”, “however” and “al-
though”. The most overwhelming pattern is pres-
ence of quotations, covering 18% of the sentences
we examined. These quotations were identified us-
ing the words “say”, “says”, “said” and the presence
of quotes. We can also see that three of the top 10
general sentences in Table 7 are quotes.

So far we have analyzed sentences chosen by
summary authors directly from the input articles.
In the next section, we analyze the edit operations
made by people while creating abstractive sum-
maries. Our focus is on the generalization operation
where specific sentences are made general. Such
a transformation would be the generation-based ap-
proach to obtain general sentences.

7 Generation of general sentences

We perform our analysis on data created for sen-
tence compression. In this line of work (Knight and

[1] Folksy was an understatement.
[2] ”Long live democracy”!
[3] The dogs are frequent winners in best of breed and
best of show categories.
[4] Go to court.
[5] Tajikistan was hit most hard.
[6] Some critics have said the 16-inch guns are outmoded
and dangerous.
[7] Details of Maxwell’s death are sketchy.
[8] ”Several thousands of people who were in the shelters
and the tens of thousands of people who evacuated inland
were potential victims of injury and death”.
[9] Instead it sank like the Bismarck.
[10] ”The buildings that collapsed did so because of a
combination of two things: very poor soil and very poor
structural design,” said Peter I. Yanev, chairman of EQE
Inc., a structural engineering firm in San Francisco.

Table 7: Example general sentences in humans extracts

Marcu, 2002; McDonald, 2006; Galley and McKe-
own, 2007), compressions are learnt by analyzing
pairs of sentences, one from the source text, the
other from human-written abstracts such that they
both have the same content. We use the sentence
pairs available in the Ziff-Davis Tree Alignment
corpus (Galley and McKeown, 2007). These sen-
tences come from the Ziff-Davis Corpus (Harman
and Liberman, 1993) which contains articles about
technology products. Each article is also associated
with an abstract. The alignment pairs are produced
by allowing a limited number of edit operations to
match a source sentence to one in the abstract. In
this corpus, alignments are kept between pairs that
have any number of deletions and upto 7 substitu-
tions. There are 15964 such pairs in this data. It is
worth noting that these limited alignments only map
25% of the abstract sentences, so they do not cover
all the cases. Still, an analysis on this data could be
beneficial to observe the trends.

We ran the classifier individually on each source
sentence and abstract sentence in this corpus. Then
we counted the number of pairs which undergo each
transformation such as general-general, general-
specific from the source to an abstract sentence.
These results are reported in Table 9. The table also
provides the average number of deletion and substi-
tution operations associated with sentence pairs in
that category as well as the length of the uncom-
pressed sentence and the compression rate. Com-
pression rate is defined as the ratio between the
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Summary d118i-f:
- President-elect Bush designated Tower as his defense secretary on Dec. 16. [Specific]
- Tower’s qualifications for the job –intelligence, patriotism and past chairmanship of the Armed Services Committee –the nomination
should have sailed through with flying colors. [Specific]
- Instead it sank like the Bismarck. [General]
- In written testimony to the Senate panel on Jan. 26, Tower said he could “recall no actions in connection with any defense activities”
in connection with his work for the U.S. subsidiary. [Specific]
- Tower has acknowledged that he drank excessively in the 1970s, but says he has reduced his intake to wine with dinner. [General]
- The Democratic-controlled Senate today rejected the nomination of former Texas Sen. John Tower as defense secretary, delivering
a major rebuke to President Bush just 49 days into his term.[Specific]
- The Senate’s 53-47 vote came after a bitter and divisive debate focused on Tower’s drinking habits, behavior toward women and his
business dealings with defense contractors. [General]

Table 8: Example extract with classifier predictions and a general sentence from Table 7

Type Total % total Avg deletions Avg subs. Orig length Compr. rate
SS 6371 39.9 16.3 3.9 33.4 56.6
SG 5679 35.6 21.4 3.7 33.5 40.8
GG 3562 22.3 9.3 3.3 21.5 60.8
GS 352 2.2 8.4 4.0 22.7 66.0

Table 9: Types of transformation of source into abstract sentences

length in words of the compressed sentence and the
length of the uncompressed sentence. So lower com-
pression rates indicate greater compression.

We find that the most frequent transformations are
specific-specific (SS) and specific-general (SG). To-
gether they constitute 75% of all transformations.
But for our analysis, the SG transformation is most
interesting. One third of the sentences in this data
are converted from originally specific content to be-
ing general in the abstracts. So abstracts do tend to
involve a lot of generalization.

Studying the SG transition in more detail, we can
see that the original sentences are much longer com-
pared to other transitions. This situation arises from
the fact that specific sentences in this corpus are
longer. In terms of the number of deletions, we see
that both SS and SG involve more than 15 deletions,
much higher than that performed on the general sen-
tences. However, we do not know if these operations
are proportional to the original length of the sen-
tences. But looking at the compression rates, we get
a clearer picture, the SG sentences after compres-
sion are only 40% their original length, the maxi-
mum compression seen for the transformation types.
For GG and GS, about 60% of the original sentence
words are kept. For the SG transition, long sentences
are chosen and are compressed aggressively. In Ta-

ble 10, we show some example sentence pairs un-
dergoing the SG transition.

Currently, compression systems do not achieve
the level of compression in human abstracts. Sen-
tences that humans create are shorter than what sys-
tems produce. Our results predict that these could be
the cases where specific sentences get converted into
general. One reason why systems do not attain this
compression level could be because they only con-
sider a limited set of factors while compressing, such
as importance and grammaticality. We believe that
generality can be an additional objective which can
be used to produce even shorter sentences which we
have seen in our work, will also lead to summaries
with better content.

8 Conclusion

In this work, we have provided the first quantitative
analysis of general and specific content as relevant
to the task of automatic summarization. We find
that general content is useful for summaries how-
ever, current content selection methods appear to not
include much general content. So we have proposed
the task of identifying general content which could
be used in summaries. There are two ways of achiev-
ing this—by identifying relevant general sentences
from the input and by conversion from specific to
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[1] American Mitac offers free technical support for one year at a toll-free number from 7:30 to 5:30 P.S.T.
American Mitac offers toll-free technical support for one year.
[2] In addition to Yurman, several other government officials have served on the steering committee that formed the group.
Several government officials also served on the steering committee.
[3] All version of the new tape drives, which, according to Goldbach, offer the lowest cost per megabyte for HSC-based 8mm tape
storage, are available within 30 days of order.
The products are available within 30 days of order.
[4] In a different vein is Edward Tufte ’s “The Visual Display of Quantitative Information” (Graphics Press, 1983), a book covering
the theory and practice of designing statistical charts, maps, tables and graphics.
Tufte ’s book covers the theory and practice of designing statistical charts, maps, tables and graphics.
[5] In addition, Anderson said two Ada 9X competitive procurements–a mapping and revision contract and an implementation and
demonstration contract–will be awarded in fiscal 1990.
Two competitive procurements will be awarded in fiscal 1989.

Table 10: Example specific to general (in italics) compressions

general content. We have provided a brief overview
of these two approaches.

Our work underscores the importance of com-
pression and other post-processing approaches over
extractive summaries. Otherwise system content
could contain too much extraneous details which
take up space where other useful content could have
been discussed.

Our study also highlights a semantic view of sum-
mary creation. Summaries are not just a bag of im-
portant sentences as viewed by most methods today.
Rather a text should have a balance between sen-
tences which introduce a topic and those which dis-
cuss them in detail. So another approach to content
selection could be the joint selection of a general
sentence with its substantiation. In future work, it
would be interesting to observe if such summaries
are judged more responsive and of better linguistic
quality than summaries which do not have such a
structure.
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Abstract

We examine the task of strict sentence inter-
section: a variant of sentence fusion in which
the output must only contain the informa-
tion present in all input sentences and nothing
more. Our proposed approach involves align-
ment and generalization over the input sen-
tences to produce a generation lattice; we then
compare a standard search-based approach for
decoding an intersection from this lattice to an
integer linear program that preserves aligned
content while minimizing the disfluency in
interleaving text segments. In addition, we
introduce novel evaluation strategies for in-
tersection problems that employ entailment-
style judgments for determining the validity
of system-generated intersections. Our experi-
ments show that the proposed models produce
valid intersections a majority of the time and
that the segmented decoder yields advantages
over the search-based approach.

1 Introduction

In recent years, there has been growing interest
in text-to-text generation problems which transform
text according to specifications. Tasks such as sen-
tence compression, which strives to retain the most
salient content of an input sentence, and sentence fu-
sion, which attempts to combine the important con-
tent in related sentences, are useful components for
tackling larger natural language problems such as
abstractive summarization of documents. Systems
for these types of text-to-text problems are typically
evaluated on the informativeness of the output text
as judged by human annotators.

A natural aspect of most text generation systems
is that a given input can map to a range of lexi-
cally diverse outputs. However, text-to-text tasks
defined with vague criteria such as the preserva-
tion of the “important” information in text can also
permit outputs that are semantically distinct. This
can make evaluation difficult; for instance, system-
generated sentences may differ (partially or com-
pletely) in informational content from reference
human-annotated text. This phenomenon has been
noted and discussed in the task of pairwise sentence
fusion (Daumé III and Marcu, 2004) and also in sen-
tence compression (McDonald, 2006). Some exam-
ples are listed in Table 1.

In this work, we examine the task of sentence in-
tersection: a variant of sentence fusion that does not
permit semantic variation in the output. A strict1 in-
tersection system is expected to produce a fused sen-
tence that contains all the information common to its
input sentences and avoid information that is in just
one of the inputs. In other words, a valid intersection
should only contain information that is substantiated
by all input sentences. The set-theoretic notions of
intersection (along with union) have been employed
to describe variants of sentence fusion tasks in previ-
ous work (Marsi and Krahmer, 2005; Krahmer et al.,
2008) but, to our knowledge, this work is the first to
explicitly tackle and evaluate the strict intersection
task.

We focus on the case of unsupervised pairwise
sentence intersection and propose a strategy to yield

1We use the term strict to make explicit the distinction from
traditional fusion systems, which generally aim at notions of
intersection but are not formally evaluated with respect to it.
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(a) Fusion example from
Daumé III and Marcu (2004)

(i) After years of pursuing separate and conflicting paths, AT&T and Digital Equip-
ment Corp. agreed in June to settle their computer-to-PBX differences.
(ii) The two will jointly develop an applications interface that can be shared by
computers and PBXs of any stripe.

Human fusion #1 AT&T and Digital Equipment Corp. agreed in June to settle their computer-to-
PBX differences and develop an applications interface that can be shared by any
computer or PBX.

Human fusion #2 After years of pursuing different paths, AT&T and Digital agreed to jointly develop
an applications interface that can be shared by computers and PBXs of any stripe.

(b) Compression example
from McDonald (2006)

TapeWare , which supports DOS and NetWare 286 , is a value-added process that
lets you directly connect the QA150-EXAT to a file server and issue a command
from any workstation to back up the server

Human compression #1 TapeWare supports DOS and NetWare 286
Human compression #2 TapeWare lets you connect the QA150-EXAT to a file server
(hypothesized)

Table 1: Examples of text-to-text generation problems with multiple valid human-generated outputs that differ signif-
icantly in semantic content. Italicized text is used to indicate fragments that are semantically identical.

valid intersections that follows the basic framework
of previous unsupervised fusion systems (Barzilay
and McKeown, 2005; Filippova and Strube, 2008b).
In our approach, the input sentences are first aligned
using a modified version of a recent phrase-based
alignment approach (MacCartney et al., 2008). We
assume the alignments that are produced define as-
pects of the input that must appear in the output fu-
sion and consider decoding strategies to recover in-
tersections that preserve these alignments. In addi-
tion to a search-based decoding strategy, we propose
a constrained integer linear programming (ILP) for-
mulation that attempts to decode the most fluent sen-
tence covering all these aspects while minimizing
the size and disfluency of interleaving text. This is a
fairly general model which can also be extended to
other alignment-based tasks such as pairwise union
and difference.

As this is a substantially more constrained task
than generic sentence fusion, we also present a
novel evaluation approach that avoids out-of-context
salience judgments. We make use of a recently-
released corpus of fusion candidates (McKeown et
al., 2010) and propose a crowdsourced entailment-
style evaluation to determine the validity of gener-
ated intersections, as well as the grammaticality of
the sentences produced. Additionally, automated
machine translation (MT) metrics are explored to
quantify the amount of information missing from
valid intersections. Our decoding strategies show

promise under these experiments and we discuss po-
tential directions for improving intersection perfor-
mance.

2 Related Work

The distinction between intersection and union of
text was introduced in the context of sentence fu-
sion (Krahmer et al., 2008; Marsi and Krahmer,
2005) in order to distinguish between traditional fu-
sion strategies that attempted to include only com-
mon content and fusions that attempted to include
all non-redundant content from the input. We fo-
cus here on strict sentence intersection, explicitly
incorporating a constraint that requires that a pro-
duced fusion must not contain information that is
not present in all input sentences. This distin-
guishes our approach from traditional sentence fu-
sion approaches (Jing and McKeown, 2000; Barzi-
lay and McKeown, 2005; Filippova and Strube,
2008b) which generally attempt to retain common
information but are typically evaluated in an abstrac-
tive summarization context in which additional in-
formation in the fusion output does not negatively
impact judgments.

This task is also related to the field of sentence
compression which has received much attention in
recent years (Turner and Charniak, 2005; McDon-
ald, 2006; Clarke and Lapata, 2008; Filippova and
Strube, 2008a; Cohn and Lapata, 2009; Marsi et al.,
2010). Intersections can be viewed as guided com-
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pressions in which the redundancy of information
content across input sentences in a multidocument
setting is assumed to directly indicate its salience,
thereby consigning it to the output.

Additionally, in this work, we frequently con-
sider the sentence intersection task from the per-
spective of textual entailment (cf. §5.1). The textual
entailment task involves automatically determining
whether a given hypothesis can be inferred from a
textual premise (Dagan et al., 2005; Bar-Haim et al.,
2006). Automatic construction of positive and neg-
ative entailment examples has been explored in the
past (Bensley and Hickl, 2008) to provide training
data for entailment systems; however the produc-
tion of text that is simultaneously entailed by two
(or more) sentences is a far more constrained and
difficult challenge.

ILP has been used extensively for text-to-text gen-
eration problems in recent years (Clarke and Lapata,
2008; Filippova and Strube, 2008b; Woodsend et al.,
2010), including techniques which incorporate syn-
tax directly into the decoding to imporove the flu-
ency of the resulting text. In this paper, we focus on
generating valid intersections and do not incorporate
syntactic and semantic constraints into our ILP mod-
els; these are areas we intend to explore in the future.

3 The Intersection Task

The need for strict variants of fusion is motivated
by considerations of evaluation and utility in text-to-
text generation tasks. Without explicit constraints on
the semantic content of valid output, the operational
definition of fusion can encompass the full spectrum
from sentence intersection to sentence union. This
makes the comparison of different fusion systems
dependent on task-based utility2. In addition, inter-
section comprises an interesting problem in its own
right. It necessitates the use of generalization over
phrases in order to convey only the content of the
input sentences when different wording is used and
therefore involves more than just word deletion.

The analogy to set-theoretic intersection in this
task implies an underlying consideration of each
sentence as a set of informational concepts, sim-

2For instance, systems may trade off conciseness against
grammaticality, or informational content with degree of support
across the input sentences.

ilar to previous work in summarization and re-
dundancy (Filatova and Hatzivassiloglou, 2004;
Thadani and McKeown, 2008). While we don’t
commit to any semantic representation for such el-
ements of information, we can nevertheless attempt
to identify repeated information using well-studied
natural language analysis techniques such as align-
ment and paraphrase recognition, and furthermore
isolate this information through text-to-text genera-
tion techniques.

Consider, for example, the first sentence pair from
the examples in Table 2. A valid intersection for
these sentences must not contain any information
that is not substantiated by both of them, so a fu-
sion that mentions “Mr Litvinenko’s poisoning”,
“Britain” or “Sunday” would not satisfy this crite-
rion. In other words, a valid intersection must neces-
sarily be textually entailed by every input sentence.
Following this, we can interpret the sentence inter-
section task as one that requires the generation of
fluent text that is mutually entailed by all input sen-
tences3. We use this perspective in developing an
evaluation technique for strict intersection in §5.1.

A major distinguishing factor between this work
and previous work on fusion is that simply adding
or deleting words in a sentence is not adequate; in
many cases, intersections require additional words
or phrases to be introduced in order to general-
ize over related but non-interchangeable aligned
terms (such as “go” and “expand”). Additionally,
we must attempt to avoid introducing additional
content-bearing text in the output while simultane-
ously striving to maintain the fluency of text.

3.1 Dataset

A corpus of sentence fusion instances was recently
made available by McKeown et al. (2010), consist-
ing of 297 sentence pairs taken from newswire clus-
ters and manually judged as being good candidates
for fusion. Each sentence pair is accompanied by
human-produced intersections and unions collected
via Amazon’s Mechanical Turk service4. McKeown
et al. (2010) noted that union responses are mostly
valid but intersections are frequently incorrect and

3From this perspective, the complementary task of sentence
union involves the generation of fluent text that entails all the
input sentences.

4http://www.mturk.com
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1 (i) Home Secretary John Reid said Sunday the inquiry would go wherever “the police take it.”
(ii) It comes as Home Secretary John Reid said the inquiry into Mr Litvinenko’s poisoning would expand beyond
Britain.

2 (i) Traces of polonium have been found on the planes on which they are believed to have travelled between
London and Moscow.
(ii) Small traces of radioactive substances had been found on the planes.

3 (i) Prosecutors allege that the accuser, who appeared in the program, was molested after the show aired.
(ii) Prosecutors allege that the boy, a cancer survivor, was molested twice after the program aired.

Table 2: Example sentence pairs from the McKeown et al. (2010) corpus. Table 3 contains the corresponding system-
generated intersections for these sentence pairs.

hypothesized that the task is more confusing for
untrained annotators. A similar phenomenon was
noted by Krahmer et al. (2008): while demonstrat-
ing that query-based human fusions exhibited less
variation than generic fusions, it was also observed
that intersections varied more than unions.

Due to the absence of adequate training data for
intersection, our approach to the task is unsuper-
vised, similar to previous work in fusion (Barzilay
and McKeown, 2005; Filippova and Strube, 2008b)
and sentence compression (Clarke and Lapata, 2008;
Filippova and Strube, 2008a). Additionally, we fo-
cus on the case of pairwise sentence intersection and
assume that the common information between the
input sentence pair can be represented within a sin-
gle output sentence. As a result, although the McK-
eown et al. (2010) corpus cannot be used for training
an intersection model, we can make use of the sen-
tence pairs it contains for evaluation.

4 Models for intersection

Our proposed strategies for sentence intersection in-
volve phrase-based alignment, intermediate general-
ization steps that build a generation lattice and tech-
niques for decoding an output sentence, as described
below.

4.1 Phrase-based alignment

The alignment phase is a major component of any
intersection system as it is used to uncover the
common segments in the input that must be pre-
served in the output. We make use of an adapta-
tion of the supervised MANLI phrase-based align-
ment technique originally developed for textual en-
tailment systems (MacCartney et al., 2008); our
implementation replaces approximate search-based

decoding with exact ILP-based alignment decod-
ing and incorporates syntactic constraints to pro-
duce more precise alignments (Thadani and McKe-
own, 2011). The aligner is trained on a corpus of
human-generated alignment annotations produced
by Microsoft Research (Brockett, 2007) for infer-
ence problems from the second Recognizing Tex-
tual Entailment (RTE2) challenge (Bar-Haim et al.,
2006).

Entailment problems are inherently asymmetric
because premise text is generally larger than hypoth-
esis text; however, this does not apply to our inter-
section problems and consequently our MANLI im-
plementation drops asymmetric indicator features.
The absence of these features impacts alignment
performance on RTE2 data but our reimplementa-
tion performs comparably to the original model un-
der the alignment evaluation from MacCartney et al.
(2008).

4.2 Ontology-based generalization
An aligned phrase pair produced by the previous
step does not necessarily indicate that the phrases
are equivalent but merely that they are similar in
the given sentence context (such as “accuser” and
“boy” in the third example from Table 2). We need
to generalize over these phrases as they are not inter-
changeable from the perspective of the intersection
task. We consider an alignment as containing three
types of aligned phrases:

1. Identical phrases or paraphrases: Either of
these may appear in the output

2. Entailed phrases: Only the entailed phrase
must appear in a valid intersection

3. Instances of a general concept: The common
concept must be lexicalized in the output
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Although generalization of words within stan-
dalone sentences is usually hampered by word sense
ambiguity, our approach is less likely to encounter
this problem because we can generalize simultane-
ously over phrases which have already been aligned
using additional information (such as their neighbor-
ing context), thus avoiding generalizations that do
not fit the alignment.

For our experiments, we make use of the Wordnet
ontology (Miller, 1995) to find the hypernyms com-
mon to every aligned pair of non-identical phrases,
and only attempt to detect entailments which are
comprised of specific instances that entail general
concepts. This approach can be augmented by the
use of entailment corpora and distributional cluster-
ing which we intend to explore in future work. We
also use the lexical resource CatVar (Habash and
Dorr, 2003) to try to generate morphological vari-
ants of aligned words that enable them to be inter-
changed without creating disfluencies.

4.3 Pragmatic abstraction
Our strategy assumes that aligned text must be pre-
served in output intersections whereas unaligned
text must be minimized. However, unaligned text
cannot simply be dropped as it may contain vital
portions for generating fluent text. In addition, un-
aligned phrases can be caused by paraphrased or
metaphorical text that the aligner is not capable of
identifying. For example, the phrases “polonium”
and “radioactive substances” in the second sentence
pair from Table 2 fail to align with each other.

On the other hand, retaining unaligned text from
one of the input sentences for the sake of fluency
is likely to introduce information that is not sup-
ported by the other input sentence. We therefore
need to abstract away as much content from the un-
aligned portions of the text as possible. For this
purpose, we generate a large number of potential
compressions and abstractions for every unaligned
span that occurs between two consecutive aligned
phrases in each sentence. These compressions and
abstractions, referred to as interleaving paths, be-
tween pairs of aligned phrases essentially construct
a lattice over the input sentences that encodes all po-
tential intersection outputs.

Generation of interleaving paths is accomplished
through the application of rules on the dependency

parse structure over unaligned text spans from a sin-
gle sentence (as well as spans that occur before the
first aligned phrase and after the last aligned phrase
in each sentence). Interleaving paths are generated
by applying rules that:

1. Drop insignificant dependent words and un-
aligned prepositional phrases

2. Replace content-bearing verbs with tense-
adjusted generic variants such as “did some-
thing” and “happened”, with an exception for
statement verbs

3. Replace nouns with generic words such as
“someone” or “something”, using Wordnet to
determine which generic variant fits a noun

4. Suggest connective text fragments such as
“something about” to cover long spans and
clause boundaries

Our abstraction rules are relatively simple but can
often generate reasonable interleaving paths. In gen-
eral, we note that shorter abstractions are less likely
to include glaring grammatical errors because long
unaligned spans are often indicative of problematic
alignments that either incorrectly relate unconnected
terms or fail to recognize paraphrases.

4.4 Decoding strategies
After sentence alignment, generalization over
aligned phrases and the construction of interleav-
ing paths, we are left with a lattice that encodes
potential intersections of the input sentence. Fig-
ure 1 describes the general structure of this lattice.
Every alignment link encompasses a set of aligned
phrases. Phrases may be identical or generaliza-
tions, in which case they can appear in the context
of either sentence, or they may be sentence-specific
(for example, verbs with different tenses or nominal-
izations like “nominated” and “nominations”). Ad-
ditionally, the abstraction phase generates interleav-
ing paths from unaligned spans between all pairs of
alignment links. These paths are generated from in-
dividual sentences and can only be used to connect
phrases that appear in the context of those sentences.

Our task now reduces to recovering a well-formed
intersection from this lattice. We make use of a lan-
guage model (LM) to judge fluency and propose two
techniques to decode high-scoring text from the lat-
tice: a simple beam-search technique and an ILP
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Figure 1: The general structure of one segment of the
alignment lattice, illustrating the potential interleaving
paths between aligned phrases. Solid lines indicate paths
derived from sentence 1 and dashed lines indicate paths
derived from sentence 2

strategy that leverages our initial assumption that all
aligned phrases must appear in the output.

4.4.1 Beam search
Search-based decoding is often employed in phrase-
based MT systems (Och and Ney, 2003) and is
implemented in the Moses toolkit5; similar ap-
proaches have also been used in text-to-text gener-
ation tasks (Barzilay and McKeown, 2005; Soricut
and Marcu, 2006). This technique attempts to find
the highest-scoring sentence string under the LM by
unwrapping and searching through a lattice. Since
the dynamic programming search could require an
exponential number of search states, a fixed-width
beam can be used to control the number of search
states being actively considered at each step.

In order to decode an intersection problem, we
first pick a beam size B and initialize the list of can-
didate search states with the first interleaving paths
in each sentence. At every iteration, we consider the
B candidates with the highest normalized scores un-
der the LM and remove them from the candidate list.
Each candidate is then advanced, i.e., all aligned
phrases and interleaving paths following it are ex-
amined, scored and added to the candidate list. We
continue searching in this manner until B candidates
have covered all aligned phrases; the highest scoring
candidate is then retrieved as the target intersection.

4.4.2 Segmented decoding
While beam search is a viable strategy for decoding
intersections, its performance is contingent on the

5http://www.statmt.org/moses/

beam size parameter and it is not guaranteed to re-
turn the highest scoring sentence under the LM. For
instance, if a potential intersection starts with un-
usual text, it is unlikely to be explored by the search-
based approach even if it is the optimal solution to
the decoding problem. To address this, we also pro-
pose an alternative decoding problem that can be
formulated as the optimization of a linear objective
function with linear constraints. This can then be
solved exactly by well-studied algorithms using off-
the-shelf ILP solvers6.

This decoding problem does not look for the
highest scoring sentence under the LM; instead, it
attempts to find the set of interleaving paths and
aligned phrases that are most locally coherent7 un-
der the LM. Good phrase-path combinations that oc-
cur towards the tail end of an intersection can thus
be put on even footing with the combinations that
appear in the beginning. Although the two problems
consider different objective functions, they are both
engaged in the same overall goal: that of recovering
a fluent sentence from the lattice.

We first define boolean indicator variables ak
i ∈

Ak for every aligned phrase in each aligned link Ak

present in the intersection problem I. We also in-
troduce indicator variables pkl

ij for every possible in-
terleaving path between aligned phrases ak

i and al
j .

The linear objective for I that maximizes the local
coherence of all phrases can be expressed as

f = max
∑

Ak,Al∈I

|Ak|∑
i=0

|Al|∑
j=0

pkl
ij × score(pkl

ij )

where score(pkl
ij ) is the normalized LM score of the

fragment of text representing ak
i pkl

ij al
j . In other

words, the score for each interleaving path is cal-
culated by appending it and the two phrases it con-
nects into a single fragment of text and determining
the score of that fragment under an LM8.

6We use LPsolve: http://lpsolve.sourceforge.net/
7As noted by Clarke and Lapata (2008), normalizing LM

scores cannot be easily accomplished with linear constraints
and we do not have training data to devise appropriate word-
insertion penalties as used in MT.

8If the fragment of text is smaller than the LM size, we
consider additional sentence context around the aligned phrases
rather than backing off to a smaller LM size to avoid a bias to-
wards short but ungrammatical interleaving paths.
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We now introduce linear constraints to keep the
problem well-formed. First, we add a restriction
to ensure that only one phrase from each alignment
link is present in the solution.∑

ak
i ∈Ak

ak
i = 1 ∀Ak ∈ I

We can also ensure that interleaving paths are only in
the solution when the aligned phrases that they con-
nect together are themselves present using the fol-
lowing set of constraints.

ak
i −

|Ak|∑
i=0

pk∗
i∗ = 1 ∀ak

i ∈ Ak, Ak ∈ I

al
j −

|Al|∑
j=0

p∗l∗j = 1 ∀al
j ∈ Al, Al ∈ I

pkl
ij − ak

i <= 0 ∀i, j, k, l

pkl
ij − al

j <= 0 ∀i, j, k, l

As we don’t restrict the structure of the lattice in any
way and allow crossing alignment links, the program
as defined thus far is capable of generating cyclic
and fragmented solutions. To combat this, we add
dummy start and end phrase variables and introduce
additional single commodity flow constraints (Mag-
nanti and Wolsey, 1994) adapted from Martins et
al. (2009) over the interleaving paths to guarantee
that the output will only involve a linear sequence of
aligned phrases and paths.

5 Evaluation

We now turn to the design of experiments for the
strict sentence intersection task and discuss the per-
formance of the proposed models using the corpus
provided by McKeown et al. (2010). We use a beam
size of 50 for the beam search decoder and a 4-gram
LM for all experiments. Dependency parsing is ac-
complished with MICA, a TAG-based parser (Ban-
galore et al., 2009). Our primary considerations
for studying system-generated fusions are validity
(whether the output contains only the information
common to each sentence), coverage (whether the
output contains all the common information in the
input sentences) and the fluency of the output.

5.1 Evaluating Validity and Fluency

Evaluating the validity of an intersection involves
determining whether it contains only the informa-
tion contained in each sentence and nothing else. In
order to do this, we make use of the interpretation of
valid intersections as being mutually entailed by the
input sentences. It follows that the task of judging
the validity of an intersection can simply be decom-
posed into two tasks that judge whether the intersec-
tion is entailed by each input sentence.

We make use of Amazon’s Mechanical Turk
(AMT) platform to have humans evaluate the in-
tersections produced. Crowdsourcing annotations
and judgments in this manner has been shown to be
cheap and effective for natural language tasks (Snow
et al., 2008) and has recently been employed in sim-
ilar entailment-detection tasks (Negri and Mehdad,
2010; Buzek et al., 2010). Since we only seek judg-
ments on produced intersections and avoid present-
ing both input sentences to users, we do not antic-
ipate the noisiness that was noted by McKeown et
al. (2010) when asking AMT users to generate in-
tersections.

Each entailment task is framed as a multiple
choice question. An AMT user is shown just one
input sentence (the premise in entailment terminol-
ogy) along with a potential intersection (the hypoth-
esis) and is required to respond to whether there is
any new or different information in the latter that is
not in the former. They can respond on a 3-point
scale (yes/no/maybe) where maybe is clarified to in-
clude ambiguous rewording in the intersection. For
a given intersection instance, the responses9 using
each input sentence as the premise are averaged sep-
arately and then combined10 to give a measure of
how well the intersection is entailed by both sen-
tences.

A second question allows the user to specify the
grammaticality of the intersection on a 4-point scale.
As this measure doesn’t depend on the input sen-
tence presented to the AMT user, all scores provided
are simply averaged per intersection.

9Each instance is presented to 6 AMT users, 3 per premise.
Responses were automatically filtered for spam and removing
the largest outlier from each per-premise or per-intersection
group did not yield a notable change in relative performance.

10We use the harmonic mean for combination, but the results
are largely similar when using an arithmetic mean.
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Intersection output Fluency Validity
Aligned words (i) Home Secretary John Reid said the inquiry would go. 0.667 0.800

(ii) Home Secretary John Reid said the inquiry would expand. 0.778
Beam search Home Secretary John Reid said something about the inquiry would move

wherever “the something take it”.
0.389 0.667

Segmented decoder Home Secretary John Reid said the inquiry would change. 0.944 0.909
Aligned words (i) Traces of have been found on the planes. 0.445 1.000

(ii) traces of had been found on the planes. 0.556
Beam search Small traces of some things have been found on the planes. 0.611 0.909
Segmented decoder Small traces of had been found on the planes. 0.500 0.741
Aligned words (i) Prosecutors allege that the accuser the program was molested after aired. 0.167 0.800

(ii) Prosecutors allege that the boy was molested after the program aired. 1.000
Beam search Prosecutors allege that the being, who did something in the program, was

molested after something about aired.
0.400 0.909

Segmented decoder Prosecutors allege that the organism, who did something, was molested
after the program aired.

0.667 0.857

Table 3: Intersections produced for the examples introduced in Table 2 along with judgments from AMT users.

Validity Fluency Har. Mean
Other sentence 0.188 0.945 0.314
Aligned words 0.863 0.563† 0.682†

Beam search 0.729 0.450 0.557
Segmented decoder 0.812† 0.504 0.622
Oracle combination 0.813† 0.575† 0.674†

Table 4: Results of the AMT evaluation described in §5.1.
Statistically insignificant differences within columns are
indicated with †; all other entries are significantly distinct
at p ≤ 0.05.

5.2 Results of AMT evaluation

Table 4 contains the results from this evaluation
over the McKeown et al. (2010) corpus11 and Ta-
ble 3 shows the system-produced intersections cor-
responding to the examples from §3. We report nor-
malized scores of validity and fluency for ease of
comparison, as well as their unweighted harmonic
mean as a crude measure of combined human judg-
ment. In addition to the beam search and segmented
decoders, we report the performance of two upper-
bound systems that present artificial hypothesis sen-
tences to AMT users. Other sentence is simply the
sentence that is not the current premise from the sen-
tence pair; although this is rarely an appropriate in-
tersection in the data, it is useful as a measure of
how well humans judge grammaticality and infor-

11The first 20 sentence pairs of the corpus were examined
when devising abstraction rules and are therefore excluded from
these results.

mation content. Aligned words is the aligned subset
of the premise sentence; this is quite likely to be con-
sidered a valid entailment by AMT users as no new
words are introduced. Although the latter also scores
surprisingly well on fluency, we must note that this
is not an actual intersection solution: the aligned
words displayed to AMT users for a given intersec-
tion instance are different depending on which input
sentence is displayed as the premise.

Turning to the systems under study, we observe
that the ILP-based segmented decoder produces text
that is judged more fluent on average than the beam
search decoder. In order to judge the degree of over-
lap between the two systems, we also report the
performance of a pseudo-hybrid oracle combination
system which assumes the presence of an oracle that
runs both decoders and always chooses the output
intersection that is more grammatical. The improved
performance illustrates that each decoder has its ad-
vantages and that a real hybrid system might yield
improvements over either approach.

5.3 Evaluating Coverage

While validity experiments test whether the pro-
posed intersections contain extraneous or unsup-
ported information, we also need to check whether
the intersections contain all the information that is
shared between the input sentences. This cannot be
factored into a task that involves only one input sen-
tence and therefore cannot be easily accomplished
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BLEU NIST
Aligned words 0.682 11.10
Beam search 0.726 10.53
Segmented decoder 0.818 11.56

Table 5: Results of the automated evaluation for coverage
of intersections described in §5.3.

without annotators who understand the concept of
intersection.

We instead attempt to utilize the high-quality
human-generated union dataset from McKeown et
al. (2010) in evaluating the coverage of our inter-
section systems. Using the simple absorption law
A ∩ (A ∪ B) = A, we assume that the coverage
of intersection systems can be judged by how well
they can recover an input sentence from human-
generated unions. The resulting outputs are com-
pared to the original input sentences in an MT-
style evaluation under two commonly-used metrics:
BLEU (Papineni et al., 2002) and NIST (Dodding-
ton, 2002).

The results of this automated evaluation are
shown in Table 5. The aligned words system here
always considers words from the union sentence and
can therefore be seen as a baseline system. We ob-
serve that the segmented decoder produces output
that is judged most similar to the input sentences
under BLEU, which measures n-gram overlap, al-
though results under NIST (which gives additional
weight to rarer n-grams) are less conclusive.

6 Discussion

The experimental results indicate that the two sys-
tems we describe, particularly the segmented de-
coder, do a reasonable job of finding valid intersec-
tions with good coverage; however, producing fluent
output remains a challenge. Analysis of the inter-
sections produced leads us to note that the quality
of interleaving paths is the prime obstacle to im-
proving intersection output (cf. Table 3): produc-
ing syntactically-valid textual abstractions to con-
nect text is a challenge that is not met by our sim-
ple rule-based approach. Furthermore, we notice
that the quality of alignment also factors in to this
problem: systems that miss phrases which should
be aligned or systems that mistakenly align faraway
fragments both cause spans of unaligned text that

must be then abstracted over.
We hypothesize that these issues could be tackled

with the use of joint models: a system that aligns
as it decodes could reduce the need for abstrac-
tion over long unaligned spans, although care would
have to be taken to ensure that coverage is main-
tained. Additionally, richer lexical resources such
as wider-coverage ontologies (Snow et al., 2006)
and entailment/paraphrase dictionaries could aid in
improving coverage. Finally, previous work in fu-
sion (Filippova and Strube, 2008b; Filippova and
Strube, 2009) has noted that models based on syntax
outperform techniques that rely solely on LM scores
to determine fluency, and strict intersection appears
to be well-suited for further exploration in this vein.

7 Conclusion

We have examined the text-to-text generation task of
strict sentence intersection, which restricts semantic
variation in the output and necessarily invokes the
problems of generalization and abstraction in addi-
tion to the usual challenge of producing fluent text.
We tackle the task as lattice decoding and discuss
two decoding strategies for producing valid intersec-
tions. In addition, we assume that strict intersec-
tion tasks are best considered as problems of mu-
tual entailment generation and describe evaluation
strategies for this task that make use of both human
judgments as well as automated metrics run over a
related corpus. Experimental results indicate that
these systems are fairly effective at generating valid
intersections and that our novel segmented decoder
strategy outperforms the traditional beam search ap-
proach. Although fluency remains a challenge, we
hypothesize that the use of joint models, syntac-
tic constraints and lexical resources could bring im-
provements.

Acknowledgments

The authors are grateful to the anonymous reviewers
for their helpful feedback. This material is based on
research supported in part by the U.S. National Sci-
ence Foundation (NSF) under IIS-05-34871. Any
opinions, findings and conclusions or recommenda-
tions expressed in this material are those of the au-
thors and do not necessarily reflect the views of the
NSF.

51



References

Srinivas Bangalore, Pierre Boullier, Alexis Nasr, Owen
Rambow, and Benoı̂t Sagot. 2009. MICA: a prob-
abilistic dependency parser based on tree insertion
grammars. In Proceedings of HLT-NAACL: Short Pa-
pers, pages 185–188.

Roy Bar-Haim, Ido Dagan, Bill Dolan, Lisa Ferro, Danilo
Giampiccolo, Bernardo Magnini, and Idan Szpektor.
2006. The second PASCAL Recognising Textual En-
tailment challenge. In Proceedings of the Second
PASCAL Challenges Workshop on Recognising Tex-
tual Entailment.

Regina Barzilay and Kathleen R. McKeown. 2005. Sen-
tence fusion for multidocument news summarization.
Computational Linguistics, 31(3):297–328.

Jeremy Bensley and Andrew Hickl. 2008. Unsupervised
resource creation for textual inference applications. In
Proceedings of LREC.

Chris Brockett. 2007. Aligning the 2006 RTE cor-
pus. Technical Report MSR-TR-2007-77, Microsoft
Research.

Olivia Buzek, Philip Resnik, and Benjamin B. Bederson.
2010. Error driven paraphrase annotation using me-
chanical turk. In Proceedings of the NAACL HLT 2010
Workshop on Creating Speech and Language Data
with Amazon’s Mechanical Turk, pages 217–221.

James Clarke and Mirella Lapata. 2008. Global infer-
ence for sentence compression: an integer linear pro-
gramming approach. Journal of Artifical Intelligence
Research, 31:399–429, March.

Trevor Cohn and Mirella Lapata. 2009. Sentence com-
pression as tree transduction. Journal of Artificial In-
telligence Research, 34:637–674.

Ido Dagan, Oren Glickman, and Bernardo Magnini.
2005. The pascal recognising textual entailment chal-
lenge. In Proceedings of the PASCAL Challenges
Workshop on Recognising Textual Entailment.
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Abstract

We present a system for fusing sentences

which are drawn from the same source docu-

ment but have different content. Unlike previ-

ous work, our approach is supervised, training

on real-world examples of sentences fused by

professional journalists in the process of edit-

ing news articles. Like Filippova and Strube

(2008), our system merges dependency graphs

using Integer Linear Programming. However,

instead of aligning the inputs as a preprocess,

we integrate the tasks of finding an alignment

and selecting a merged sentence into a joint

optimization problem, and learn parameters

for this optimization using a structured online

algorithm. Evaluation by human judges shows

that our technique produces fused sentences

that are both informative and readable.

1 Introduction

Sentence fusion is the process by which content from

two or more original sentences is transformed into a

single output sentence. It is usually studied in the

context of multidocument summarization, since fus-

ing similar sentences can avoid repetition of material

which is shared by more than one input. However,

human editors and summarizers do not restrict them-

selves to combining sentences which share most of

their content. This paper extends previous work on

fusion to the case in which the input sentences are

drawn from the same document and express funda-

mentally different content, while still remaining re-

lated enough to make fusion sensible1.

1Unfortunately, we cannot release our corpus due to li-

censing agreements. Our system is available at https://

Our data comes from a corpus of news articles for

which we have un-edited and edited versions. We

search this corpus for sentences which were fused

(or separated) by the editor; these constitute natu-

rally occurring data for our system. One example

from our dataset consists of input sentences (1) and

(2) and output (3). We show corresponding regions

of the input and output in boldface.

(1) The bodies showed signs of torture.

(2) They were left on the side of a highway in

Chilpancingo, about an hour north of the

tourist resort of Acapulco in the southern

state of Guerrero, state police said.

(3) The bodies of the men, which showed signs

of torture, were left on the side of a highway

in Chilpancingo, which is about an hour

north of the tourist resort of Acapulco, state

police told Reuters.

While the two original sentences are linked by a

common topic and reference to a shared entity, they

are not paraphrases of one another. This could cre-

ate a problem for traditional fusion systems which

first find an alignment between similar dependency

graphs, then extract a shared structure. While our

system has the same basic framework of alignment

and extraction, it performs the two jointly, as parts

of a global optimization task. This makes it robust

to uncertainty about the hidden correspondences be-

tween the sentences. We use structured online learn-

ing to find parameters for the system, allowing it to

bitbucket.org/melsner/sentencefusion.
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discover good ways to piece together input sentences

by examining examples from our corpus.

Sentence fusion is a common strategy in human-

authored summaries of single documents– 36% of

sentences in the summaries investigated by Jing

and McKeown (1999) contain content from multiple

sentences in the original document. This suggests

that a method to fuse dissimilar sentences could

be useful for single-document summarization. Our

dataset is evidence that editing also involves fusing

sentences, and thus that models of this task could

contribute to systems for automatic editing.

In the remainder of the paper, we first give an

overview of related work (Section 2). We next de-

scribe our dataset and preprocessing in more detail

(Section 3), describe the optimization we perform

(Section 4), and explain how we learn parameters for

it (Section 5). Finally, we discuss our experimental

evaluation and give results (Section 6).

2 Related work

Previous work on sentence fusion examines the task

in the context of multidocument summarization, tar-

geting groups of sentences with mostly redundant

content. The pioneering work on fusion is Barzilay

and McKeown (2005), which introduces the frame-

work used by subsequent projects: they represent

the inputs by dependency trees, align some words to

merge the input trees into a lattice, and then extract

a single, connected dependency tree as the output.

Our work most closely follows Filippova and

Strube (2008), which proposes using Integer Lin-

ear Programming (ILP) for extraction of an output

dependency tree. ILP allows specification of gram-

maticality constraints in terms of dependency rela-

tionships (Clarke and Lapata, 2008), as opposed to

previous fusion methods (Barzilay and McKeown,

2005; Marsi and Krahmer, 2005) which used lan-

guage modeling to extract their output.

In their ILP, Filippova and Strube (2008) optimize

a function based on syntactic importance scores

learned from a corpus of general text. While similar

methods have been used for the related task of sen-

tence compression, improvements can be obtained

using supervised learning (Knight and Marcu, 2000;

Turner and Charniak, 2005; Cohn and Lapata, 2009)

if a suitable corpus of compressed sentences can be

obtained. This paper is the first we know of to adopt

the supervised strategy for sentence fusion.

For supervised learning to be effective, it is nec-

essary to find or produce example data. Previous

work does produce some examples written by hu-

mans, though these are used during evaluation, not

for learning (a large corpus of fusions (McKeown et

al., 2010) was recently compiled as a first step to-

ward a supervised fusion system). However, they

elicit these examples by asking experimental sub-

jects to fuse selected input sentences– the choice

of which sentences to fuse is made by the system,

not the subjects. In contrast, our dataset consists of

sentences humans actually chose to fuse as part of a

practical writing task. Moreover, our sentences have

disparate content, while previous work focuses on

sentences whose content mostly overlaps.

Input sentences with differing content present a

challenge to the models used in previous work.

All these models use deterministic node alignment

heuristics to merge the input dependency graphs.

Filippova and Strube (2008) align all content words

with the same lemma and part of speech; Barzi-

lay and McKeown (2005) and Marsi and Krahmer

(2005) use syntactic methods based on tree simi-

larity. Neither method is likely to work well for

our data. Lexical methods over-align, since there

are many potential points of correspondence be-

tween our sentences, only some of which should

be merged– “the Doha trade round” and “U.S. trade

representative” share a word, but probably ought to

remain separate regardless. Syntactic methods, on

the other hand, are unlikely to find any alignments

since the input sentences are not paraphrases and

have very different trees. Our system selects the set

of nodes to merge during ILP optimization, allowing

it to choose correspondences that lead to a sensible

overall solution.

3 Data and preprocessing

Our sentence fusion examples are drawn from a cor-

pus of 516 pre- and post-editing articles from the

Thomson-Reuters newswire, collected over a period

of three months in 2008. We use a simple greedy

method based on bigram count overlaps to align the

sentences of each original article to sentences in the

edited version, allowing us to find fused sentences.
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Since these sentences are relatively rare, we use both

merges (where the editor fused two input sentences)

and splits (where the editor splits an input sentence

into multiple outputs) as examples for our system.

In the case of a split, we take the edited sentences

as input for our method and attempt to produce the

original through fusion2. This is suboptimal, since

the editor’s decision to split the sentences probably

means the fused version is too long, but is required

in this small dataset to avoid sparsity.

Out of a total of 9007 sentences in the corpus,

our bigram method finds that 175 were split and 132

were merged, for a total of 307. We take 92 exam-

ples for testing and 189 for training3.

Following previous work (Barzilay and McKe-

own, 2005), we adopt a labeled dependency format

for our system’s input. To produce this, we segment

sentences with MXTerminator (Reynar and Ratna-

parkhi, 1997) and parse the corpus with the self-

trained Charniak parser (McClosky et al., 2006). We

then convert to dependencies and apply rules to sim-

plify and label the graph. An example dependency

graph is shown in Figure 1.

We augment the dependency tree by adding a

potential dependency labeled “relative clause” be-

tween each subject and its verb. This allows our

system to transform main clauses, like “the bodies

showed signs of torture”, into NPs like “the bod-

ies, which showed signs of torture”, a common para-

phrase strategy in our dataset.

We also add correspondences between the two

sentences to the graph, marking nodes which the

system might decide to merge while fusing the two

sentences. We introduce correspondence arcs be-

tween pairs of probable synonyms4. We also anno-

tate pronoun coreference by hand and create a cor-

respondence between each pronoun and the heads of

all coreferent NPs. The example sentence has only a

single correspondence arc (“they” and “bodies”) be-

2In a few cases, this creates two examples which share a

sentence, since the editor sometimes splits content off from one

sentence and merges it into another.
3We originally had 100 testing and 207 training examples,

but found 26 of our examples were spurious, caused by faulty

sentence segmentation.
4Words with the same part of speech whose similarity is

greater than 3.0 according to the information-theoretic Word-

Net based similarity measure of Resnik (1995), using the im-

plementation of (Pedersen et al., 2004).

cause input sentence (1) is extremely short, but most

sentences have more.

bodies showed

signs torture

said

left

were

they

side highway chilpancingo

policestate

north hour resort acapulco

root

root

rel

sbj

obj
pp of

rel

sbj

pp by

pp of pp in

pp about
pp of pp of

thean

aux

obj

sbj

rel

merge?

Figure 1: The labeled dependency graph for sentences (1)

and (2). Dashed lines show a correspondence arc (“bod-

ies” and “they”) and potential relative clauses between

subjects and VPs.

3.1 Retained information

Sentence fusion can be thought of as a two-part

process: first, the editor decides which information

from the input sentences to retain, and then they gen-

erate a sentence incorporating it. In this paper, we

focus on the generation stage. To avoid having to

perform content selection5 , we provide our system

with the true information selected by the editor. To

do this, we align the input sentences with the output

by repeatedly finding the longest common substring

(LCS) until a substring containing a matching con-

tent word can no longer be found. (The LCS is com-

puted by a dynamic program similar to that for edit

distance, but unlike edit distance, repeated LCS can

handle reordering.) We provide our system with the

boundaries of the retained regions as part of the in-

put. For the example above, these are the regions

of sentences (1) and (2) marked in boldface. Al-

though this helps the system select the correct infor-

mation, generating a grammatical and easy-to-read

fused sentence is still non-trivial (see examples in

section 7).

4 Fusion via optimization

Like Filippova and Strube (2008), we model our

fusion task as a constrained optimization problem,

which we solve using Integer Linear Programming

(ILP). For each dependency from word w to head

5As pointed out by Daume III and Marcu (2004) and Krah-

mer et al. (2008), content selection is not only difficult, but also

somewhat ill-defined without discourse context information.
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h in the input sentences, we have a binary variable

xh,w, which is 1 if the dependency is retained in the

output and 0 otherwise. However, unlike Filippova

and Strube (2008), we do not know the points of cor-

respondence between the inputs, only a set of possi-

ble points. Therefore, we also introduce 0-1 integer

variables ms,t for each correspondence arc, which

indicate whether word s in one sentence should be

merged with word t in another. If the words are

merged, they form a link between the two sentences,

and only one of the pair appears in the output.

Each dependency x, each word w, and each

merger m have an associated weight value v, which

is assigned based on its features and the learned pa-

rameters of our system (explained in Section 5). Our

objective function (4) sums these weight values for

the structures we retain:

max
∑

h,w

vh,w · vw · xh,w +
∑

s,t

vs,t ·ms,t (4)

We use structural constraints to require the output

to form a single connected tree. (In the following

equations, W denotes the set of words, X denotes

the set of dependencies and M denotes the poten-

tial correspondence pairs.) Constraint (5) requires a

word to have at most one parent and (6) allows it to

be merged with at most one other word. (7) and (8)

require each merged node to have a single parent:

∀w ∈ W,
∑

h

xh,w ≤ 1 (5)

∀w ∈ W,
∑

t

ms,t ≤ 1 (6)

∀s, t ∈ M, ms,t ≤
∑

h

xh,s +
∑

h

xh,t (7)

∀s, t ∈ M, ms,t +
∑

h

xh,s +
∑

h

xh,t ≤ 2 (8)

(9) forces the output to be connected by ensuring

that if a node has children, it either has a parent or is

merged.

∀w ∈ W,
∑

c

xc,w−

|W |
∑

h

xh,w − |W |
∑

u

mu,w ≤ 0
(9)

Certain choices of nodes to merge or dependen-

cies to follow can create a cycle, so we also intro-

duce a rank variable rw ∈ R for each word and con-

strain each word (except the root) to have a higher

rank than its parent (10). Merged nodes must have

equal ranks (11).

∀w,h ∈ X,|X|xh,w + rh − rw ≤ |X| − 1 (10)

∀s,t ∈ M,|X|ms,t + rs − rt ≤ |X| (11)

We also apply syntactic constraints to make sure

we supply all the required arguments for each word

we select. We hand-write rules to prevent the sys-

tem from pruning determiners, auxiliary verbs, sub-

jects, objects, verbal particles and the word “not”

unless their head word is also pruned or it can find

a replacement argument of the same type. We learn

probabilities for prepositional and subclause argu-

ments using the estimation method described in Fil-

ippova and Strube (2008), which counts how often

the argument appears with the head word in a large

corpus. While they use these probabilities in the ob-

jective function, we threshold them and supply con-

straints to make sure all argument types with proba-

bility > 10% appear if the head is chosen.

Word merging makes it more difficult to write

constraints for required arguments, because a word

s might be merged with some other word t which is

attached to the correct argument type (for instance, if

s and t are both verbs and they are merged, only one

of them must be attached to a subject). This condi-

tion is modeled by the expression ms,t ·xt,a, where a

is a argument word of the appropriate type. This ex-

pression is non-linear and cannot appear directly in

a constraint, but we can introduce an auxiliary vari-

able gs,t,A which summarizes it for a set of poten-

tial arguments A, while retaining a polynomial-sized

program:

∀s,t ∈ M,
∑

a∈A

xa,s+

∑

a∈A

xa,t + |W |ms,t − |W + 1|gs,t,A ≥ 0
(12)

(13) then requires a word s to be connected to an

argument in set A, either via a link or directly:
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∑

h

xs,h − 2
∑

t:{s,t∈M}

gs,t,A − 2
∑

a∈A

xa,s ≤ 0 (13)

The resulting resulting ILP is usually solvable

within a second using CPLEX (Ilog, Inc., 2003).

4.1 Linearization

The output of the ILP is a dependency tree, not an

ordered sentence. We determine the final ordering

mostly according to the original word order of the

input. In the case of a merged node, however, we

must also interleave modifiers of the merged heads,

which are not ordered with respect to one another.

We use a simple heuristic, trying to place dependen-

cies with the same arc label next to one another; this

can cause errors. We must also introduce conjunc-

tions between arguments of the same syntactic type;

our system always inserts “and”. Finally, we choose

a realization for the dummy relative pronoun THAT

using a trigram language model (Stolcke, 2002). A

more sophisticated approach (Filippova and Strube,

2009) might lead to better results.

5 Learning

The solution which the system finds depends on the

weights v which we provide for each dependency,

word and merger. We set the weights based on a dot

product of features φ and parameters α, which we

learn from data using a supervised structured tech-

nique (Collins, 2002). To do so, we define a loss

function L(s, s′) → R which measures how poor

solution s is when the true solution is s′. For each of

our training examples, we compute the oracle so-

lution, the best solution accessible to our system,

by minimizing the loss. Finally, we use the struc-

tured averaged perceptron update rule to push our

system’s parameters away from bad solutions and

towards the oracle solutions for each example.

Our loss function is designed to measure the high-

level similarity between two dependency trees con-

taining some aligned regions. (For our system, these

are the regions found by LCS alignment of the in-

put strings with the output.) For two sentences to be

similar, they should have similar links between the

regions. Specifically, we define the paths P (s,C) in
a tree s with a set of regions C as the set of word

pairs w,w′ where w is in one region, w′ is in an-

other, and the dependency path between w and w′

lies entirely outside all the regions. An example is

given in figure 2.

left on the side of a highway...were

bodies showedof the men, which signs of torture

state police told Reuters root

Figure 2: Paths between retained regions in sentence (3).

Boxes indicate the retained regions.

Our loss (equation 14) is defined as the number of

paths in s and s′ which do not match, plus a penalty

K1 for keeping extra words, minus a bonus K2 for

retaining words inside aligned regions:

L(s,s′;C,K) =

|(P (s,C) ∪ P (s′, C)) \ (P (s,C) ∩ P (s′, C))|

+ K1|w ∈ s \ C| −K2|w ∈ s ∩ C|

(14)

To compute the oracle s∗, we must minimize this

loss function with respect to the human-authored

reference sentence r over the space S of fused de-

pendency trees our system can produce.

s∗ = argmins∈S L(s, r) (15)

We perform the minimization by again using ILP,

keeping the constraints from the original program

but setting the objective to minimize the loss. This

cannot be done directly, since the existence of a path

from s to t must be modeled as a product of x vari-

ables for the dependencies forming the path. How-

ever, we can again introduce a polynomial number

of auxiliary variables to solve the problem. We in-

troduce a 0-1 variable qs
h,w for each path start word

s and dependency h,w, indicating whether the de-

pendency from h to w is retained and forms part of

a path from s. Likewise, we create variables qs
w for

each word and qs
u,v for mergers6. Using these vari-

ables, we can state the loss function linearly as (16),

6The q variables are constrained to have the appropriate val-

ues in the same way as (12) constrains g. We will print the

specific equations in a technical report when this work is pub-

lished.
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where P (r, C) is the set of paths extracted from the

reference solution.

min
∑

s,t

qs
h,t − 2

∑

s,t∈P (r,C)

qs
h,t (16)

The oracle fused sentence for the example (1) and

(2) is (17). The reference has a path from bodies

to showed, so the oracle includes one as well. To

do so, follows a relative clause arc, which was not

in the original dependency tree but was created as

an alternative by our syntactic analysis. (At this

stage of processing, we show the dummy relative

pronoun as THAT.) It creates a path from left to bod-

ies by choosing to merge the pronoun they with its

antecedent. Other options, such as linking the two

original sentences with “and”, are penalized because

they would create erroneous paths– since there is

no direct path between root and showed, the oracle

should not make showed the head of its own clause.

(17) the bodies THAT showed signs of torture were

left on the side of a highway in Chilpancingo

about an hour north of the tourist resort of

Acapulco state police said

The features which represent each merger, word

and dependency are listed in Table 1. We use the first

letters of POS tags (in the Penn Treebank encoding)

to capture coarse groupings such as all nouns and all

verbs. For mergers, we use two measures of seman-

tic similarity, one based on Roget’s Thesaurus (Jar-

masz and Szpakowicz, 2003) and another based on

WordNet (Resnik, 1995). As previously stated, we

hand-annotate the corpus with true pronoun corefer-

ence relationships (about 30% of sentences contain

a coreferent pronoun). Finally, we provide the LCS

retained region boundaries as explained above.

Once we have defined the feature representation

and the loss function, and can calculate the oracle

for each datapoint, we can easily apply any struc-

tured online learning algorithm to optimize the pa-

rameters. We adopt the averaged perceptron, applied

to structured learning by (Collins, 2002). For each

example, we extract a current solution st by solving

the ILP (with weights v dependent on our parame-

ters α), then perform an update to α which forces

the system away from st and towards the oracle so-

lution s∗. The update at each timestep t (18) de-

pends on the loss, the global feature vectors Φ, and

COMPONENT FEATURES

MERGER SAMEWORD

SAME POS TAGS

SAME FIRST LETTER OF THE POS TAGS

POS TAG IF WORD IS SAME

COREFERENT PRONOUN

SAME DEPENDENCYARC LABEL TO PARENT

ROGET’S SIMILARITY

WORDNET SIMILARITY

FIRST LETTER OF BOTH POS TAGS

WORD POS TAG AND ITS FIRST LETTER

WORD IS PART OF RETAINED CHUNK IN EDITOR’S FUSION

DEPENDENCY POS TAGS OF THE PARENT AND CHILD

FIRST LETTER OF THE POS TAGS

TYPE OF THE DEPENDENCY

DEPENDENCY IS AN INSERTED RELATIVE CLAUSE ARC

PARENT IS RETAINED IN EDITOR’S SENTENCE

CHILD IS RETAINED IN EDITOR’S SENTENCE

Table 1: List of Features.

a learning rate parameter η. (Note that the update

leaves the parameters unchanged if the loss relative

to the oracle is 0, or if the two solutions cannot be

distinguished in terms of their feature vectors.)

αt+1 = αt + η(L(st, r)−L(s∗, r))(Φ(s∗)−Φ(st))
(18)

We do 100 passes over the training data, with η

decaying exponentially toward 0. At the end of each

pass over the data, we set α̂ to the average of all the

αt for that pass (Freund and Schapire, 1999). Fi-

nally, at the end of training, we select the committee

of 10 α̂ which achieved lowest overall loss and av-

erage them to derive our final weights (Elsas et al.,

2008). Since the loss function is nonsmooth, loss

does not decrease on every pass, but it declines over-

all as the algorithm proceeds.

6 Evaluation

Evaluating sentence fusion is a notoriously difficult

task (Filippova and Strube, 2008; Daume III and

Marcu, 2004) with no accepted quantitative metrics,

so we have to depend on human judges for evalu-

ation. We compare sentences produced by our sys-

tem to three alternatives: the editor’s fused sentence,

a readability upper-bound and a baseline formed by

splicing the input sentences together by inserting the

word “and” between each one. The readability upper
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bound is the output of parsing and linearization on

the editor’s original sentence (Filippova and Strube,

2008); it is designed to measure the loss in gram-

maticality due to our preprocessing.

Native English speakers rated the fused sentences

with respect to readability and content on a scale of

1 to 5 (we give a scoring rubric based on (Nomoto,

2009)). 12 judges participated in the study, for a

total of 1062 evaluations7 . Each judge saw the each

pair of inputs with the retained regions boldfaced,

plus a single fusion drawn randomly from among the

four systems. Results are displayed in Table 2.

System Readability Content

Editor 4.55 4.56

Readability UB 3.97 4.27

“And”-splice 3.65 3.80

Our System 3.12 3.83

Table 2: Results of human evaluation.

7 Discussion

Readability scores indicate that the judges prefer

human-authored sentences, then the readability up-

per bound, then “and”-splicing and finally our sys-

tem. This ordering is unsuprising considering that

our system is abstractive and can make grammatical

errors, while the remaining systems are all based on

grammatical human-authored text. The gap of .58

between human sentences and the readability upper

bound represents loss due to poor linearization; this

accounts for over half the gap between our system

and human performance.

For content, the human-authored sentences

slightly outperform the readability upper bound–

this indicates that poor linearization has some ef-

fect on content as well as readability. Our system is

slightly better than “and”-splicing. The distribution

of scores is shown in Table 3. The system gets more

scores of 5 (perfect), but it occasionally fails drasti-

cally and receives a very low score; “and”-splicing

shows less variance.

Both metrics show that, while our system does not

achieve human performance, it does not lag behind

7One judge completed only the first 50 evaluations; the rest

did all 92.

1 2 3 4 5 Total

“And”-splice 3 43 60 57 103 266

System 24 24 39 58 115 260

Table 3: Number of times each Content score was as-

signed by human judges.

by that much. It performs quite well on some rel-

atively hard sentences and gets easy fusions right

most of the time. For instance, the output on our

example sentence is (19), matching the oracle (17).

(19) The bodies who showed signs of torture were

left on the side of a highway in Chilpancingo

about an hour north of the tourist resort of

Acapulco state police said.

In some cases, the system output corresponds

to the “and”-splice baseline, but in many cases,

the “and”-splice baseline adds extraneous content.

While the average length of a human-authored fu-

sion is 34 words, the average splice is 49 words long.

Plainly, editors often prefer to produce compact fu-

sions rather than splices. Our own system’s out-

put has an average length of 33 words per sentence,

showing that it has properly learned to trim away ex-

traneous information from the input. We instructed

participants to penalize the content score when fused

sentences lost important information or added extra

details.

Our integration of node alignment into our solu-

tion procedure helps the system to find good corre-

spondences between the inputs. For inputs (20) and

(21), the system was allowed to match “company”

to “unit”, but could also match “terrorism” to “ad-

ministration” or to “lawsuit”. Our system correctly

merges “company” and “unit”, but not the other two

pairs, to form our output (22); the editor makes the

same decision in their fused sentence (23).

(20) The suit claims the company helped fly

terrorism suspects abroad to secret prisons.

(21) Holder’s review was disclosed the same day

as Justice Department lawyers repeated a

Bush administration state-secret claim in a

lawsuit against a Boeing Co unit.
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(22) Review was disclosed the same day as Justice

Department lawyers repeated a Bush

administration claim in a lawsuit against a

Boeing Co unit that helped fly terrorism

suspects abroad to secret prisons.

(23) The review was disclosed the same day that

Justice Department lawyers repeated Bush

administration claims of state secrets in a

lawsuit against a Boeing Co <BA.N> unit

claiming it helped fly terrorism suspects

abroad to secret prisons.

In many cases, even when the result is awkward

or ungrammatical, the ILP system makes reason-

able choices of mergers and dependencies to retain.

For inputs (24) and (25), the system (26) decides

“Secretary-General” belongs as a modifier on “de

Mello”, which is in fact the choice made by the ed-

itor (27). In order to add the relative clause, the

editor paraphrased “de Mello’s death” as “de Mello

was killed”. Our system, without this paraphrase op-

tion, is forced to produce the improper phrase “de

Mello’s death who”; a wider array of paraphrase op-

tions might lead to better results.

This example also demonstrates that the system

does not simply keep the LCS-aligned retained re-

gions and throw away everything else, since the re-

sult would be ungrammatical. Here it links the se-

lected content by also choosing to keep “could have

been”, “an account” and “death”.

(24) Barker mixes an account of Vieira de

Mello’s death with scenes from his career,

which included working in countries such

as Mozambique, Cyprus, Cambodia,

Bangladesh, and the former Yugoslavia.

(25) Had he lived, he could have been a future

U.N. Secretary-General.

(26) Barker mixes an account of Vieira de Mello’s

death who could been a future U.N.

secretary-general with scenes from career

which included working in countries as such

Mozambique Cyprus Cambodia and

Bangladesh

(27) Barker recounted the day Vieira de Mello, a

Brazilian who was widely tipped as a future

U.N. Secretary-General, was killed and mixes

in the story of the 55-year-old’s career, which

included working in countries such as

Mozambique, Cyprus, Cambodia, Bangladesh,

and Yugoslavia.

Many of our errors are due to our simplistic lin-

earization. For instance, we produce a sentence be-

ginning “Biden a veteran Democratic senator from

Delaware that Vice president-elect and Joe...”, where

a correct linearization of the output tree would have

begun “Vice President-elect Joe Biden, a veteran

Democratic senator from Delaware that...”. Some

errors also occur during the ILP tree extraction pro-

cess. In (28), the system fails to mark the arguments

of “took” and “position” as required, leading to their

omission, which makes the output ungrammatical.

(28) The White House that took when Israel

invaded Lebanon in 2006 showed no signs of

preparing to call for restraint by Israel and the

stance echoed of the position.

8 Conclusion

We present a supervised method for learning to fuse

disparate sentences. To the best of our knowl-

edge, it is the first attempt at supervised learning

for this task. We apply our method to naturally oc-

curring sentences from editing data. Despite using

text generation, our system is comparable to a non-

abstractive baseline.

Our technique is general enough to apply to con-

ventional fusion of similar sentences as well– all that

is needed is a suitable training dataset. We hope

to make use of the new corpus of McKeown et al.

(2010) for this purpose. We are also interested in

evaluating our approach on the fused sentences in

abstractive single-document summaries.

The performance of our readability upper bound

suggests we could improve our results using bet-

ter tree linearization techniques and parsing. Al-

though we show results for our system using hand-

annotated pronoun coreference, it should be possible

to use automatic coreference resolution instead.

Paraphrase rules would help our system repli-

cate some output structures it is currently unable

to match (for instance, it cannot convert between

the copular “X is Y” and appositive “X, a Y” con-

structions). Currently, the system has just one such
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rule, which converts main clauses to relatives. Oth-

ers could potentially be learned from a corpus, as in

(Cohn and Lapata, 2009).

Finally, in this study, we deliberately avoid in-

vestigating the way editors choose which sentences

to fuse and what content from each of them to re-

tain. This is a challenging discourse problem that

deserves further study.
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Abstract

We propose a new, ambitious framework for
abstractive summarization, which aims at se-
lecting the content of a summary not from sen-
tences, but from an abstract representation of
the source documents. This abstract repre-
sentation relies on the concept of Information
Items (INIT), which we define as the smallest
element of coherent information in a text or a
sentence. Our framework differs from previ-
ous abstractive summarization models in re-
quiring a semantic analysis of the text. We
present a first attempt made at developing a
system from this framework, along with eval-
uation results for it from TAC 2010. We also
present related work, both from within and
outside of the automatic summarization do-
main.

1 Introduction

Summarization approaches can generally be cate-
gorized as extractive or abstractive (Mani, 2001).
Most systems developped for the main international
conference on text summarization, the Text Analy-
sis Conference (TAC) (Owczarzak and Dang, 2010),
predominantly use sentence extraction, including all
the top-ranked systems, which make only minor
post-editing of extracted sentences (Conroy et al.,
2010) (Gillick et al., 2009) (Genest et al., 2008)
(Chen et al., 2008).

Abstractive methods require a deeper analysis of
the text and the ability to generate new sentences,
which provide an obvious advantage in improving
the focus of a summary, reducing its redundancy

and keeping a good compression rate. According
to a recent study (Genest et al., 2009b), there is an
empirical limit intrinsic to pure extraction, as com-
pared to abstraction. For these reasons, as well as for
the technical and theoretical challenges involved, we
were motivated to come up with an abstractive sum-
marization model.

Recent abstractive approaches, such as sentence
compression (Knight and Marcu, 2000) (Cohn and
Lapata, 2009) and sentence fusion (Barzilay and
McKeown, 2005) or revision (Tanaka et al., 2009)
have focused on rewriting techniques, without con-
sideration for a complete model which would in-
clude a transition to an abstract representation for
content selection. We believe that a “fully abstrac-
tive” approach requires a separate process for the
analysis of the text that serves as an intermediate
step before the generation of sentences. This way,
content selection can be applied to an abstract repre-
sentation rather than to original sentences or gener-
ated sentences.

We propose the concept of Information Items
(INIT) to help define the abstract representation. An
INIT is the smallest element of coherent informa-
tion in a text or a sentence. It can be something as
simple as some entity’s property or as complex as a
whole description of an event or action. We believe
that such a representation could eventually allow for
directly answering queries or guided topic aspects,
by generating sentences targeted to address specific
information needs.

Figure 1 compares the workflow of our approach
with other possibilities. Extractive summarization
consists of selecting sentences directly from the
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Figure 1: Workflow diagram of our suggested approach for abstractive summarization, compared to pure extractive
summarization, sentence compression, and sentence fusion for summarization. The dashed line represents the simpli-
fied framework used in our first attempt at abstractive summarization (see section 2.4).

source documents and generating a summary from
them. Sentence compression first compresses the
sentences and chooses from those and the source
documents’ sentences to form a summary; it may
also be completed in the reverse order, which is
to select sentences from the source documents and
then compress them for the summary. Sentence
fusion first identifies themes (clusters of similar
sentences) from the source documents and selects
which themes are important for the summary (a pro-
cess similar to the sentence selection of centroid-
based extractive summarization methods (Radev et
al., 2004)) and then generates a representative sen-
tence for each theme by sentence fusion.

Our proposed abstractive summarization ap-
proach is fundamentally different because the selec-

tion of content is on Information Items rather than on
sentences. The text-to-text generation aspect is also
changed. Instead of purely going from whole sen-
tences to generated sentences directly, there is now
a text planning phase that occurs at the conceptual
level, like in Natural Language Generation (NLG).

This approach has the advantage of generating
typically short, information-focused sentences to
produce a coherent, information rich, and less re-
dundant summary. However, the difficulties are
great: it is difficult for a machine to properly extract
information from sentences at an abstract level, and
text generated from noisy data will often be flawed.
Generating sentences that do not all sound similar
and generic is an additional challenge that we have
for now circumvented by re-using the original sen-
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tence structure to a large extent, which is a type of
text-to-text generation. Even considering those diffi-
culties, we believe that efforts in abstractive summa-
rization constitute the future of summarization re-
search, and thus that it is worthwhile to work to-
wards that end.

In this paper, we present our new abstractive sum-
marization framework in section 2. Section 3 de-
scribes and analyses our first attempt at using this
framework, for the TAC 2010 multi-document news
summarization task, followed by the competition’s
results in section 4. In this first attempt, we simpli-
fied the framework of section 2 to obtain early re-
sults which can help us as we move forward in this
project. Related work is discussed in section 5, and
we conclude in section 6.

2 Abstractive Summarization Framework

Our proposed framework for fully abstractive sum-
marization is illustrated in figure 1. This section dis-
cusses how each step could be accomplished.

2.1 INIT Retrieval
An Information Item is the smallest element of co-
herent information in a text or a sentence. This in-
tentionally vague definition leaves the implementa-
tion details to be decided based on resources avail-
able. The goal is to identify all entities in the text,
their properties, predicates between them, and char-
acteristics of the predicates. This seemingly un-
reachable goal, equivalent to machine reading, can
be limited to the extent that we only need INITs to
be precise and accurate enough to generate a sum-
mary from them.

The implementation of INITs is critical, as every-
thing will depend on the abstract information avail-
able. Semantic Role Labeling (SRL) and predicate-
logic analysis of text are two potential candidates for
developing INIT Retrieval. Word-sense disambigua-
tion, co-reference resolution and an analysis of word
similarity seem important as well to complement the
semantic analysis of the text.

2.2 INIT Selection
Given an analysis of the source documents that leads
to a list of INITs, we may now proceed to select
content for the summary. Frequency-based mod-
els, such as those used for extractive summarization,

could be applied to INIT selection instead of sen-
tence selection. This would result in favoring the
most frequently occurring entities, predicates, and
properties.

INIT selection could also easily be applied to
tasks such as query-driven or guided summariza-
tion, in which the user information need is known
and the summarization system attempts to address it.
With smaller building blocks (INITs rather than sen-
tences), it would be much easier to tailor summaries
so that they include only relevant information.

2.3 Generation
Planning, summary planning in our case, provides
the structure of the generated text. Most INITs do not
lead to full sentences, and need to be combined into
a sentence structure before being realized as text.
Global decisions of the INIT selection step now lead
to local decisions as to how to present the informa-
tion to the reader, and in what order.

Text generation patterns can be used, based on
some knowledge about the topic or the information
needs of the user. One could use heuristic rules with
different priority levels or pre-generated summary
scenarios, to help decide how to structure sentences
and order the summary. We believe that machine
learning could be used to learn good summary struc-
tures as well.

Once the detailed planning is completed, the sum-
mary is realized with coherent syntax and punctu-
ation. This phase may involve text-to-text genera-
tion, since the source documents’ sentences provide
a good starting point to generate sentences with var-
ied and complex structures. The work of (Barzilay
and McKeown, 2005) on sentence fusion shows an
example of re-using the same syntactical structure of
a source sentence to create a new one with a slightly
different meaning.

2.4 First Attempt at Abstractive
Summarization

The three-step plan that we laid down is very hard,
and instead of tackling it head on, we decided to fo-
cus on certain aspects of it for now. We followed
a simplified version of our framework, illustrated
by the dashed line in Figure 1. It defers the con-
tent selection step to the selection of generated short
sentences, rather than actually doing it abstractly as
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Original Sentence The Cypriot airliner that crashed in Greece may have suffered a sudden loss of cabin
pressure at high altitude, causing temperatures and oxygen levels to plummet and leaving everyone
aboard suffocating and freezing to death, experts said Monday.

Information Items
1. airliner – crash – null (Greece, August 15, 2005)
2. airliner – suffer – loss (Greece, August 15, 2005)
3. loss – cause – null (Greece, August 15, 2005)
4. loss – leave – null (Greece, August 15, 2005)

Generated Sentences
1. A Cypriot airliner crashed.
2. A Cypriot airliner may have suffered a sudden loss of cabin pressure at high altitude.
3. A sudden loss of cabin pressure at high altitude caused temperatures and oxygen levels to plum-

met.
4. A sudden loss of cabin pressure at high altitude left everyone aboard suffocating and freezing to

death.

Selected Generated Sentence as it appears in the summary
1. On August 15, 2005, a Cypriot airliner crashed in Greece.

Original Sentence At least 25 bears died in the greater Yellowstone area last year, including eight breeding-
age females killed by people.

Information Items
1. bear – die – null (greater Yellowstone area, last year)
2. person – kill – female (greater Yellowstone area, last year)

Generated Sentences
1. 25 bears died.
2. Some people killed eight breeding-age females.

Selected Generated Sentence as it appears in the summary
1. Last year, 25 bears died in greater Yellowstone area.

Figure 2: Two example sentences and their processing by our 2010 system. In the summary, the date and location
associated with an INIT are added to its generated sentence.

planned. The summary planning has to occur after
generation and selection, in a Summary Generation
step not shown explicitly on the workflow.

We have restricted our implementation of INITs to
dated and located subject–verb–object(SVO) triples,
thus relying purely on syntactical knowledge, rather
than including the semantics required for our frame-

work. Dates and locations receive a special treat-
ment because we were interested in news summa-
rization for this first attempt, and news articles are
factual and give a lot of importance to date and lo-
cation.

We did not try to combine more than one INIT in
the same sentence, relying instead on short, to-the-
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point sentences, with one INIT each. Figure 2 shows
two examples of sentences that were generated from
a source document sentence using the simplified ab-
stractive summarization framework.

At first glance, the simplified version of our ap-
proach for generating sentences may seem similar
to sentence compression. However, it differs in
three important ways from the definition of the task
of compression usually cited (Knight and Marcu,
2000):

• Our generated sentences intend to cover only
one item of information and not all the impor-
tant information of the original sentence.
• An input sentence may have several generated

sentences associated to it, one for each of its
INITs, where it normally has only one com-
pressed sentence.
• Generated sentences sometimes include words

that do not appear in the original sentence (like
’some’ in the second example), whereas sen-
tence compression is usually limited to word
deletion.

3 Abstractive Summarization at TAC 2010

Our first attempt at full abstractive summarization
took place in the context of the TAC 2010 multi-
document news summarization task. This section
describes briefly each module of our system, while
(Genest and Lapalme, 2010) provides the implemen-
tation details.

3.1 INIT Retrieval
An INIT is defined as a dated and located subject–
verb–object triple, relying mostly on syntactical
analyses from the MINIPAR parser (Lin, 1998) and
linguistic annotations from the GATE information
extraction engine (Cunningham et al., 2002).

Every verb encountered forms the basis of a can-
didate INIT. The verb’s subject and object are ex-
tracted, if they exist, from the parse tree. Each INIT

is also tagged with a date and a location, if appropri-
ate.

Many candidate INITs are rejected, for various
reasons: the difficulty of generating a grammatical
and meaningful sentence from them, the observed
unreliability of parses that include them, or because
it would lead to incorrect INITs most of the time.

The rejection rules were created manually and cover
a number of syntactical situations. Cases in which
bad sentences can be generated remain, of course,
even though about half the candidates are rejected.
Examples of rejected Inits include those with verbs
in infinitive form and those that are part of a con-
ditional clause. Discarding a lot of available infor-
mation is a significant limitation of this first attempt,
which we will address as the first priority in the fu-
ture.

3.2 Generation
From each INIT retrieved, we directly generate a
new sentence, instead of first selecting INITs and
planning the summary. This is accomplished using
the original parse tree of the sentence from which
the INIT is taken, and the NLG realizer SimpleNLG
(Gatt and Reiter, 2009) to generate an actual sen-
tence. Sample generated sentences are illustrated in
Figure 2.

This process – a type of text-to-text generation –
can be described as translating the parts that we want
to keep from the dependency tree provided by the
parser, into a format that the realizer understands.
This way we keep track of what words play what
role in the generated sentence and we select directly
which parts of a sentence appear in a generated sen-
tence for the summary. All of this is driven by the
previous identification of INITs. We do not include
any words identified as a date or a location in the
sentence generation process, they will be generated
if needed at the summary generation step, section
3.4.

Sentence generation follows the following steps:

• Generate a Noun Phrase (NP) to represent the
subject if present
• Generate a NP to represent the object if present
• Generate a NP to represent the indirect object

if present
• Generate a complement for the verb if one is

present and only if there was no object
• Generate the Verb Phrase (VP) and link all the

components together, ignoring anything else
present in the original sentence

NP Generation
Noun phrase generation is based on the subtree of

its head word in the dependency parse tree. The head
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in the subtree becomes the head of the NP and chil-
dren in its parse subtree are added based on manual
rules that determine which children are realized and
how.

Verb Complement Generation
When an INIT has no object, then we attempt to

find another complement instead, in case the verb
would have no interesting meaning without a com-
plement. The first verb modifier that follows it in the
sentence order is used, including for example prepo-
sitional phrases and infinitive clauses.

VP Generation
Finally, the verb phrases are generated from each

verb and some of its children. The NPs generated for
the subject, object and indirect object are added, as
well as the verb complement if it was generated. If
there is an object but no subject, the VP is set to pas-
sive, otherwise the active form is always used. The
tense (past or present) of the VP is set to the tense of
the verb in the original sentence, and most modifiers
like auxiliaries and negation are conserved.

3.3 Sentence Selection

To determine which of the generated sentences
should be used in the summary, we would have liked
to choose from among the INITs directly. For exam-
ple, selecting the most frequent INIT, or INITs con-
taining the most frequent subject-verb pair seem rea-
sonable at first. However, during development, no
such naive implementation of selecting INITs pro-
vided satisfactory results, because of the low fre-
quency of those constructs, and the difficulty to
compare them semantically in our current level of
abstraction. Thus this critical content selection step
occurs after the sentence generation process. Only
the generated sentences are considered for the sen-
tence selection process; original sentences from the
source documents are ignored.

We compute a score based on the frequencies of
the terms in the sentences generated from the INITs
and select sentences that way. Document frequency
(DF) – the number of documents that include an en-
tity in its original text – of the lemmas included in
the generated sentence is the main scoring criterion.
This criterion is commonly used for summaries of
groups of similar documents. The generated sen-

tences are ranked based on their average DF (the
sum of the DF of all the unique lemmas in the sen-
tence, divided by the total number of words in the
sentence). Lemmas in a stop list and lemmas that are
included in a sentence already selected in the sum-
mary have their DF reduced to 0, to avoid favoring
frequent empty words, and to diminish redundancy
in the summary.

3.4 Summary Generation

A final summary generation step is required in this
first attempt, to account for the planning stage and
to incorporate dates and locations for the generated
sentences.

Sentence selection provides a ranking of the gen-
erated sentences and a number of sentences inten-
tionally in excess of the size limit of the summary
is first selected. Those sentences are ordered by the
date of their INIT when it can be determined. Oth-
erwise, the day before the date of publication of the
article that included the INIT is used instead. All
generated sentences with the same known date are
grouped in a single coordinated sentence. The date
is included directly as a pre-modifier “On date,” at
the beginning of the coordination.

Each INIT with a known location has its generated
sentence appended with a post-modifier “in loca-
tion”, except if that location has already been men-
tioned in a previous INIT of the summary.

At the end of this process, the size of the summary
is always above the size limit. We remove the least
relevant generated sentence and restart the summary
generation process. We keep taking away the least
relevant generated sentence in a greedy way, until
the length of the summary is under the size limit.
This naive solution to never exceed the limit was
chosen because we originally believed that our INITs
always lead to short generated sentences. However,
it turns out that some of the generated summaries
are a bit too short because some sentences that were
removed last were quite long.

4 Results and Discussion

Here, we present and discuss the results obtained by
our system in the TAC 2010 summarization system
evaluation. We only show results for the evaluation
of standard multi-document summaries; there was
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also an update task, but we did not develop a spe-
cific module for it. After ranking at or near the top
with extractive approaches in past years (Genest et
al., 2008) (Genest et al., 2009a), we expected a large
drop in our evaluation results with our first attempt
at abstractive summarization. In general, they are
indeed on the low side, but mostly with regards to
linguistic quality.

As shown in Table 1, the linguistic quality of our
summaries was very low, in the bottom 5 of 43 par-
ticipating automatic systems. This low linguistic
score is understandable, because this was our first
try at text generation and abstractive summarization,
whereas the other systems that year used sentence
extraction, with at most minor modifications made
to the extracted sentences.

The cause of this low score is mostly our method
for text generation, which still needs to be refined
in several ways. The way we identify INITs, as we
have already discussed, is not yet developped fully.
Even in the context of the methodology outlined in
section 3, and specifically 3.2, many improvements
can still be made. Errors specific to the current state
of our approach came from two major sources: in-
correct parses, and insufficiently detailed and some-
times inappropriate rules for “translating” a part of
a parse into generated text. A better parser would
be helpful here and we will try other alternatives for
dependency parsing in future work.

Pyr. Ling. Q. Overall R.
AS 0.315 2.174 2.304
Avg 0.309 2.820 2.576
Best 0.425 3.457 3.174
Models 0.785 4.910 4.760
AS Rank 29 39 29

Table 1: Scores of pyramid, linguistic quality and overall
responsiveness for our Abstractive Summarization (AS)
system, the average of automatic systems (Avg), the best
score of any automatic system (Best), and the average
of the human-written models (Models). The rank is com-
puted from amongst the 43 automatic summarization sys-
tems that participated in TAC 2010.

Although the linguistic quality was very low,
our approach was given relatively good Pyramid
(Nenkova et al., 2007) (a content metric) and overall
responsiveness scores, near the average of automatic
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Figure 3: Scatter plots of overall responsiveness with re-
spect to linguistic quality (top) and pyramid score with
respect to linguistic quality (bottom), for all the systems
competing in TAC 2010. The two runs identified with
an arrow, AS and AS’, were two similar versions of our
abstractive summarization approach.

systems. This indicates that, even in a rough first try
where content selection was not the main focus, our
method is capable of producing summaries with rea-
sonably good content and of reasonably good over-
all quality. There is a correlation between linguis-
tic quality and the other two manual scores for most
runs, but, as we can see in Figure 3, the two runs
that we submitted stand out, even though linguistic
quality plays a large role in establishing the overall
responsiveness scores. We believe this to be rep-
resentative of the great difference of our approach
compared to extraction. By extension, following the
trend, we hope that increasing the linguistic quality
of our approach to the level of the top systems would
yield content and overall scores above their current
ones.

The type of summaries that our approach pro-
duces might also explain why it receives good con-
tent and overall scores, even with poor linguistic
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quality. The generated sentences tend to be short,
and although some few may have bad grammar or
even little meaning, the fact that we can pack a lot of
them shows that INITs give a lot more flexibility to
the content selection module than whole sentences,
that only few can fit in a small size limit such as
100 words. Large improvements are to be expected,
since this system was developped over only a few
months, and we haven’t implemented the full scale
of our framework described in section 2.

5 Related Work

We have already discussed alternative approaches to
abstractive summarization in the introduction. This
section focuses on other work dealing with the tech-
niques we used.

Subject–Verb–Object (SVO) extraction is not
new. Previous work by (Rusu et al., 2007) deals
specifically with what the authors call triplet extrac-
tion, which is the same as SVO extraction. They
have tried a variety of parsers, including MINIPAR,
and they build parse trees to extract SVOs simi-
larly to us. They applied this technique to extrac-
tive summarization in (Rusu et al., 2009) by building
what the authors call semantic graphs, derived from
triplets, and then using said graphs to identify the
most interesting sentences for the summary. This
purpose is not the same as ours, and triplet extrac-
tion was conducted quite superficially (and thus in-
cluded a lot of noise), whereas we used several rules
to clean up the SVOs that would serve as INITs.

Rewriting sentences one idea at a time, as we
have done in this work, is also related to the field
of text simplification. Text simplification has been
associated with techniques that deal not only with
helping readers with reading disabilities, but also to
help NLP systems (Chandrasekar et al., 1996). The
work of (Beigman Klebanov et al., 2004) simplifies
sentences by using MINIPAR parses as a starting
point, in a process similar to ours, for the purpose
of helping information-seeking applications in their
own task. (Vickrey and Koller, 2008) applies similar
techniques, using a sequence of rule-based simpli-
fications of sentences, to preprocess documents for
Semantic Role Labeling. (Siddharthan et al., 2004)
uses shallow techniques for syntactical simplifica-
tion of text by removing relative clauses and apposi-

tives, before running a sentence clustering algorithm
for multi-document summarization.

The kind of text-to-text generation involved in our
work is related to approaches in paraphrasing (An-
droutsopoulos and Malakasiotis, 2010). Paraphrase
generation produces sentences with similar mean-
ings, but paraphrase extraction from texts requires
a certain level of analysis. In our case, we are in-
terested both in reformulating specific aspects of a
sentence, but also in identifying parts of sentences
(INITs) with similar meanings, for content selection.
We believe that there will be more and more similar-
ities between our work and the field of paraphrasing
as we improve on our model and techniques.

6 Conclusion

We have proposed an ambitious new way of look-
ing at abstractive summarization, with our proposed
framework. We believe that this framework aims at
the real goals of automatic summarization – control-
ling the content and structure of the summary. This
requires both an ability to correctly analyze text, and
an ability to generate text. We have described a first
attempt at fully abstractive summarization that relies
on text-to-text generation.

We find the early results of TAC 2010 quite sat-
isfactory. Receiving a low linguistic quality score
was expected, and we are satisfied with average per-
formance in content and in overall responsiveness.
It means that our text-to-text generation was good
enough to produce understandable summaries.

Our next step will be to go deeper into the analysis
of sentences. Generating sentences should rely less
on the original sentence structure and more on the
information meant to be transmitted. Thus, we want
to move away from the current way we generate sen-
tences, which is too similar to rule-based sentence
compression. At the core of moving toward full ab-
straction, we need to redefine INITs so that they can
be manipulated (compared, grouped, realized as sen-
tences, etc.) more effectively. We intend to use tools
and techniques that will enable us to find words and
phrases of similar meanings, and to allow the gener-
ation of a sentence that is an aggregate of informa-
tion found in several source sentences. In this way,
we would be moving away from purely syntactical
analysis and toward the use of semantics.
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Abstract

We present a method of creating disjunctive
logical forms (DLFs) from aligned sentences
for grammar-based paraphrase generation us-
ing the OpenCCG broad coverage surface re-
alizer. The method takes as input word-level
alignments of two sentences that are para-
phrases and projects these alignments onto the
logical forms that result from automatically
parsing these sentences. The projected align-
ments are then converted into phrasal edits
for producing DLFs in both directions, where
the disjunctions represent alternative choices
at the level of semantic dependencies. The re-
sulting DLFs are fed into the OpenCCG re-
alizer for n-best realization, using a pruning
strategy that encourages lexical diversity. Af-
ter merging, the approach yields an n-best list
of paraphrases that contain grammatical alter-
natives to each original sentence, as well as
paraphrases that mix and match content from
the pair. A preliminary error analysis suggests
that the approach could benefit from taking the
word order in the original sentences into ac-
count. We conclude with a discussion of plans
for future work, highlighting the method’s po-
tential use in enhancing automatic MT evalu-
ation.

1 Introduction

In this paper, we present our initial steps towards
merging the grammar-based and data-driven para-
phrasing traditions, highlighting the potential of
our approach to enhance the automatic evaluation
of machine translation (MT). Kauchak and Barzi-
lay (2006) have shown that creating synthetic ref-
erence sentences by substituting synonyms from

Wordnet into the original reference sentences can
increase the number of exact word matches with
an MT system’s output and yield significant im-
provements in correlations of BLEU (Papineni et
al., 2002) scores with human judgments of trans-
lation adequacy. Madnani (2010) has also shown
that statistical machine translation technique can be
employed in a monolingual setting, together with
paraphrases acquired using Bannard and Callison-
Burch’s (2005) pivot method, in order to enhance
the tuning phase of training an MT system by aug-
menting a reference translation with automatic para-
phrases. Earlier, Barzilay and Lee (2003) and Pang
et al. (2003) developed approaches to aligning mul-
tiple reference translations in order to extract para-
phrases and generate new sentences. By starting
with reference sentences from multiple human trans-
lators, these data-driven methods are able to capture
subtle, highly-context sensitive word and phrase al-
ternatives. However, the methods are not particu-
larly adept at capturing variation in word order or
the use of function words that follow from general
principles of grammar. By contrast, grammar-based
paraphrasing methods in the natural language gen-
eration tradition (Iordanskaja et al., 1991; Elhadad
et al., 1997; Langkilde and Knight, 1998; Stede,
1999; Langkilde-Geary, 2002; Velldal et al., 2004;
Gardent and Kow, 2005; Hogan et al., 2008) have
the potential to produce many such grammatical al-
ternatives: in particular, by parsing a reference sen-
tence to a representation that can be used as the in-
put to a surface realizer, grammar-based paraphrases
can be generated if the realizer supports n-best out-
put. To our knowledge though, methods of using a
grammar-based surface realizer together with multi-
ple aligned reference sentences to produce synthetic
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Source Liu Lefei says that [in the long term] , in terms of asset allocation, overseas in-
vestment should occupy a certain proportion of [an insurance company’s overall
allocation] .

Reference Liu Lefei said that in terms of capital allocation , outbound investment should make
up a certain ratio of [overall allocations for insurance companies] [in the long run]
.

Paraphrase Liu Lefei says that [in the long run], in terms of capital allocation, overseas invest-
ment should occupy the certain ratio of an [insurance company’s overall allocation]

Table 1: Zhao et al.’s (2009) similarity example, with italics added to show word-level substitutions, and square
brackets added to show phrase location or construction mismatches. Here, the source sentence (itself a reference
translation) has been paraphrased to be more like the reference sentence.

references have not been investigated.1

As an illustration of the need to combine gram-
matical paraphrasing with data-driven paraphrasing,
consider the example that Zhao et al. (2009) use
to illustrate the application of their paraphrasing
method to similarity detection, shown in Table 1.
Zhao et al. make use of a large paraphrase table,
similar to the phrase tables used in statistical MT, in
order to construct paraphrase candidates. (Like the-
sauri or WordNet, such resources are complemen-
tary to the ones we make use of here.) To test their
system’s ability to paraphrase reference sentences in
service of MT evaluation, they attempt to paraphrase
one reference translation to make it more similar to
another reference translation; thus, in Table 1, the
source sentence (itself a reference translation) has
been paraphrased to be more like the (other) refer-
ence sentence. As indicated by italics, their sys-
tem has successfully paraphrased term, asset and
proportion as run, capital and ratio, respectively
(though the certain seems to have been mistakenly
substituted for a certain). However, their system
is not capable of generating a paraphrase with in
the long run at the end of the sentence, nor can it
rephrase insurance company’s overall allocation as
overall allocations for insurance companies, which
would seem to require access to more general gram-
matical knowledge.

To combine grammar-based paraphrasing with
lexical and phrasal alternatives gleaned from mul-
tiple reference sentences, our approach takes advan-

1The task is not unrelated to sentence fusion in multidoc-
ument summarization (Barzilay and McKeown, 2005), except
there the goal is to produce a single, shorter sentence from mul-
tiple related input sentences.

tage of the OpenCCG realizer’s ability to generate
from disjunctive logical forms (DLFs), i.e. packed
semantic dependency graphs (White, 2004; White,
2006a; White, 2006b; Nakatsu and White, 2006; Es-
pinosa et al., 2008; White and Rajkumar, 2009). In
principle, semantic dependency graphs offer a better
starting point for paraphrasing than the syntax trees
employed by Pang et. al, as paraphrases can gener-
ally be expected to be more similar at the level of
unordered semantic dependencies than at the level
of syntax trees. Our method starts with word-level
alignments of two sentences that are paraphrases,
since the approach can be used with any alignment
method from the MT (Och and Ney, 2003; Haghighi
et al., 2009, for example) or textual inference (Mac-
Cartney et al., 2008, inter alia) literature in princi-
ple. The alignments are projected onto the logical
forms that result from automatically parsing these
sentences. The projected alignments are then con-
verted into phrasal edits for producing DLFs in both
directions, where the disjunctions represent alterna-
tive choices at the level of semantic dependencies.
The resulting DLFs are fed into the OpenCCG re-
alizer for n-best realization. In order to enhance
the variety of word and phrase choices in the n-best
lists, a pruning strategy is used that encourages lex-
ical diversity. After merging, the approach yields
an n-best list of paraphrases that contain grammat-
ical alternatives to each original sentence, as well
as paraphrases that mix and match content from the
pair.

The rest of the paper is organized as follows. Sec-
tion 2 provides background on surface realization
with OpenCCG and DLFs. Section 3 describes our
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method of creating DLFs from aligned paraphrases.
Finally, Section 4 characterizes the recurring errors
and concludes with a discussion of related and future
work.

2 Surface Realization with OpenCCG

OpenCCG is an open source Java library for pars-
ing and realization using Baldridge’s multimodal
extensions to CCG (Steedman, 2000; Baldridge,
2002). In the chart realization tradition (Kay, 1996),
the OpenCCG realizer takes logical forms as input
and produces strings by combining signs for lexical
items. Alternative realizations are scored using in-
tegrated n-gram and perceptron models (White and
Rajkumar, 2009), where the latter includes syntac-
tic features from Clark and Curran’s (2007) normal
form model as well as discriminative n-gram fea-
tures (Roark et al., 2004). Hypertagging (Espinosa
et al., 2008), or supertagging for surface realiza-
tion, makes it practical to work with broad coverage
grammars. For parsing, an implementation of Hock-
enmaier and Steedman’s (2002) generative model is
used to select the best parse. The grammar is auto-
matically extracted from a version of the CCGbank
(Hockenmaier and Steedman, 2007) with Propbank
(Palmer et al., 2005) roles projected onto it (Boxwell
and White, 2008).

A distinctive feature of OpenCCG is the ability
to generate from disjunctive logical forms (White,
2006a). This capability has many benefits, such
as enabling the selection of realizations according
to predicted synthesis quality (Nakatsu and White,
2006), and avoiding repetition in the output of a dia-
logue system (Foster and White, 2007). Disjunctive
inputs make it possible to exert fine-grained control
over the specified paraphrase space. In the chart re-
alization tradition, previous work has not generally
supported disjunctive logical forms, with Shemtov’s
(Shemtov, 1997) more complex approach as the only
published exception.

An example disjunctive input from the COMIC
system appears in Figure 1(c).2 Semantic de-
pendency graphs such as these—represented in-
ternally in Hybrid Logic Dependency Semantics

2To simplify the exposition, the features specifying informa-
tion structure and deictic gestures have been omitted, as have
the semantic sorts of the discourse referents.

be<TENSE>pres,<MOOD>dcl e 

<ARG> <PROP>

based_on <DET>the,<NUM>sgdesign d p 

<SOURCE> 
<ARTIFACT>

collection<DET>the,<NUM>sg c 

<HASPROP> <CREATOR>

Funny_Day f v Villeroy_and_Boch

 

(a) Semantic dependency graph for The design (is|’s)
based on the Funny Day collection by Villeroy and
Boch.
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(b) Semantic dependency graph for The design (is|’s)
based on Villeroy and Boch’s Funny Day series.
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<ARTIFACT>

collection|series(<DET>the)?,<NUM>sg c 
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<CREATOR>

 

(c) Disjunctive semantic dependency graph covering (a)-
(b), i.e. The design (is|’s) based on (the Funny Day
(collection|series) by Villeroy and Boch | Villeroy and
Boch’s Funny Day (collection|series)).

Figure 1: Example semantic dependency graphs
from the COMIC dialogue system.

@e(be ∧ 〈TENSE〉pres ∧ 〈MOOD〉dcl ∧
〈ARG〉(d ∧ design ∧ 〈DET〉the ∧ 〈NUM〉sg) ∧
〈PROP〉(p ∧ based on ∧

〈ARTIFACT〉d ∧
〈SOURCE〉(c ∧ collection ∧ 〈DET〉the ∧ 〈NUM〉sg ∧

〈HASPROP〉(f ∧ Funny Day) ∧
〈CREATOR〉(v ∧ V&B))))

(a)
...

@e(be ∧ 〈TENSE〉pres ∧ 〈MOOD〉dcl ∧
〈ARG〉(d ∧ design ∧ 〈DET〉the ∧ 〈NUM〉sg) ∧
〈PROP〉(p ∧ based on ∧

〈ARTIFACT〉d ∧
〈SOURCE〉(c ∧ 〈NUM〉sg ∧ (〈DET〉the)? ∧

(collection ∨ series) ∧
〈HASPROP〉(f ∧ Funny Day) ∧
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∧ @v(Villeroy and Boch)

(c)

Figure 2: HLDS for examples in Figure 1.

2 Disjunctive Logical Forms

As an illustration of disjunctive logical forms,
consider the semantic dependency graphs in Fig-
ure 1, which are taken from the COMIC1 mul-
timodal dialogue system.2 Graphs such as these
constitute the input to the OpenCCG realizer.
Each node has a lexical predication (e.g. design)
and a set of semantic features (e.g. 〈NUM〉sg);
nodes are connected via dependency relations (e.g.
〈ARTIFACT〉).

Given the lexical categories in the COMIC
grammar, the graphs in Figure 1(a) and (b) fully
specify their respective realizations, with the ex-
ception of the choice of the full or contracted
form of the copula. To generalize over these al-
ternatives, the disjunctive graph in (c) may be
employed. This graph allows a free choice be-
tween the domain synonyms collection and se-
ries, as indicated by the vertical bar between
their respective predications. The graph also al-
lows a free choice between the 〈CREATOR〉 and
〈GENOWNER〉 relations—lexicalized via by and
the possessive, respectively—connecting the head
c (collection or series) with the dependent v (for

1http://www.hcrc.ed.ac.uk/comic/
2To simplify the exposition, the features specifying infor-
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(b), i.e. The design (is|’s) based on (the Funny Day
(collection|series) by Villeroy and Boch | Villeroy and
Boch’s Funny Day (collection|series)).
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2 Disjunctive Logical Forms

As an illustration of disjunctive logical forms,
consider the semantic dependency graphs in Fig-
ure 1, which are taken from the COMIC1 mul-
timodal dialogue system.2 Graphs such as these
constitute the input to the OpenCCG realizer.
Each node has a lexical predication (e.g. design)
and a set of semantic features (e.g. 〈NUM〉sg);
nodes are connected via dependency relations (e.g.
〈ARTIFACT〉).

Given the lexical categories in the COMIC
grammar, the graphs in Figure 1(a) and (b) fully
specify their respective realizations, with the ex-
ception of the choice of the full or contracted
form of the copula. To generalize over these al-
ternatives, the disjunctive graph in (c) may be
employed. This graph allows a free choice be-
tween the domain synonyms collection and se-
ries, as indicated by the vertical bar between
their respective predications. The graph also al-
lows a free choice between the 〈CREATOR〉 and
〈GENOWNER〉 relations—lexicalized via by and
the possessive, respectively—connecting the head
c (collection or series) with the dependent v (for

1http://www.hcrc.ed.ac.uk/comic/
2To simplify the exposition, the features specifying infor-

mation structure and deictic gestures have been omitted, as
have the semantic sorts of the discourse referents.

be<TENSE>pres,<MOOD>dcl e 

<ARG> <PROP>

based_on <DET>the,<NUM>sgdesign d p 

<SOURCE> 
<ARTIFACT>

collection<DET>the,<NUM>sg c 

<HASPROP> <CREATOR>

Funny_Day f v Villeroy_and_Boch

 

(a) Semantic dependency graph for The design (is|’s)
based on the Funny Day collection by Villeroy and
Boch.

be<TENSE>pres,<MOOD>dcl e 

<ARG> <PROP>

based_on <DET>the,<NUM>sgdesign d p 

<SOURCE> 
<ARTIFACT>

series<NUM>sg c 

<HASPROP> <GENOWNER>

Funny_Day f v Villeroy_and_Boch

 

(b) Semantic dependency graph for The design (is|’s)
based on Villeroy and Boch’s Funny Day series.

be<TENSE>pres,<MOOD>dcl e 

<ARG> <PROP>

based_on <DET>the,<NUM>sgdesign d p 

<SOURCE> 
<ARTIFACT>

collection|series(<DET>the)?,<NUM>sg c 

<HASPROP> <GENOWNER>

Funny_Day f v Villeroy_and_Boch

<CREATOR>

 

(c) Disjunctive semantic dependency graph covering (a)-
(b), i.e. The design (is|’s) based on (the Funny Day
(collection|series) by Villeroy and Boch | Villeroy and
Boch’s Funny Day (collection|series)).

Figure 1: Example semantic dependency graphs
from the COMIC dialogue system.

@e(be ∧ 〈TENSE〉pres ∧ 〈MOOD〉dcl ∧
〈ARG〉(d ∧ design ∧ 〈DET〉the ∧ 〈NUM〉sg) ∧
〈PROP〉(p ∧ based on ∧

〈ARTIFACT〉d ∧
〈SOURCE〉(c ∧ collection ∧ 〈DET〉the ∧ 〈NUM〉sg ∧

〈HASPROP〉(f ∧ Funny Day) ∧
〈CREATOR〉(v ∧ V&B))))

(a)
...

@e(be ∧ 〈TENSE〉pres ∧ 〈MOOD〉dcl ∧
〈ARG〉(d ∧ design ∧ 〈DET〉the ∧ 〈NUM〉sg) ∧
〈PROP〉(p ∧ based on ∧

〈ARTIFACT〉d ∧
〈SOURCE〉(c ∧ 〈NUM〉sg ∧ (〈DET〉the)? ∧

(collection ∨ series) ∧
〈HASPROP〉(f ∧ Funny Day) ∧
(〈CREATOR〉v ∨ 〈GENOWNER〉v ))))

∧ @v(Villeroy and Boch)

(c)

Figure 2: HLDS for examples in Figure 1.

2 Disjunctive Logical Forms

As an illustration of disjunctive logical forms,
consider the semantic dependency graphs in Fig-
ure 1, which are taken from the COMIC1 mul-
timodal dialogue system.2 Graphs such as these
constitute the input to the OpenCCG realizer.
Each node has a lexical predication (e.g. design)
and a set of semantic features (e.g. 〈NUM〉sg);
nodes are connected via dependency relations (e.g.
〈ARTIFACT〉).

Given the lexical categories in the COMIC
grammar, the graphs in Figure 1(a) and (b) fully
specify their respective realizations, with the ex-
ception of the choice of the full or contracted
form of the copula. To generalize over these al-
ternatives, the disjunctive graph in (c) may be
employed. This graph allows a free choice be-
tween the domain synonyms collection and se-
ries, as indicated by the vertical bar between
their respective predications. The graph also al-
lows a free choice between the 〈CREATOR〉 and
〈GENOWNER〉 relations—lexicalized via by and
the possessive, respectively—connecting the head
c (collection or series) with the dependent v (for

1http://www.hcrc.ed.ac.uk/comic/
2To simplify the exposition, the features specifying infor-

mation structure and deictic gestures have been omitted, as
have the semantic sorts of the discourse referents.

Figure 1: Two similar logical forms from the COMIC
system as semantic dependency graphs, together with a
disjunctive logical form representing their combination
as a packed semantic dependency graph.
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(Baldridge and Kruijff, 2002; White, 2006b), or
HLDS—constitute the input to the OpenCCG re-
alizer.3 This graph allows a free choice between
the domain synonyms collection and series, as in-
dicated by the vertical bar between their respec-
tive predications. The graph also allows a free
choice between the 〈CREATOR〉 and 〈GENOWNER〉
relations—lexicalized via by and the possessive,
respectively—connecting the head c (collection or
series) with the dependent v (for Villeroy and Boch);
this choice is indicated by an arc between the two
dependency relations. Finally, the determiner fea-
ture (〈DET〉the) on c is indicated as optional, via the
question mark. Note that as an alternative, the deter-
miner feature could have been included in the dis-
junction with the 〈CREATOR〉 relation (though this
would have been harder to show graphically); how-
ever, it is not necessary to do so, as constraints in the
lexicalized grammar will ensure that the determiner
is not generated together with the possessive.

3 Constructing DLFs from Aligned
Paraphrases

To develop our approach, we use the gold-standard
alignments in Cohn et al.’s (2008) paraphrase cor-
pus. This corpus is constructed from three monolin-
gual sentence-aligned paraphrase subcorpora from
differing text genres, with word-level alignments
provided by two human annotators. We parse each
corpus sentence pair using the OpenCCG parser to
yield a logical form (LF) as a semantic dependency
graph with the gold-standard alignments projected
onto the LF pair. Disjunctive LFs are then con-
structed by inspecting the graph structure of each LF
in comparison with the other. Here, an alignment is
represented simply as a pair 〈n1, n2〉 where n1 is a
node in the first LF and n2 a node in the second LF.
As Cohn et al.’s corpus contains some block align-
ments, there are cases where a single node is aligned

3To be precise, the HLDS logical forms are descriptions of
semantic dependency graphs, which in turn can be interpreted
model theoretically via translation to Discourse Representation
Theory (Kamp and Reyle, 1993), as White (2006b) explains. A
disjunctive logical form is thus a description of a set of seman-
tic dependency graphs. (As the LFs derived using CCGbank
grammars do not represent quantifier scope properly, it would
be more accurate to call them quasi-LFs; as this issue does not
appear to impact the realization or DLF creation algorithms,
however, we have employed the simpler term.)

to multiple nodes in the other sentence of the para-
phrase.

A semantic dependency is represented as graph
G = 〈N, E〉, where N = nodes(G) is the set of
nodes in G and E = edges(G) is the set of edges
in G. An edge e is a labeled dependency between
nodes, with source(e) denoting the source node,
target(e) the target node, and label(e) the relation
e represents. For n, n′ ∈ nodes(G) members of the
set of nodes for some graph G, n′ ∈ parents(n) if
and only if there is an edge e ∈ edges(G) with n′ =
source(e) and n = target(e). The set ancestors(n)
models the transitive closure of the ‘parent-of’ re-
lation: a ∈ ancestors(n) if and only if there is
some p ∈ parents(n) such that either a = p or
a ∈ ancestors(p). Nodes in a graph additionally
bear associated predicates and semantic features that
are derived during the parsing process.

3.1 The Algorithm

As a preprocessing step, we first characterize the dif-
ference between two LFs as a set of edit operations
via MAKEEDITS(g1, g2, alignments), as detailed
in Algorithm 1. An insert results when the second
graph contains an unaligned subgraph. Similarly, an
unaligned subgraph in the first LF is characterized
by a delete operation. For both inserts and deletes,
only the head of the inserted or deleted subgraph is
represented as an edit in order to reflect the fact that
these operations can encompass entire subgraphs. A
substitution occurs when a subgraph in the first LF
is aligned to one or more subgraphs in the second LF.
The case where subgraphs are block aligned corre-
sponds to a multi-word phrasal substitution (for ex-
ample, the substitution of Goldman for The US in-
vestment bank in paraphrase (2), below). The DLF
generation process is then driven by these edit oper-
ations.

DLFs are created for each sentence by DIS-
JUNCTIVIZE(g1, g2, alignments) and DISJUNC-
TIVIZE(g2, g1, alignments), respectively, where
g1 is the first sentence’s LF and g2 the LF of the
second (see Algorithm 2). The DLF construction
process takes as inputs a pair of dependency graphs
〈g1, g2〉 and a set of word-level alignments from
Cohn et al.’s (2008) paraphrase corpus projected
onto the graphs. This process creates a DLF by
merging or making optional material from the sec-
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Algorithm 1 Preprocesses a pair of aligned LFs representing a paraphrase into edit operations.
1: procedure MAKEEDITS(g1, g2, alignments)
2: for all i ∈ {n ∈ nodes(g2) | ¬∃x.〈x, n〉 ∈ alignments} do . inserts
3: if ¬∃p.p ∈ parents(i) ∧ ¬∃x.〈x, p〉 ∈ alignments then
4: insert(i)

5: for all d ∈ {n ∈ nodes(g1) | ¬∃y.〈n, y〉 ∈ alignments} do . deletes
6: if ¬∃p.p ∈ parents(d) ∧ ¬∃y.〈p, y〉 ∈ alignments then
7: delete(d)

8: for all s ∈ nodes(g1) do . substitutions
9: if ∃y.〈s, y〉 ∈ alignments ∧ ¬∃z.z ∈ parents(y) ∧ 〈s, z〉 ∈ alignments then

10: substitution(s, y)

Algorithm 2 Constructs a disjunctive LF from an aligned paraphrase.
1: procedure DISJUNCTIVIZE(g1, g2, alignments)
2: MAKEEDITS(g1, g2, alignments)
3: for all i ∈ {n ∈ nodes(g2) | insert(n)} do
4: for all p ∈ {e ∈ edges(g2) | i = target(e)} do
5: for all 〈n1, n2〉 ∈ {〈x, y〉 ∈ alignments | y = source(p)} do
6: option(n1, p)

7: for all d ∈ {n ∈ nodes(g1) | delete(n)} do
8: for all p ∈ {e ∈ edges(g1) | d = target(e)} do
9: option(source(p), p)

10: for all s ∈ {n ∈ nodes(g1) | ∃y.substitution(n, y)} do
11: for all p ∈ parents(s) do
12: choice(p, {e ∈ edges(g2) | substitution(s, target(e)) ∧ 〈p, source(e)〉 ∈ alignments})
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ond LF into the first LF.
As Algorithm 2 describes, first the inserts (line 3)

and deletes (line 7) are handled. In the case of in-
serts, for each node i in the second LF that is the
head of an inserted subgraph, we find every n2 that
is the source of an edge p whose target is i. The
edge p is added as an option for each node n1 in the
first LF that is aligned to n2. The process for deletes
is similar, modulo direction reversal. We find every
edge p whose target is d, where d is the head of an
unaligned subgraph in the first sentence, and make p
an option for the parent node source(p). With both
inserts and deletes, the intuitive idea is that an un-
aligned subgraph should be treated as an optional
dependency from its parent.

The following corpus sentence pair demonstrates
the handling of inserts/deletes:

(1) a. Justices said that the constitution allows
the government to administer drugs only
in limited circumstances.

b. In a 6-3 ruling, the justices said such
anti-psychotic drugs can be used only in
limited circumstances.

In the DLF constructed for (1a), the node represent-
ing the word drugs has two alternate children that
are not present in the first sentence itself (i.e., are in-
serted), such and anti-psychotic, both of which are in
the modifier relation to drugs. This happens because
drugs is aligned to the word drugs in (1b), which has
the modifier child nodes. The second sentence also
contains the insertion In a 6-3 ruling. This entire
subgraph is represented as an optional modifier of
said. Finally, the determiner the is inserted before
justices in the second sentence. This determiner is
also represented as an optional edge from justices.
Figure 2 shows the portion of the DLF reflecting the
optional modifier In a 6-3 ruling and optional deter-
miner the.

For substitutions (line 10), we consider each
subgraph-heading node s in the first LF that is sub-
stituted for some node y in the second LF that is
also a subgraph head. Then for each parent p of s,
the choices for p are contained in the set of edges
whose source is aligned to p and whose target is a
substitution for s. The intuition is that for each node
p in the first LF with an aligned subgraph c, there is a
disjunction between c and the child subgraphs of the

e say〈TENSE〉past

iin

rruling

aa x 6-3

j justices

t the

〈MOD〉

〈ARG1〉

〈DET〉

〈MOD〉

〈ARG0〉

〈DET〉

Figure 2: Disjunctive LF subgraph for the alternation (In
a 6-3 ruling)? (the)? justices said . . . in paraphrase (1).
The dotted lines represent optional edges, and some se-
mantic features are suppressed for readability.

node that p is aligned to in the second LF. For effi-
ciency, in the special case of substitutions involving
single nodes rather than entire subgraphs, only the
semantic predicates are disjoined.4

To demonstrate, consider the following corpus
sentence pair involving a phrasal substitution:

(2) a. The US investment bank said: we be-
lieve the long-term prospects for the en-
ergy sector in the UK remain attractive.

b. We believe the long-term prospects for
the energy sector in the UK remain at-
tractive, Goldman said.

In this paraphrase, the subtree The US investment
bank in (2a) is aligned to the single word Gold-
man in (2b), but their predicates are obviously differ-
ent. The constructed DLF contains a choice between
Goldman and The US investment bank as the subject
of said. Figure 3 illustrates the relevant subgraph of
the DLF constructed from the Goldman paraphrase
with a choice between subjects (〈ARG0〉). This dis-
junction arises because said in the first sentence is
aligned to said in the second, and The US investment
bank is the subject of said in the first while Gold-
man is its subject in the second. Note that, since
the substitution is a phrasal (block-aligned) one, the
constructed DLF forces a choice between Goldman
and the entire subgraph headed by bank, not between

4We leave certain more complex cases, e.g. multiple nodes
with aligned children, for future work.
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e say〈TENSE〉past

ggoldman b bank

tthe
u us

i inv.

〈ARG0〉 〈ARG0〉

〈DET〉

〈MOD〉

〈MOD〉

Figure 3: Disjunctive LF subgraph for the alternation
(Goldman | The US investment bank) said . . . in para-
phrase (2). The arc represents the two choice edges for
the 〈ARG0〉 relation from say. Certain semantic dependen-
cies are omitted, and the word investment is abbreviated
to save space.

Goldman and each of bank’s dependents (the, US,
and investment).

4 Discussion and Future Work

With a broad coverage grammar, we have found that
most of the realization alternatives in an n-best list
tend to reuse the same lexical choices, with the dif-
ferences mostly consisting of alternate word orders
or use of function words or punctuation. Accord-
ingly, in order to enhance the variety of word and
phrase choices in the n-best lists, we have taken
advantage of the API-level support for plugging in
custom pruning strategies and developed a custom
strategy that encourages lexical diversity. This strat-
egy groups realizations that share the same open
class stems into equivalence classes, where new
equivalence classes are favored over new alterna-
tives within the same equivalence class in filling up
the n-best list.

Using this lexical diversity pruning strategy, an
example of the paraphrases generated after DLF cre-
ation appears in Table 2. In the example, the girl
and brianna are successfully alternated, as are her
mother’s and the (bedroom). The example also in-
cludes a reasonable Heavy-NP shift, with into the
bedroom appearing before the NP list. Without the
lexical diversity pruning strategy, the phrase her
mother’s does not find its way into the n-best list.
The paraphrases also include a mistaken change in
tense from had to has and a mysterious inclusion of
including. Interestingly though, these mistakes fol-

low in the n-best list alternatives that are otherwise
the same, suggesting that a final pruning of the list
may make it possible to keep only generally good
paraphrases. (Note that the appositive 33 in the sec-
ond reference sentence also has been dropped, most
likely since the pruning strategy does not include
numbers in the set of content words at present.)

Although we have not yet formally evaluated the
paraphrases, we can already characterize some re-
curring errors. Named entities are an issue since
we have not incorporated a named entity recognizer;
thus, the realizer is apt to generate O. Charles Prince
instead of Charles O. Prince, for example. Worse,
medical examiner ’s spokeswoman ellen borakove
is realized both correctly and as medical examiner
’s ellen spokeswoman borakove. Naturally, there
are also paraphrasing errors that stem from parser
errors. Certainly with named entities, though per-
haps also with parser errors, we plan to investigate
whether we can take advantage of the word order in
the reference sentence in order to reduce the number
of mistakes. Here, we plan to investigate whether
a feature measuring similarity in word order to the
original can be balanced against the averaged per-
ceptron model score in a way that allows new para-
phrases to be generated while sticking to the orig-
inal order in cases of uncertainty. Initial experi-
ments with adding to the perceptron model score
an n-gram precision score (approximating BLEU)
with an appropriate weight indicate that realizations
including the correct word order in names such as
Charles O. Prince can be pushed to the top of the
n-best list, though it remains to be verified that the
weight for the similarity score can be adequately
tuned with held-out data. Incorporating a measure of
similarity to the original reference sentences into re-
alization ranking is a form of what Madnani (2010)
calls a self-paraphrase bias, though a different one
than his method of adjusting the probability mass as-
signed to the original.

In future work, we plan to evaluate the gener-
ated paraphrases both intrinsically and extrinsically
in combination with MT evaluation metrics. With
the intrinsic evaluation, we expect to examine the
impact of parser and alignment errors on the para-
phrases, and the extent to which these can be miti-
gated by a self-paraphrase bias, along with the im-
pact of the lexical diversity pruning strategy on the

80



Reference 1 lee said brianna had dragged food , toys and other things into the bedroom .
Realizations lee said the girl had dragged food , toys and other things into the bedroom .

lee said brianna had dragged food , toys and other things into the bedroom .
lee said , the girl had dragged [into the bedroom] food , toys and other things .
lee said the girl has dragged into the bedroom food , toys and other things .
lee said , brianna had dragged into the bedroom food , toys and other things .
lee said the girl had dragged food , toys and other things into her mother ’s bedroom .
lee said , the girl had dragged into her mother ’s bedroom food , toys and other things .
lee said brianna had dragged food , toys and other things into her mother ’s bedroom .
lee said the girl had dragged food , toys and other things into including the bedroom .
lee said , brianna had dragged into her mother ’s bedroom food , toys and other things .

Reference 2 lee , 33 , said the girl had dragged the food , toys and other things into her mother ’s bedroom .
Realizations lee said the girl had dragged [into the bedroom] the food , toys and other things .

lee said , the girl had dragged into the bedroom the food , toys and other things .
lee said the girl has dragged into the bedroom the food , toys and other things .
lee said brianna had dragged the food , toys and other things into the bedroom .
lee said , brianna had dragged into the bedroom the food , toys and other things .
lee said the girl had dragged the food , toys and other things into her mother ’s bedroom .
lee said brianna had dragged into her mother ’s bedroom the food , toys and other things .
lee said , the girl had dragged into her mother ’s bedroom the food , toys and other things .
lee said brianna had dragged the food , toys and other things into her mother ’s bedroom .
lee said the girl had dragged the food , toys and other things into including the bedroom .

Table 2: Example n-best realizations starting from each reference sentence. Alternative phrasings from the other
member of the pair are shown in italics the first time, and alternative phrase locations are shown in square brackets.
Mistakes are underlined, and suppressed after the first occurrence in the list.

number of acceptable paraphrases in the n-best list.

With the extrinsic evaluation, we plan to investi-
gate whether n-best paraphrase generation using the
methods described here can be used to augment a
set of reference translations in such a way as to in-
crease the correlation of automatic metrics with hu-
man judgments. As Madnani observes, generated
paraphrases of reference translations may be either
untargeted or targeted to specific MT hypotheses.
In the case of targeted paraphrases, the generated
paraphrases then approximate the process by which
automatic translations are evaluated using HTER
(Snover et al., 2006), with a human in the loop, as
the closest acceptable paraphrase of a reference sen-
tence should correspond to the version of the MT
hypothesis with minimal changes to make it accept-
able. While in principle we might similarly acquire
paraphrase rules using the pivot method, as in Mad-
nani’s approach, such rules would be quite noisy, as
it is a difficult problem to characterize the contexts
in which words or phrases can be acceptably substi-
tuted. Thus, our immediate focus will be on gen-
erating synthetic references with high precision, re-

lying on grammatical alternations plus contextually
acceptable alternatives present in multiple reference
translations, given that metrics such as METEOR
(Banerjee and Lavie, 2005) and TERp (Snover et al.,
2010) can now employ paraphrase matching as part
of their scoring, complementing what can be done
with our methods. To the extent that we can main-
tain high precision in generating synthetic reference
sentences, we may expect the correlations between
automatic metric scores and human judgments to
improve as the task of the metrics becomes simpler.
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Abstract

We present a substitution-only approach to
sentence compression which “tightens” a sen-
tence by reducing its character length. Replac-
ing phrases with shorter paraphrases yields
paraphrastic compressions as short as 60% of
the original length. In support of this task,
we introduce a novel technique for re-ranking
paraphrases extracted from bilingual corpora.
At high compression rates1 paraphrastic com-
pressions outperform a state-of-the-art dele-
tion model in an oracle experiment. For fur-
ther compression, deleting from oracle para-
phrastic compressions preserves more mean-
ing than deletion alone. In either setting, para-
phrastic compression shows promise for sur-
passing deletion-only methods.

1 Introduction

Sentence compression is the process of shortening a
sentence while preserving the most important infor-
mation. Because it was developed in support of ex-
tractive summarization (Knight and Marcu, 2000),
much of the previous work considers deletion-based
models, which extract a subset of words from a long
sentence to create a shorter sentence such that mean-
ing and grammar are maximally preserved. This
framework imposes strict constraints on the task and
does not accurately model human-written compres-
sions, which tend to be abstractive rather than ex-
tractive (Marsi et al., 2010). This is one sense in
which paraphrastic compression can improve exist-
ing compression methodologies.

1Compression rate is defined as the compression length over
original length, so lower values indicate shorter sentences.

We distinguish two non-identical notions of sen-
tence compression: making a sentence substantially
shorter versus “tightening” a sentence by remov-
ing unnecessary verbiage. We propose a method to
tighten sentences with just substitution and no dele-
tion operations. Using paraphrases extracted from
bilingual text and re-ranked on monolingual data,
our system selects the set of paraphrases that min-
imizes the character length of a sentence.

While not currently the standard, character-based
lengths have been considered before in compres-
sion, and we believe that it is relevant for current
and future applications. Character lengths have been
used for document summarization (DUC 2004, Over
and Yen (2004)), summarizing for mobile devices
(Corston-Oliver, 2001), and subtitling (Glickman et
al., 2006). Although in the past strict word limits
have been imposed for various documents, informa-
tion transmitted electronically is often limited by the
number of bytes, which directly relates to the num-
ber of characters. Mobile devices, SMS messages,
and microblogging sites such as Twitter are increas-
ingly important for quickly spreading information.
In this context, it is important to consider character-
based constraints.

We examine whether paraphrastic compression
allows more information to be conveyed in the same
number of characters as deletion-only compressions.
For example, the length constraint of Twitter posts or
tweets is 140 characters, and many article lead sen-
tences exceed this limit. A paraphrase substitution
oracle compresses the sentence in the table below to
76% of its original length (162 to 123 characters; the
first is the original). The compressed tweet is 140
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characters, including spaces 17-character shortened
link to the original article.2

Congressional leaders reached a last-gasp agreement
Friday to avert a shutdown of the federal government,
after days of haggling and tense hours of brinksman-
ship.
Congress made a final agreement Fri. to avoid govern-
ment shutdown, after days of haggling and tense hours
of brinkmanship. on.wsj.com/h8N7n1

In contrast, using deletion to compress to the same
length may not be as expressive:

Congressional leaders reached agreement Friday to
avert a shutdown of federal government, after haggling
and tense hours. on.wsj.com/h8N7n1

This work presents a model that makes paraphrase
choices to minimize the character length of a sen-
tence. An oracle paraphrase-substitution experiment
shows that human judges rate paraphrastic compres-
sions higher than deletion-based compressions. To
achieve further compression, we shortened the or-
acle compressions using a deletion model to yield
compressions 80% of the original sentence length
and compared these to compressions generated us-
ing just deletions. Manual evaluation found that
the oracle-then-deletion compressions to preserve
more meaning than deletion-only compressions at
uniform compression rates.

2 Related work

Most of the previous research on sentence compres-
sion focuses on deletion using syntactic informa-
tion, (e.g., Galley and McKeown (2007), Knight
and Marcu (2002), Nomoto (2009), Galanis and An-
droutsopoulos (2010), Filippova and Strube (2008),
McDonald (2006), Yamangil and Shieber (2010),
Cohn and Lapata (2008), Cohn and Lapata (2009),
Turner and Charniak (2005)). Woodsend et al.
(2010) incorporate paraphrase rules into a deletion
model. Previous work in subtitling has made one-
word substitutions to decrease character length at
high compression rates (Glickman et al., 2006).
More recent approaches in steganography have used
paraphrase substitution to encode information in text
but focus on grammaticality, not meaning preserva-
tion (Chang and Clark, 2010). Zhao et al. (2009) ap-
plied an adaptable paraphrasing pipeline to sentence

2Taken from the main page of http://wsj.com, April 9, 2011.

compression, optimizing for F-measure over a man-
ually annotated set of gold standard paraphrases.

Sentence compression has been considered be-
fore in contexts outside of summarization, such as
headline, title, and subtitle generation (Dorr et al.,
2003; Vandeghinste and Pan, 2004; Marsi et al.,
2009). Corston-Oliver (2001) deleted characters
from words to shorten the character length of sen-
tences. To our knowledge character-based compres-
sion has not been examined before with the surging
popularity and utility of Twitter.

3 Sentence Tightening

The distinction between tightening and compression
can be illustrated by considering how much space
needs to be preserved. In the case of microblogging,
often a sentence has just a few too many characters
and needs to be “tightened”. On the other hand, if a
sentence is much longer than a desired length, more
drastic compression is necessary. The first subtask
is relevant in any context with strict word or charac-
ter limits. Some sentences may not be compressible
beyond a certain limit. For example, we found that
near 10% of the compressions generated by Clarke
and Lapata (2008) were identical to the original sen-
tence. In situations where the sentence must meet
a minimum length, tightening can be used to meet
these requirements.

Multi-reference translations provide an instance
of the natural length variation of human-generated
sentences. These translations represent different
ways to express the foreign same sentence, so there
should be no meaning lost between the different ref-
erence translations. The character-based length of
different translations of a given sentence varies on
average by 80% when compared to the shortest sen-
tence in a set.3 This provides evidence that sen-
tences can be tightened to some extent without los-
ing any meaning.

Through the lens of sentence tightening, we con-
sider whether paraphrase substitutions alone can
yield compressions competitive with a deletion at
the same length. A character-based compression
rate is crucial in this framework, as two compres-

3This value will vary by collection and with the number of
references: for example, the NIST05 Arabic reference set has a
mean compression rate of 0.92 with 4 references per set.
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sions having the same character-based compres-
sion rate may have different word-based compres-
sion rates. The advantage of a character-based sub-
stitution model is in choosing shorter words when
possible, freeing space for more content words. Go-
ing by word length alone would exclude the many
paraphrases with fewer characters than the original
phrase and the same number of words (or more).

3.1 Paraphrase Acquisition
To generate paraphrases for use in our experiments,
we took the approach described by Bannard and
Callison-Burch (2005), which extracts paraphrases
from bilingual parallel corpora. Figure 1 illustrates
the process. A phrase to be paraphrased, like thrown
into jail, is found in a German-English parallel cor-
pus. The corresponding foreign phrase (festgenom-
men) is identified using word alignment and phrase
extraction techniques from phrase-based statistical
machine translation (Koehn et al., 2003). Other oc-
currences of the foreign phrase in the parallel corpus
may align to another English phrase like jailed. Fol-
lowing Bannard and Callison-Burch, we treated any
English phrases that share a common foreign phrase
as potential paraphrases of each other.

As the original phrase occurs several times and
aligns with many different foreign phrases, each of
these may align to a variety of other English para-
phrases. Thus, thrown into jail not only paraphrases
as jailed, but also as arrested, detained, impris-
oned, incarcerated, locked up, taken into custody,
and thrown into prison . Moreover, because the
method relies on noisy and potentially inaccurate
word alignments, it is prone to generate many bad
paraphrases, such as maltreated, thrown, cases, cus-
tody, arrest, owners, and protection.

To rank candidates, Bannard and Callison-Burch
defined the paraphrase probability p(e2|e1) based
on the translation model probabilities p(e|f) and
p(f |e) from statistical machine translation. Follow-
ing Callison-Burch (2008), we refine selection by re-
quiring both the original phrase and paraphrase to
be of the same syntactic type, which leads to more
grammatical paraphrases.

Although many excellent paraphrases are ex-
tracted from parallel corpora, many others are un-
suitable and the translation score does not always
accurately distinguish the two. Therefore, we re-

Paraphrase Monlingual Bilingual
study in detail 1.00 0.70

scrutinise 0.94 0.08
consider 0.90 0.20

keep 0.83 0.03
learn 0.57 0.10
study 0.42 0.07

studied 0.28 0.01
studying it in detail 0.16 0.05

undertook 0.06 0.06

Table 1: Candidate paraphrases for study in detail with
corresponding approximate cosine similarity (Monolin-
gual) and translation model (Bilingual) scores.

ranked our candidates based on monolingual distri-
butional similarity, employing the method described
by Van Durme and Lall (2010) to derive approxi-
mate cosine similarity scores over feature counts us-
ing single token, independent left and right contexts.
Features were computed from the web-scale n-gram
collection of Lin et al. (2010). As 5-grams are the
highest order of n-gram in this collection, the al-
lowable set of paraphrases have at most four words
(which allows at least one word of context).

To our knowledge this is the first time such tech-
niques have been used in combination in order to
derive higher quality paraphrase candidates. See Ta-
ble 1 for an example.

The monolingual-filtering technique we describe
is by no means limited to paraphrases extracted from
bilingual corpora. It could be applied to other data-
driven paraphrasing techniques (see Madnani and
Dorr (2010) for a survey). Although it is particularly
well suited to the bilingual extracted corpora, since
the information that it adds is orthogonal to that
model, it would presumably add less to paraphras-
ing techniques that already take advantage of mono-
lingual distributional similarity (Pereira et al., 1993;
Lin and Pantel, 2001; Barzilay and Lee, 2003).

In order to evaluate the paraphrase candidates
and scoring techniques, we randomly selected 1,000
paraphrase sets where the source phrase was present
in the corpus described in Clarke and Lapata (2008).
For each phrase and set of candidate paraphrases, we
extracted all of the contexts from the corpus in which
the source phrase appeared. Human judges were
presented each sentence with the original phrase and
the same sentences with each paraphrase candidate
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... letzteWoche wurden in Irland fünf Landwirte festgenommen , weil sie verhindern wollten

... last week five farmers were thrown into jail in Ireland because they resisted ...

...

Zahlreiche Journalisten sind verschwunden oder wurden festgenommen , gefoltert und getötet .

Quite a few journalists have disappeared or have been imprisoned , tortured and killed .

Figure 1: Using a bilingual parallel corpus to extract paraphrases.

substituted in. Each paraphrase substitution was
graded based on the extent to which it preserved
the meaning and affected the grammaticality of the
sentence. While both the bilingual translation score
and monolingual cosine similarity positively corre-
lated with human judgments, the monolingual score
proved a stronger predictor of quality in both dimen-
sions. Using Kendall’s tau correlation coefficient,
the agreement between the ranking imposed by the
monolingual score and human ratings surpassed that
of the original ranking as derived during the bilin-
gual extraction, for both meaning and grammar.4 In
our substitution framework, we ignore the transla-
tion probabilities and use only the approximate co-
sine similarity in the paraphrase decision task.

4 Framework for Sentence Tightening

Our sentence tightening approach uses a dynamic
programming strategy to find the combination of
non-overlapping paraphrases that minimizes a sen-
tence’s character length. The threshold of the mono-
lingual score for paraphrases can be varied to widen
or narrow the search space, which may be further in-
creased by considering any lexical paraphrases not
subject to syntactic constraints. Sentences with a
compression rate as low as 0.6 can be generated
without thresholding the paraphrase scores. Because
the system can generate multiple paraphrased sen-
tences of equal length, we apply two layers of filter-
ing to generate a single output. First we calculate a
word-overlap score between the original and candi-
date sentences to favor compressions similar to the
original sentence; then, from among the sentences

4For meaning and grammar respectively, τ = 0.28 and 0.31
for monolingual scores and 0.19 and 0.15 for bilingual scores.

with the highest word overlap, we select the com-
pression with the best language model score.

Higher paraphrase thresholds guarantee more ap-
propriate paraphrases but yield longer compressions.
Using a cosine-similarity threshold of 0.95, the av-
erage compression rate is 0.968, which is consider-
ably longer than the compressions using no thresh-
old (0.60). In these experiments we did not syntac-
tically constrain paraphrases. However, we believe
that our monolingual refining of paraphrase sets im-
proves paraphrase selection and is a reasonable al-
ternative to using syntactic constraints.

In case judges favor compressions that have high
word overlap with the original sentence, we com-
pressed the longest sentence from each set of ref-
erence translations (Huang et al., 2002) and ran-
domly chose a sentence from the set of reference
translations to use as the standard for comparison.
Paraphrastic compressions were generated at cosine-
similarity thresholds ranging from 0.60 to 0.95.
We implemented a state-of-the-art deletion model
(Clarke and Lapata, 2008) to generate deletion-only
compressions. We fixed the compression length
to ±5 characters of the length of each paraphras-
tic compression, in order to isolate the compression
quality from the effect of compression rate (Napoles
et al., 2011). Manual evaluation used Amazon’s
Mechanical Turk with three-way redundancy and
positive and negative controls to filter bad workers.
Meaning and grammar judgments were collected us-
ing two 5-point scales (5 being the highest score).

5 Evaluation

The initial results of our substitution system show
room for improvement in future work (Table 2). We
believe this is due to erroneous paraphrase substi-
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System Grammar Meaning CompR Cos.
Substitution 3.8 3.7 0.97 0.95

Deletion 4.1 4.0 0.97 -
Substitution 3.4 3.2 0.89 0.85

Deletion 4.0 3.8 0.89 -
Substitution 3.1 3.0 0.85 0.75

Deletion 3.9 3.7 0.85 -
Substitution 2.9 2.9 0.82 0.65

Deletion 3.8 3.5 0.82 -

Table 2: Mean ratings of compressions using just deletion
or substitution at different paraphrase thresholds (Cos.).
Deletion performed better in all settings.

tutions, since phrases with the same syntactic cate-
gory and distributional similarity are not necessarily
semantically identical. Illustrative examples include
WTO for United Nations and east or west for south.
Because the quality of the multi-reference transla-
tions is not uniformly high, for the following exper-
iment we used a dataset of English newspaper arti-
cles.

To control against these errors and test the viabil-
ity of a substitution-only approach, we generated all
possible paraphrase substitutions above a threshold
of 0.80 within a set of 20 randomly chosen sentences
from the written corpus of Clarke and Lapata (2008).
We solicited humans to make a ternary decision of
whether a paraphrase was acceptable in the context
(good, bad, or not sure). We applied our model to
generate compressions using only paraphrase substi-
tutions on which all three annotators agreed that the
paraphrase was good. The oracle generated com-
pressions with an average compression rate of 0.90.

On the same set of original sentences, we used
the deletion model to generate compressions con-
strained to ±5 characters of the length of the ora-
cle compression. Next, we examined whether apply-
ing the deletion model to paraphrastic compressions
would improve compression quality. In manual eval-
uation along the dimensions of grammar and mean-
ing, both the oracle compressions and oracle-plus-
deletion compressions outperformed the deletion-
only compressions at uniform lengths (Table 3)5.
These results suggest that improvements in para-
phrase acquisition will make our system competitive
with deletion-only models.

5Paraphrastic compressions were rated significantly higher
for meaning, p < 0.05

Model Grammar Meaning CompR
Oracle 4.1 4.3 0.90

Deletion 4.0 4.1 0.90
Gold 4.3 3.8 0.75

Oracle+deletion 3.4 3.7 0.80
Deletion 3.2 3.4 0.80

Table 3: Mean ratings of compressions generated by a
substitution oracle, deletion only, deletion on the oracle
compression, and the gold standard. Being able to choose
the best paraphrases would enable our substitution model
to outperform the deletion model.

6 Conclusion

This work shows promise for the use of only sub-
stitution in the task of sentence tightening. There
are myriad possible extensions and improvements
to this method, most notably richer features be-
yond paraphrase length. We do not currently use
syntactic information in our paraphrastic compres-
sion model because it places limits on the number
of paraphrases available for a sentence and thereby
limits the possible compression rate. The current
method for paraphrase extraction does not include
certain types of rewriting, such as passivization, and
should be extended to incorporate even more short-
ening paraphrases. Future work can directly apply
these methods to Twitter and extract additional para-
phrases and abbreviations from Twitter and/or SMS
data. Our substitution approach can be improved by
applying more sophisticated techniques to choosing
the best candidate compression, or by framing it as
an optimization problem over more than just mini-
mal length. Overall, we find these results to be en-
couraging for the possibility of sentence compres-
sion without deletion.
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Abstract

This work surveys existing evaluation
methodologies for the task of sentence
compression, identifies their shortcomings,
and proposes alternatives. In particular,
we examine the problems of evaluating
paraphrastic compression and comparing the
output of different models. We demonstrate
that compression rate is a strong predictor
of compression quality and that perceived
improvement over other models is often a side
effect of producing longer output.

1 Introduction

Sentence compression is the natural language gen-
eration (NLG) task of automatically shortening sen-
tences. Because good compressions should be gram-
matical and retain important meaning, they must be
evaluated along these two dimensions. Evaluation is
a difficult problem for NLG, and many of the prob-
lems identified in this work are relevant for other
generation tasks. Shared tasks are popular in many
areas as a way to compare system performance in an
unbiased manner. Unlike other tasks, such as ma-
chine translation, there is no shared-task evaluation
for compression, even though some compression
systems are indirectly evaluated as a part of DUC.
The benefits of shared-task evaluation have been dis-
cussed before (e.g., Belz and Kilgarriff (2006) and
Reiter and Belz (2006)), and they include compar-
ing systems fairly under the same conditions.

One difficulty in evaluating compression systems
fairly is that an unbiased automatic metric is hard

to define. Automatic evaluation relies on a com-
parison to a single gold standard at a predetermined
length, which greatly limits the types of compres-
sions that can be fairly judged. As we will discuss
in Section 2.1.1, automatic evaluation assumes that
deletions are independent, considers only a single
gold standard, and cannot handle compressions with
paraphrasing. Like for most areas in NLG, human
evaluation is preferable. However, as we discuss in
Section 2.2, there are some subtleties to appropri-
ate experiment design, which can give misleading
results if not handled properly.

This work identifies the shortcomings of widely
practiced evaluation methodologies and proposes al-
ternatives. We report on the effect of compression
rate on perceived quality and suggest ways to control
for this dependency when evaluating across different
systems. In this work we:
• highlight the importance of comparing systems

with similar compression rates,
• argue that comparisons in many previous pub-

lications are invalid,
• provide suggestions for unbiased evaluation.

While many may find this discussion intuitive, these
points are not addressed in much of the existing re-
search, and therefore it is crucial to enumerate them
in order to improve the scientific validity of the task.

2 Current Practices

Because it was developed in support of extractive
summarization (Knight and Marcu, 2000), com-
pression has mostly been framed as a deletion task
(e.g., McDonald (2006), Galanis and Androutsopou-
los (2010), Clarke and Lapata (2008), and Galley
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Words Sentence
31 Kaczynski faces charges contained in a 10-count federal indictment naming him as the person responsible for trans-

porting bombs and bomb parts from Montana to California and mailing them to victims .
17 Kaczynski faces charges naming him responsible for transporting bombs to California and mailing them to victims .
18 Kaczynski faces charges naming him responsible for transporting bombs and bomb parts and mailing them to victims .
18 Kaczynski faces a 10-count federal indictment for transporting bombs and bomb parts and mailing them to victims .

Table 1: Three acceptable compressions of a sentence created by different annotators (the first is the original).

and McKeown (2007)). In this context, a compres-
sion is an extracted subset of words from a long
sentence. There are limited compression corpora
because, even when an aligned corpus exists, the
number of extractive sentence pairs will be few and
therefore gold-standard compressions must be man-
ually annotated. The most popular corpora are the
Ziff-Davis corpus (Knight and Marcu, 2000), which
contains a small set of 1067 extracted sentences
from article/abstract pairs, and the manually anno-
tated Clarke and Lapata (2008) corpus, consisting of
nearly 3000 sentences from news articles and broad-
cast news transcripts. These corpora contain one
gold standard for each sentence.

2.1 Automatic Techniques

One of the most widely used automatic metrics is the
F1 measure over grammatical relations of the gold-
standard compressions (Riezler et al., 2003). This
metric correlates significantly with human judg-
ments and is better than Simple String Accuracy
(Bangalore et al., 2000) for judging compression
quality (Clarke and Lapata, 2006). F1 has also been
used over unigrams (Martins and Smith, 2009) and
bigrams (Unno et al., 2006). Unno et al. (2006)
compared the F1 measures to BLEU scores (using
the gold standard as a single reference) over vary-
ing compression rates, and found that BLEU be-
haves similarly to both F1 measures. A syntactic
approach considers the alignment over parse trees
(Jing, 2000), and a similar technique has been used
with dependency trees to evaluate the quality of sen-
tence fusions (Marsi and Krahmer, 2005).

The only metric that has been shown to correlate
with human judgments is F1 (Clarke and Lapata,
2006), but even this is not entirely reliable. F1 over
grammatical relations also depends on parser accu-
racy and the type of dependency relations used.1

1For example, the RASP parser uses 16 grammatical depen-

2.1.1 Pitfalls of Automatic Evaluation
Automatic evaluation operates under three often

incorrect assumptions:

Deletions are independent. The dependency
structure of a sentence may be unaltered when de-
pendent words are not deleted as a unit. Examples
of words that should be treated as a single unit in-
clude negations and negative polarity items or cer-
tain multi-word phrases (such as deleting Latin and
leaving America). F1 treats all deletions equally,
when in fact errors of this type may dramatically al-
ter the meaning or the grammaticality of a sentence
and should be penalized more than less serious er-
rors, such as deleting an article.

The gold standard is the single best compres-
sion. Automatic evaluation considers a single
gold-standard compression. This ignores the pos-
sibility of different length compressions and equally
good compressions of the same length, where mul-
tiple non-overlapping deletions are acceptable. For
an example, see Table 1.

Having multiple gold standards would provide
references at different compression lengths and re-
flect different deletion choices (see Section 3). Since
no large corpus with multiple gold standards exists
to our knowledge, systems could instead report the
quality of compressions at several different com-
pression rates, as Nomoto (2008) did. Alternatively,
systems could evaluate compressions that are of a
similar length as the gold standard compression, to
fix a length for the purpose of evaluation. Output
length is controlled for evaluation in some other ar-
eas, notably DUC.

Systems compress by deletion and not substitu-
tion. More recent approaches to compression in-
troduce reordering and paraphrase operations (e.g.,

dencies (Briscoe, 2006) while there are over 50 Stanford De-
pendencies (de Marneffe and Manning, 2008).
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Cohn and Lapata (2008), Woodsend et al. (2010),
and Napoles et al. (2011)). For paraphrastic com-
pressions, manual evaluation alone reliably deter-
mines the compression quality. Because automatic
evaluation metrics compare shortened sentences to
extractive gold standards, they cannot be applied to
paraphrastic compression.

To apply automatic techniques to substitution-
based compression, one would need a gold-standard
set of paraphrastic compressions. These are rare.
Cohn and Lapata (2008) created an abstractive cor-
pus, which contains word reordering and paraphras-
ing in addition to deletion. Unfortunately, this cor-
pus is small (575 sentences) and only includes one
possible compression for each sentence.

Other alternatives include deriving such corpora
from existing corpora of multi-reference transla-
tions. The longest reference translation can be
paired with the shortest reference to represent a
long sentence and corresponding paraphrased gold-
standard compression.

Similar to machine translation or summarization,
automatic translation of paraphrastic compressions
would require multiple references to capture allow-
able variation, since there are often many equally
valid ways of compressing an input. ROUGE
or BLEU could be applied to a set of multiple-
reference compressions, although BLEU is not with-
out its own shortcomings (Callison-Burch et al.,
2006). One benefit of both ROUGE and BLEU is
that they are based on n-gram recall and precision
(respectively) instead of word-error rate, so reorder-
ing and word substitutions can be evaluated. Dorr et
al. (2003) used BLEU for evaluation in the context
of headline generation, which uses rewording and
is related to sentence compression. Alternatively,
manual evalation can be adapted from other NLG
domains, such as the techniques described in the fol-
lowing section.

2.2 Manual Evaluation
In order to determine semantic and syntactic suit-
ability, manual evaluation is preferable over au-
tomatic techniques whenever possible. The most
widely practiced manual evaluation methodology
was first used by Knight and Marcu (2002). Judges
grade each compressed sentence against the original
and make two separate decisions: how grammatical

is the compression and how much of the meaning
from the original sentence is preserved. Decisions
are rated along a 5-point scale (LDC, 2005).

Most compression systems consider sentences out
of context (a few exceptions exist, e.g., Daumé III
and Marcu (2002), Martins and Smith (2009), and
Lin (2003)). Contextual cues and discourse struc-
ture may not be a factor to consider if the sentences
are generated for use out of context. An example
of a context-aware approach considered the sum-
maries formed by shortened sentences and evalu-
ated the compression systems based on how well
people could answer questions about the original
document from the summaries (Clarke and Lapata,
2007). This technique has been used before for
evaluating summarization and text comprehension
(Mani et al., 2002; Morris et al., 1992).

2.2.1 Pitfalls of Manual Evaluation
Grammar judgments decrease when the compres-

sion is presented alongside the original sentence.
Figure 1 shows that the mean grammar rating for the
same compressions is on average about 0.3 points
higher when the compression is judged in isolation.
Researchers should be careful to state when gram-
mar is judged on compressions lacking reference
sentences.

Another factor is the group of judges. Obvi-
ously different studies will rely on different judges,
so whenever possible the sentences from an exist-
ing model should be re-evaluated alongside the new
model. The “McD” entries in Table 2 represent a set
of sentences generated from the exact same model
evaluated by two different sets of judges. The mean
grammar and meaning ratings in each evaluation
setup differ by 0.5–0.7 points.

3 Compression Rate Predicts Performance

The dominant assumption in compression research
is that the system makes the determination about the
optimal compression length. For this reason, com-
pression rates can vary drastically across systems. In
order to get unbiased evaluations, systems should be
compared only when they are compressing at similar
rates.

Compression rate is defined as:

# of tokens in compressed sentence
# of tokens in original sentence

× 100 (1)
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Figure 1: Compression rate strongly correlates with human judgments of meaning and grammaticality. Gold represents
gold-standard compression and Deletion the results of a leading deletion model. Gold.1 grammar judgments were
made alongside the original sentence and Gold.2 were made in isolation.

It seems intuitive that sentence quality diminishes
in relation to the compression rate. Each word
deleted increases the probability that errors are intro-
duced. To verify this notion, we generated compres-
sions at decreasing compression rates of 250 sen-
tences randomly chosen from the written corpus of
Clarke and Lapata (2008), generated by our imple-
mentation of a leading extractive compression sys-
tem (Clarke and Lapata, 2008). We collected hu-
man judgments using the 5-point scales of meaning
and grammar described above. Both quality judg-
ments decreased linearly with the compression rate
(see “Deletion” in Figure 1).

As this behavior could have been an artifact of
the particular model employed, we next developed
a unique gold-standard corpus for 50 sentences se-
lected at random from the same corpus described
above. The authors manually compressed each sen-
tence at compression rates ranging from less than
10 to 100. Using the same setup as before, we
collected human judgments of these gold standards
to determine an upper bound of perceived quality
at a wide range of compression rates. Figure 1
demonstrates that meaning and grammar ratings de-
cay more drastically at compression rates below 40
(see “Gold”). Analysis suggests that humans are of-
ten able to practice “creative deletion” to tighten a
sentence up to a certain point, before hitting a com-

pression barrier, shortening beyond which leads to
significant meaning and grammatically loss.

4 Mismatched Comparisons

We have observed that a difference in compression
rates as small as 5 percentage points can influence
the quality ratings by as much as 0.1 points and
conclude: systems must be compared using simi-
lar levels of compression. In particular, if system
A’s output is higher quality, but longer than system
B’s, then it is not necessarily the case that A is better
than B. Conversely, if B has results at least as good
as system A, one can claim that B is better, since B’s
output is shorter.

Here are some examples in the literature of mis-
matched comparisons:

• Nomoto (2009) concluded their system signif-
icantly outperformed that of Cohn and Lapata
(2008). However, the compression rate of their
system ranged from 45 to 74, while the com-
pression rate of Cohn and Lapata (2008) was
35. This claim is unverifiable without further
comparison.

• Clarke and Lapata (2007), when comparing
against McDonald (2006), reported signifi-
cantly better results at a 5-point higher com-
pression rate. At first glance, this does not
seem like a remarkable difference. However,
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Model Meaning Grammar CompR
C&L 3.83 3.66 64.1
McD 3.94 3.87 64.2
C&L 3.76∗ 3.53∗ 78.4∗

McD 3.50∗ 3.17∗ 68.5∗

Table 2: Mean quality ratings of two competing mod-
els once the compression rates have been standardized,
and as reported in the original work (denoted ∗). There
is no significant improvement, but the numerically better
model changes.

the study evaluated the quality of summaries
containing automatically shortened sentences.
The average document length in the test set was
20 sentences, and with approximately 24 words
per sentence, a typical 65.4% compressed doc-
ument would have 80 more words than a typical
60.1% McDonald compression. The aggregate
loss from 80 words can be considerable, which
suggests that this comparison is inconclusive.

We re-evaluated the model described in Clarke
and Lapata (2008) (henceforth C&L) against the
McDonald (2006) model with global constraints, but
fixed the compression rates to be equal. We ran-
domly selected 100 sentences from that same cor-
pus and generated compressions with the same com-
pression rate as the sentences generated by the Mc-
Donald model (McD), using our implementation of
C&L. Although not statistically significant, this new
evaluation reversed the polarity of the results re-
ported by Clarke and Lapata (Table 2). This again
stresses the importance of using similar compression
rates to draw accurate conclusions about different
models.

An example of unbiased evaluation is found in
Cohn and Lapata (2009). In this work, their model
achieved results significantly better than a compet-
ing system (McDonald, 2006). Recognizing that
their compression rate was about 15 percentage
points higher than the competing system, they fixed
the target compression rate to one similar to McDon-
ald’s output, and still found significantly better per-
formance using automatic measures. This work is
one of the few that controls their output length in
order to make an objective comparison (another ex-
ample is found in McDonald (2006)), and this type
of analysis should be emulated in the future.

5 Suggestions

Models should be tested on the same corpus, be-
cause different corpora will likely have different fea-
tures that make them easier or harder to compress. In
order to make non-vacuous comparisons of different
models, a system also needs to be constrained to pro-
duce the same length output as another system, or
report results at least as good for shorter compres-
sions. Using the multi-reference gold-standard col-
lection described in Section 3, relative performance
could be estimated through comparison to the gold-
standard curve. The reference set we have annotated
is yet small, but this is an area for future work based
on feedback from the community.2

Other methods for limiting quality disparities in-
troduced by the compression rate include fixing the
target length to that of the gold standard (e.g., Unno
et al. (2006)). Alternately, results for a system at
varying compression levels can be reported,3 allow-
ing for comparisons at similar lengths. This is a
practice to be emulated, if possible, because systems
that cannot control output length can make compar-
isons against the appropriate compression rate.

In conclusion, we have provided justification for
the following practices in evaluating compressions:

• Compare systems at similar compression rates.
• Provide results across multiple compression

rates when possible.
• Report that system A surpasses B iff: A and

B have the same compression rate and A does
better than B, or A produces shorter output than
B and A does at least as well B.

• New corpora for compression should have mul-
tiple gold standards for each sentence.
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