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Preface

Traditional approaches to the development and evaluation of Information Extraction (IE) systems have
relied on relatively small collections of up to a few hundred documents tagged with detailed semantic
annotations. While this paradigm has enabled rapid advances in IE technology, it remains constrained
by a dependence on annotated documents and does not make use of the information available in
large corpora. Alternative approaches, which make use of large text collections and inter-document
information, are now beginning to emerge – as evidenced by a parallel emergence of interest in learning
from unlabelled data in AI in general. For example, some systems learn extraction patterns by exploiting
information about their distribution across corpora; others exploit the redundancy of the Internet by
assuming that facts with multiple mentions are more reliable. These approaches require large amounts of
unannotated text, which is generally easy to obtain, and employ unsupervised or minimally supervised
learning algorithms, as well as related techniques such as co-training and active learning. These
alternative approaches are complementary to the established IE paradigm based on supervised training,
and are now forming a cohesive emergent trend in recent research. They constitute the focus of this
workshop.

There are several advantages to employing large text collections for IE. They provide enormous amounts
of training data, albeit mostly unannotated. Facts can be extracted from, or verified across, multiple
documents. Large text collections often contain vast amounts of redundancy in the form of multiple
references to or mentions of closely related facts. Redundancy can be exploited in the IE setting to
identify trends and patterns within the text, e.g., by means of Data Mining techniques.

For this workshop, we solicited papers presenting new, original work on learning extraction rules or
identifying facts across document boundaries while exploiting sizable amounts of unlabelled text in the
training stage, in the extraction stage, or both.

Eight papers were selected for inclusion in the workshop following a peer reviewing process. These
papers cover a wide range of topics in Information Extraction including traditional IE tasks such as
name tagging and relation extraction as well as other topics which are relevant to IE such as terminology
extraction, trend identification and lexical chains. The papers describe a number of techniques including
using the web as a data source and semi-supervised machine learning. We hope these will form the basis
of a productive workshop, and will stimulate further research into this area, which we believe is worth
pursuing.

Mary Elaine Califf
Mark A. Greenwood
Mark Stevenson
Roman Yangarber
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Abstract

The automatic extraction of trend informa-
tion from text documents such as news-
paper articles would be useful for explor-
ing and examining trends. To enable this,
we used data sets provided by a workshop
on multimodal summarization for trend in-
formation (the MuST Workshop) to con-
struct an automatic trend exploration sys-
tem. This system first extracts units, tem-
porals, and item expressions from news-
paper articles, then it extracts sets of ex-
pressions as trend information, and finally
it arranges the sets and displays them in
graphs. For example, when documents
concerning the politics are given, the sys-
tem extracts “%” and “Cabinet approval
rating” as a unit and an item expression in-
cluding temporal expressions. It next ex-
tracts values related to “%”. Finally, it
makes a graph where temporal expressions
are used for the horizontal axis and the
value of percentage is shown on the ver-
tical axis. This graph indicates the trend
of Cabinet approval rating and is useful
for investigating Cabinet approval rating.
Graphs are obviously easy to recognize
and useful for understanding information
described in documents. In experiments,
when we judged the extraction of a correct

graph as the top output to be correct, the
system accuracy was 0.2500 in evaluation
A and 0.3334 in evaluation B. (In evalua-
tion A, a graph where 75% or more of the
points were correct was judged to be cor-
rect; in evaluation B, a graph where 50%
or more of the points were correct was
judged to be correct.) When we judged
the extraction of a correct graph in the top
five outputs to be correct, accuracy rose to
0.4167 in evaluation A and 0.6250 in eval-
uation B. Our system is convenient and ef-
fective because it can output a graph that
includes trend information at these levels
of accuracy when given only a set of doc-
uments as input.

1 Introduction

We have studied ways to automatically extract
trend information from text documents, such as
newspaper articles, because such a capability will
be useful for exploring and examining trends. In
this work, we used data sets provided by a work-
shop on multimodal summarization for trend in-
formation (the MuST Workshop) to construct an
automatic trend exploration system. This system
firsts extract units, temporals, and item expres-
sions from newspaper articles, then it extract sets
of expressions as trend information, and finally it
arranges the sets and displays them in graphs. For
example, when documents concerning the politics
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are given, the system extracts “%” and “Cabinet
approval rating” as a unit and an item expression
including temporal expressions. It next extracts
values related to “%”. Finally, it makes a graph
where temporal expressions are used for the hor-
izontal axis and the value of percentage is shown
on the vertical axis. This graph indicates the trend
of Cabinet approval rating and is useful for inves-
tigating Cabinet approval rating. Graphs are obvi-
ously easy to recognize and useful for understand-
ing information described in documents.

2 The MuST Workshop

Kato et al. organized the workshop on multimodal
summarization for trend information (the MuST
Workshop) (Kato et al., 2005). In this work-
shop, participants were given data sets consisting
of newspaper documents (editions of the Mainichi
newspaper from 1998 and 1999 (Japanese docu-
ments)) that included trend information for vari-
ous domains. In the data, tags for important ex-
pressions (e.g. temporals, numerical expressions,
and item expressions) were tagged manually.1 The
20 topics of the data sets (e.g., the 1998 home-run
race to break the all-time Major League record,
the approval rating for the Japanese Cabinet, and
news on typhoons) were provided. Trend infor-
mation was defined as information regarding the
change in a value for a certain item. A change in
the number of home runs hit by a certain player or
a change in the approval rating for the Cabinet are
examples of trend information. In the workshop,
participants could freely use the data sets for any
study they chose to do.

3 System

3.1 Structure of the system

Our automatic trend exploration system consists
of the following components.

1. Component to extract important expressions

First, documents related to a certain topic are
given to the system, which then extracts im-
portant expressions that will be used to ex-
tract and merge trend information. The sys-
tem extracts item units, temporal units, and
item expressions as important expressions.

1We do not use manually provided tags for important ex-
pressions because our system automatically extracts impor-
tant expressions.

Here, important expressions are defined as
expressions that play important roles in a
given document set. Item expressions are de-
fined as expressions that are strongly related
to the content of a given document set.

1a. Component to extract important item
units
The system extracts item units that will
be used to extract and merge trend infor-
mation.
For example, when documents concern-
ing the home-run race are given, “hon”
or “gou” (the Japanese item units for the
number of home runs) such as in “54
hon” (54th home run) are extracted.

1b. Component to extract important tempo-
ral units
The system extracts temporal units that
will also be used to extract and merge
trend information.
For example, the system extracts tempo-
ral units such as “nichi” (day), “gatsu”
(month), and “nen” (year). In Japanese,
temporal units are used to express dates,
such as in “2006 nen, 3 gatsu, 27 nichi”
for March 27th, 2006.

1c. Component to extract important item
expressions
The system extracts item expressions
that will also be used to extract and
merge trend information.
For example, the system extracts expres-
sions that are objects for trend explo-
ration, such as “McGwire” and “Sosa”
as item expressions in the case of docu-
ments concerning the home-run race.

2. Component to extract trend information sets

The system identifies the locations in sen-
tences where a temporal unit, an item unit,
and an item expression that was extracted by
the component to extract important expres-
sions appear in similar sentences and extracts
sets of important expressions described by
the sentences as a trend information set. The
system also extracts numerical values appear-
ing with item units or temporal units, and
uses the connection of the numerical values
and the item units or temporal units as nu-
merical expressions or temporal expressions.
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For example, in the case of documents con-
cerning the home-run race, the system ex-
tracts a set consisting of “item expression:
McGwire”, “temporal expression: 11 day”
(the 11th), and “numerical expression: 47
gou” (47th home run) as a trend information
set.

3. Component to extract and display important
trend information sets

The system gathers the extracted trend infor-
mation sets and displays them as graphs or by
highlighting text displays.

For example, for documents concerning
the home-run race, the system displays as
graphs the extracted trend information sets
for “McGwire” . In these graphs, temporal
expressions are used for the horizontal axis
and the number of home runs is shown on the
vertical axis.

3.2 Component to extract important
expressions

The system extracts important expressions that
will be used to extract trend information sets. Im-
portant expressions belong to one of the following
categories.

• item units

• temporal units

• item expressions

We use ChaSen (Matsumoto et al., 1999), a
Japanese morphological analyzer, to extract ex-
pressions. Specifically, we use the parts of
speeches in the ChaSen outputs to extract the ex-
pressions.

The system extracts item units, temporal units,
and item expressions by using manually con-
structed rules using the parts of speeches. The
system extracts a sequence of nouns adjacent to
numerical values as item units. It then extracts
expressions from among the item units which in-
clude an expression regarding time or date (e.g.,
“year”, “month”, “day”, “hour”, or “second”) as
temporal units. The system extracts a sequence of
nouns as item expressions.

The system next extracts important item units,
temporal units, and item expressions that play im-
portant roles in the target documents.

The following three methods can be used to ex-
tract important expressions. The system uses one
of them. The system judges that an expression
producing a high value from the following equa-
tions is an important expression.

• Equation for the TF numerical term in Okapi
(Robertson et al., 1994)

Score =
∑

i∈Docs

TFi

TFi + li
∆

(1)

• Use of total word frequency

Score =
∑

i∈Docs

TFi (2)

• Use of total frequency of documents where a
word appears

Score =
∑

i∈Docs

1 (3)

In these equations, i is the ID (identification
number) of a document, Docs is a set of document
IDs, TFi is the occurrence number of an expres-
sion in document i, l is the length of document i,
and ∆ is the average length of documents in Docs.

To extract item expressions, we also applied a
method that uses the product of the occurrence
number of an expression in document i and the
length of the expression as TFi, so that we could
extract longer expressions.

3.3 Component to extract trend information
sets

The system identifies the locations in sentences
where a temporal unit, an item unit, and an item
expression extracted by the component to extract
important expressions appears in similar sentences
and extracts sets of important expressions de-
scribed by the sentences as a trend information
set. When more than one trend information set
appears in a document, the system extracts the one
that appears first. This is because important and
new things are often described in the beginning of
a document in the case of newspaper articles.

3.4 Component to extract and display
important trend information sets

The system gathers the extracted trend informa-
tion sets and displays them in graphs or as high-
lighted text. In the graphs, temporal expressions
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are used for the horizontal axis and numerical ex-
pressions are used for the vertical axis. The system
also displays sentences used to extract trend infor-
mation sets and highlights important expressions
in the sentences.

The system extracts multiple item units, tempo-
ral units, and item expressions (through the com-
ponent to extract important expressions) and uses
these to make all possible combinations of the
three kinds of expression. The system extracts
trend information sets for each combination and
calculates the value of one of the following equa-
tions for each combination. The system judges
that the combination producing a higher value rep-
resents more useful trend information. The fol-
lowing four equations can be used for this purpose,
and the system uses one of them.

• Method 1 — Use both the frequency of trend
information sets and the scores of important
expressions

M = Freq × S1 × S2 × S3 (4)

• Method 2 — Use both the frequency of trend
information sets and the scores of important
expressions

M = Freq × (S1 × S2 × S3)
1
3 (5)

• Method 3 — Use the frequency of trend in-
formation sets

M = Freq (6)

• Method 4 — Use the scores of important ex-
pressions

M = S1 × S2 × S3 (7)

In these equations, Freq is the number of trend
information sets extracted as described in Section
3.3, and S1, S2, and S3 are the values of Score as
calculated by the corresponding equation in Sec-
tion 3.2.

The system extracts the top five item units, the
top five item expressions, and the top three tem-
poral units through the component to extract im-
portant expressions and forms all possible combi-
nations of these (75 combinations). The system
then calculates the value of the above equations for
these 75 combinations and judges that a combina-
tion having a larger value represents more useful
trend information.

4 Experiments and Discussion

We describe some examples of the output of our
system in Sections 4.1, 4.2, and 4.3, and the re-
sults from our system evaluation in Section 4.4.
We made experiments using Japanese newspaper
articles.

4.1 Extracting important expressions

To extract important expressions we applied the
equation for the TF numerical term in Okapi and
the method using the product of the occurrence
number for an expression and the length of the
expression as TFi for item expressions. We did
experiments using the three document sets for ty-
phoons, the Major Leagues, and political trends.
The results are shown in Table 1.

We found that appropriate important expres-
sions were extracted for each domain. For ex-
ample, in the data set for typhoons, “typhoon”
was extracted as an important item expression and
an item unit “gou” (No.), indicating the ID num-
ber of each typhoon, was extracted as an im-
portant item unit. In the data set for the Major
Leagues, the MuST data included documents de-
scribing the home-run race between Mark McG-
wire and Sammy Sosa in 1998. “McGwire” and
“Sosa” were properly extracted among the higher
ranks. “gou” (No.) and “hon” (home run(s)), im-
portant item units for the home-run race, were
properly extracted. In the data set for political
trends, “naikaku shiji ritsu” (cabinet approval rat-
ing) was properly extracted as an item expression
and “%” was extracted as an item unit.

4.2 Graphs representing trend information

We next tested how well our system graphed the
trend information obtained from the MuST data
sets. We used the same three document sets as in
the previous section. As important expressions in
the experiments, we used the item unit, the tempo-
ral unit, and the item expression with the highest
scores (the top ranked ones) which were extracted
by the component to extract important expressions
using the method described in the previous sec-
tion. The system made the graphs using the com-
ponent to extract trend information sets and the
component to extract and display important trend
information sets. The graphs thus produced are
shown in Figs. 1, 2, and 3. (We used Excel to draw
these graphs.) Here, we made a temporal axis for
each temporal expression. However, we can also
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Table 1: Examples of extracting important expressions

Typhoon

item units temporal units item expressions

gou nichi taihuu
(No.) (day) (typhoon)

me-toru ji gogo
(meter(s)) (o’clock) (afternoon)

nin jigoro higai
(people) (around x o’clock) (damage)

kiro fun shashin setsumei
(kilometer(s)) (minute(s)) (photo caption)

miri jisoku chuushin
(millimeter(s)) (per hour) (center)

Major League

item units temporal units item expressions

gou nichi Maguwaia
(No.) (day) (McGwire)

hon nen honruida
(home run(s)) (year) (home run)

kai gatsu Ka-jinarusu
(inning(s)) (month) (Cardinals)

honruida nen buri Ma-ku Maguwaia ichiruishu
(home run(s)) (after x year(s) interval) (Mark McGwire, the first baseman)

shiai fun So-sa
(game(s)) (minute(s)) (Sosa)

Political Trend

item units temporal units item expressions

% gatsu naikaku shiji ritsu
(%) (month) (cabinet approval rating)

pointo gen nichi Obuchi naikaku
(decrease of x point(s)) (day) (Obuchi Cabinet)

pointo zou nen Obuchi shushou
(increase of x point(s)) (year) (Prime Minister Obuchi)

dai kagetu shijiritsu
(generation) (month(s)) (approval rating)

pointo bun no kitai
(point(s)) (divided) (expectation)

5



Figure 1: Trend graph for the typhoon data set

Figure 2: Trend graph for the Major Leagues data
set

display a graph where regular temporal intervals
are used in the temporal axis.

For the typhoon data set, gou (No.), nichi (day),
and taihuu (typhoon) were respectively extracted
as the top ranked item unit, temporal unit, and
item expression. The system extracted trend in-
formation sets using these, and then made a graph
where the temporal expression (day) was used for
the horizontal axis and the ID numbers of the ty-
phoons were shown on the vertical axis. The
MuST data included data for September and Octo-
ber of 1998 and 1999. Figure 1 is useful for seeing
when each typhoon hit Japan during the typhoon
season each year. Comparing the 1998 data with
that of 1999 reveals that the number of typhoons
increased in 1999.

For the Major Leagues data set, gou (No.), nichi
(day), and Maguwaia (McGwire) were extracted
with the top rank. The system used these to make
a graph where the temporal expression (day) was
used for the horizontal axis and the cumulative
number of home runs hit by McGwire was shown
on the vertical axis (Fig. 2). The MuST data
included data beginning in August, 1998. The
graph shows some points where the cumulative
number of home runs decreased (e.g., September

Figure 3: Trend graph for the political trends data
set

4th), which was obviously incorrect. This was be-
cause our system wrongly extracted the number of
home runs hit by Sosa when this was given close
to McGwire’s total.

In the political trends data set, %, gatsu
(month), and naikaku shiji ritsu (cabinet approval
rating) were extracted with the top rankings. The
system used these to make a graph where the
temporal expression (month) was used for the
horizontal axis and the Cabinet approval rating
(Japanese Cabinet) was shown as a percentage on
the vertical axis. The MuST data covered 1998
and 1999. Figure 2 shows the cabinet approval
rating of the Obuchi Cabinet. We found that the
overall approval rating trend was upwards. Again,
there were some errors in the extracted trend infor-
mation sets. For example, although June was han-
dled correctly, the system wrongly extracted May
as a temporal expression from the sentence “in
comparison to the previous investigation in May”.

4.3 Sentence extraction and highlighting
display

We then tested the sentence extraction and high-
lighting display with respect to trend information
using the MuST data set; in this case, we used
the typhoon data set. As important expressions,
we used the item unit, the temporal unit, and the
item expression extracted with the highest scores
(the top ranked ones) by the component to extract
important expressions using the method described
in the previous section. Gou (No.), nichi (day),
and taihuu (typhoon) were respectively extracted
as an item unit, a temporal unit, and an item ex-
pression. The system extracted sentences includ-
ing the three expressions and highlighted these ex-
pressions in the sentences. The results are shown
in Figure 4. The first trend information sets to ap-
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Sept. 16, 1998 No. 5
Large-scale and medium-strength Typhoon No. 5 made landfall near Omaezaki in Shizuoka Pre-
fecture before dawn on the 16th, and then moved to the northeast involving the Koshin, Kantou,
and Touhoku areas in the storm.

Sept. 21, 1998 No. 8
Small-scale Typhoon No. 8 made landfall near Tanabe City in Wakayama Prefecture around 4:00
p.m. on the 21st, and weakened while tracking to the northward across Kinki district.

Sept. 22, 1998 No. 7
Typhoon No. 7 made landfall near Wakayama City in the afternoon on the 22nd, and will hit the
Kinki district.

Sept. 21, 1998 No. 8
The two-day consecutive landfall of Typhoon No. 8 on the 21st and Typhoon No. 7 on the 22nd
caused nine deaths and many injuries in a total of six prefectures including Nara, Fukui, Shiga,
and so on.

Oct. 17, 1998 No. 10
Medium-scale and medium-strength Typhoon No. 10 made landfall on Makurazaki City in
Kagoshima Prefecture around 4:30 p.m. on the 17th, and then moved across the West Japan area
after making another landfall near Sukumo City in Kochi Prefecture in the evening.

Aug. 20, 1999 No. 11
The Meteorological Office announced on the 20th that Typhoon No. 11 developed 120 kilometers
off the south-southwest coast of Midway.

Sept. 14, 1999 No. 16
Typhoon No. 16, which developed off the south coast in Miyazaki Prefecture, made landfall near
Kushima City in the prefecture around 5:00 p.m. on the 14th.

Sept. 15, 1999 No. 16
Small-scale and weak Typhoon No. 16 became extratropical in Nagano Prefecture and moved out
to sea off Ibaraki Prefecture on the 15th.

Sept. 24, 1999 No. 18
Medium-scale and strong Typhoon No. 18 made landfall in the north of Kumamoto Prefecture
around 6:00 a.m. on the 24th, and after moving to Suo-Nada made another landfall at Ube City
in Yamaguchi Prefecture before 9:00 p.m., tracked through the Chugoku district, and then moved
into the Japan Sea after 10:00 p.m.

Sept. 25, 1999 No. 18
Typhoon No. 18, which caused significant damage in the Kyushu and Chugoku districts, weakened
and made another landfall before moving into the Sea of Okhotsk around 10:00 a.m. on the 25th.

Figure 4: Sentence extraction and highlighting display for the typhoon data set
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pear are underlined twice and the other sets are
underlined once. (In the actual system, color is
used to make this distinction.) The extracted tem-
poral expressions and numerical expressions are
presented in the upper part of the extracted sen-
tence. The graphs shown in the previous section
were made by using these temporal expressions
and numerical expressions.

The extracted sentences plainly described the
state of affairs regarding the typhoons and were
important sentences. For the research being done
on summarization techniques, this can be consid-
ered a useful means of extracting important sen-
tences. The extracted sentences typically describe
the places affected by each typhoon and whether
there was any damage. They contain important
descriptions about each typhoon. This confirmed
that a simple method of extracting sentences con-
taining an item unit, a temporal unit, and an item
expression can be used to extract important sen-
tences.

The fourth sentence in the figure includes infor-
mation on both typhoon no.7 and typhoon no.8.
We can see that there is a trend information set
other than the extracted trend information set (un-
derlined twice) from the expressions that are un-
derlined once. Since the system sometimes ex-
tracts incorrect trend information sets, the high-
lighting is useful for identifying such sets.

4.4 Evaluation

We used a closed data set and an open data set
to evaluate our system. The closed data set was
the data set provided by the MuST workshop or-
ganizer and contained 20 domain document sets.
The data sets were separated for each domain.

We made the open data set based on the MuST
data set using newspaper articles (editions of the
Mainichi newspaper from 2000 and 2001). We
made 24 document sets using information retrieval
by term query. We used documents retrieved by
term query as the document set of the domain for
each query term.

We used the closed data set to adjust our system
and used the open data set to calculate the evalua-
tion scores of our system for evaluation.

We judged whether a document set included the
information needed to make trend graphs by con-
sulting the top 30 combinations of three kinds of
important expression having the 30 highest values
as in the method of Section 3.4. There were 19

documents including such information in the open
data. We used these 19 documents for the follow-
ing evaluation.

In the evaluation, we examined how accurately
trend graphs could be output when using the top
ranked expressions. The results are shown in Table
2. The best scores are described using bold fonts
for each evaluation score.

We used five evaluation scores. MRR is the av-
erage of the score where 1/r is given as the score
when the rank of the first correct output is r (Mu-
rata et al., 2005b). TP1 is the average of the pre-
cision in the first output. TP5 is the average of
the precision where the system includes a correct
output in the first five outputs. RP is the average
of the r-precision and AP is the average of the av-
erage precision. (Here, the average means that the
evaluation score is calculated for each domain data
set and the summation of these scores divided by
the number of the domain data sets is the average.)
R-precision is the precision of the r outputs where
r is the number of correct answers. Average pre-
cision is the average of the precision when each
correct answer is output (Murata et al., 2000). The
r-precision indicates the precision where the recall
and the precision have the same value. The preci-
sion is the ratio of correct answers in the system
output. The recall is the ratio of correct answers
in the system output to the total number of correct
answers.

Methods 1 to 4 in Table 2 are the methods used
to extract useful trend information described in
Section 3.4. Use of the expression length means
the product of the occurrence number for an ex-
pression and the length of the expression was used
to calculate the score for an important item ex-
pression. No use of the expression length means
this product was not used and only the occurrence
number was used.

To calculate the r-precision and average preci-
sion, we needed correct answer sets. We made the
correct answer sets by manually examining the top
30 outputs for the 24 (= 4× 6) methods (the com-
binations of methods 1 to 4 and the use of Equa-
tions 1 to 3 with or without the expression length)
and defining the useful trend information among
them as the correct answer sets.

In evaluation A, a graph where 75% or more of
the points were correct was judged to be correct.
In evaluation B, a graph where 50% or more of the
points were correct was judged to be correct.
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Table 2: Experimental results for the open data

Evaluation A Evaluation B

MRR TP1 TP5 RP AP MRR TP1 TP5 RP AP

Use of Equation 1 and the expression length

Method 1 0.3855 0.3158 0.4737 0.1360 0.1162 0.5522 0.4211 0.7368 0.1968 0.1565

Method 2 0.3847 0.3158 0.4211 0.1360 0.1150 0.5343 0.4211 0.6316 0.1880 0.1559

Method 3 0.3557 0.2632 0.4211 0.1360 0.1131 0.5053 0.3684 0.6316 0.1805 0.1541

Method 4 0.3189 0.2632 0.4211 0.1125 0.0973 0.4492 0.3158 0.6316 0.1645 0.1247

Use of Equation 2 and the expression length

Method 1 0.3904 0.3158 0.4737 0.1422 0.1154 0.5746 0.4211 0.7368 0.2127 0.1674

Method 2 0.3877 0.3158 0.4737 0.1422 0.1196 0.5544 0.4211 0.7368 0.2127 0.1723

Method 3 0.3895 0.3158 0.5263 0.1422 0.1202 0.5491 0.4211 0.7895 0.2127 0.1705

Method 4 0.2216 0.1053 0.3684 0.0846 0.0738 0.3765 0.2105 0.5789 0.1328 0.1043

Use of Equation 3 and the expression length

Method 1 0.3855 0.3158 0.4737 0.1335 0.1155 0.5452 0.4211 0.7368 0.1943 0.1577

Method 2 0.3847 0.3158 0.4211 0.1335 0.1141 0.5256 0.4211 0.6316 0.1855 0.1555

Method 3 0.3570 0.2632 0.4737 0.1335 0.1124 0.4979 0.3684 0.6842 0.1780 0.1524

Method 4 0.3173 0.2632 0.4737 0.1256 0.0962 0.4652 0.3684 0.6316 0.1777 0.1293

Use of Equation 1 and no use of the expression length

Method 1 0.3789 0.3158 0.4737 0.1294 0.1152 0.5456 0.4211 0.7368 0.2002 0.1627

Method 2 0.3750 0.3158 0.4211 0.1294 0.1137 0.5215 0.4211 0.6842 0.2002 0.1621

Method 3 0.3333 0.2632 0.4211 0.1119 0.1072 0.4798 0.3684 0.6842 0.1763 0.1552

Method 4 0.2588 0.1053 0.4737 0.1269 0.0872 0.3882 0.1579 0.6842 0.1833 0.1189

Use of Equation 2 and no use of the expression length

Method 1 0.3277 0.2105 0.4737 0.1134 0.0952 0.4900 0.2632 0.7895 0.1779 0.1410

Method 2 0.3662 0.2632 0.4737 0.1187 0.1104 0.5417 0.3684 0.7368 0.1831 0.1594

Method 3 0.3504 0.2632 0.4737 0.1187 0.1116 0.5167 0.3684 0.7368 0.1884 0.1647

Method 4 0.1877 0.0526 0.3684 0.0775 0.0510 0.3131 0.1053 0.5263 0.1300 0.0879

Use of Equation 3 and no use of the expression length

Method 1 0.3855 0.3158 0.4737 0.1335 0.1155 0.5452 0.4211 0.7368 0.1943 0.1577

Method 2 0.3847 0.3158 0.4211 0.1335 0.1141 0.5256 0.4211 0.6316 0.1855 0.1555

Method 3 0.3570 0.2632 0.4737 0.1335 0.1124 0.4979 0.3684 0.6842 0.1780 0.1524

Method 4 0.3173 0.2632 0.4737 0.1256 0.0962 0.4652 0.3684 0.6316 0.1777 0.1293
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From the experimental results, we found that
the method using the total frequency for a word
(Equation 2) and the length of an expression was
best for calculating the scores of important expres-
sions.

Using the length of an expression was impor-
tant. (The way of using the length of an expres-
sion was described in the last part of Section 3.2.)
For example, when “Cabinet approval rating” ap-
pears in documents, a method without expression
lengths extracts “rating”. When the system ex-
tracts trend information sets using “rating”, it ex-
tracts wrong information related to types of “rat-
ing” other than “Cabinet approval rating”. This
hinders the extraction of coherent trend informa-
tion. Thus, it is beneficial to use the length of an
expression when extracting important item expres-
sions.

We also found that method 1 (using both the fre-
quency of the trend information sets and the scores
of important expressions) was generally the best.

When we judged the extraction of a correct
graph as the top output in the experiments to be
correct, our best system accuracy was 0.3158 in
evaluation A and 0.4211 in evaluation B. When we
judged the extraction of a correct graph in the top
five outputs to be correct, the best accuracy rose to
0.5263 in evaluation A and 0.7895 in evaluation B.
In terms of the evaluation scores for the 24 original
data sets (these evaluation scores were multiplied
by 19/24), when we judged the extraction of a cor-
rect graph as the top output in the experiments to
be correct, our best system accuracy was 0.3158 in
evaluation A and 0.4211 in evaluation B. When we
judged the extraction of a correct graph in the top
five outputs to be correct, the best accuracy rose to
0.5263 in evaluation A and 0.7895 in evaluation B.
Our system is convenient and effective because it
can output a graph that includes trend information
at these levels of accuracy when given only a set
of documents as input.

As shown in Table 2, the best values for RP
(which indicates the precision where the recall and
the precision have the same value) and AP were
0.2127 and 0.1705, respectively, in evaluation B.

This RP value indicates that our system could
extract about one out of five graphs among the cor-
rect answers when the recall and the precision had
the same value.

5 Related studies

Fujihata et al. (Fujihata et al., 2001) developed a
system to extract numerical expressions and their
related item expressions by using syntactic infor-
mation and patterns. However, they did not deal
with the extraction of important expressions or
gather trend information sets. In addition, they did
not make a graph from the extracted expressions.

Nanba et al. (Nanba et al., 2005) took an
approach of judging whether the sentence rela-
tionship indicates transition (trend information)
or renovation (revision of information) and used
the judgment results to extract trend information.
They also constructed a system to extract nu-
merical information from input numerical units
and make a graph that includes trend information.
However, they did not consider ways to extract
item numerical units and item expressions auto-
matically.

In contrast to these systems, our system auto-
matically extracts item numerical units and item
expressions that each play an important role in a
given document set. When a document set for
a certain domain is given, our system automati-
cally extracts item numerical units and item ex-
pressions, then extracts numerical expressions re-
lated to these, and finally makes a graph based
on the extracted numerical expressions. When a
document set is given, the system automatically
makes a graph that includes trend information.
Our system also uses an original method of pro-
ducing more than one graphs and selecting an ap-
propriate graph among them using Methods 1 to 4,
which Fujihata et al. and Namba et al. did not use.

6 Conclusion

We have studied the automatic extraction of trend
information from text documents such as newspa-
per articles. Such extraction will be useful for ex-
ploring and examining trends. We used data sets
provided by a workshop on multimodal summa-
rization for trend information (the MuST Work-
shop) to construct our automatic trend exploration
system. This system first extracts units, tempo-
rals, and item expressions from newspaper arti-
cles, then it extracts sets of expressions as trend
information, and finally it arranges the sets and
displays them in graphs.

In our experiments, when we judged the extrac-
tion of a correct graph as the top output to be cor-
rect, the system accuracy was 0.2500 in evaluation
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A and 0.3334 in evaluation B. (In evaluation A, a
graph where 75% or more of the points were cor-
rect was judged to be correct; in evaluation B, a
graph where 50% or more of the points were cor-
rect was judged to be correct.) When we judged
the extraction of a correct graph in the top five out-
puts to be correct, we obtained accuracy of 0.4167
in evaluation A and 0.6250 in evaluation B. Our
system is convenient and effective because it can
output a graph that includes trend information at
these levels of accuracy when only a set of docu-
ments is provided as input.

In the future, we plan to continue this line of
study and improve our system. We also hope to
apply the method of using term frequency in doc-
uments to extract trend information as reported by
Murata et al. (Murata et al., 2005a).
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Abstract

Several recently reported techniques for
the automatic acquisition of Information
Extraction (IE) systems have used depen-
dency trees as the basis of their extrac-
tion pattern representation. These ap-
proaches have used a variety of pattern
models (schemes for representing IE pat-
terns based on particular parts of the de-
pendency analysis). An appropriate model
should be expressive enough to represent
the information which is to be extracted
from text without being overly compli-
cated. Four previously reported pattern
models are evaluated using existing IE
evaluation corpora and three dependency
parsers. It was found that one model,
linked chains, could represent around 95%
of the information of interest without gen-
erating an unwieldy number of possible
patterns.

1 Introduction

A common approach to Information Extraction
(IE) is to use patterns which match against text
and identify items of interest. Patterns are applied
to text which has undergone various levels of lin-
guistic analysis, such as phrase chunking (Soder-
land, 1999) and full syntactic parsing (Gaizauskas
et al., 1996). The approaches use different defini-
tions of what constitutes a valid pattern. For exam-
ple, the AutoSlog system (Riloff, 1993) uses pat-
terns which match certain grammatical categories,
mainly nouns and verbs, in phrase chunked text
while Yangarber et al. (2000) use subject-verb-
object tuples derived from a dependency parse. An
appropriate pattern language must encode enough

information about the text to be able to accurately
identify the items of interest. However, it should
not contain so much information as to be complex
and impractical to apply.

Several recent approaches to IE have used pat-
terns based on a dependency analysis of the input
text (Yangarber, 2003; Sudo et al., 2001; Sudo et
al., 2003; Bunescu and Mooney, 2005; Stevenson
and Greenwood, 2005). These approaches have
used a variety of pattern models (schemes for rep-
resenting IE patterns based on particular parts of
the dependency tree). For example, Yangarber
(2003) uses just subject-verb-object tuples while
Sudo et al. (2003) allow any subpart of the tree to
act as an extraction pattern. The set of patterns al-
lowed by the first model is a proper subset of the
second and therefore captures less of the informa-
tion contained in the dependency tree. Little anal-
ysis has been carried out into the appropriateness
of each model. Sudo et al. (2003) compared three
models in terms of their ability to identify event
participants.

The choice of pattern model has an effect on
the number of potential patterns. This has impli-
cations on the practical application for each ap-
proach, particularly when used for automatic ac-
quisition of IE systems using learning methods
(Yangarber et al., 2000; Sudo et al., 2003; Bunescu
and Mooney, 2005). This paper evaluates the ap-
propriateness of four pattern models in terms of
the competing aims of expressive completeness
(ability to represent information in text) and com-
plexity (number of possible patterns). Each model
is examined by comparing it against a corpus an-
notated with events and determining the propor-
tion of those which it is capable of representing.

The remainder of this paper is organised as fol-
lows: a variety of dependency-tree-based IE pat-
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Figure 1: An example dependency tree.

tern models are introduced (Sections 2 and 3).
Section 4 describes experiments comparing each
model and the results are discussed in Section 5.

2 Pattern Models

In dependency analysis (Mel’čuk, 1987) the syn-
tax of a sentence is represented by a set of directed
binary links between a word (the head) and one of
its modifiers. These links may be labelled to in-
dicate the grammatical relation between the head
and modifier (e.g. subject, object). In general
cyclical paths are disallowed so that the analysis
forms a tree structure. An example dependency
analysis for the sentence“Acme Inc. hired Mr
Smith as their new CEO, replacing Mr Bloggs.”
is shown Figure 1.

The remainder of this section outlines four mod-
els for representing extraction patterns which can
be derived from dependency trees.

Predicate-Argument Model (SVO): A simple
approach, used by Yangarber (2003) and Steven-
son and Greenwood (2005), is to use subject-verb-
object tuples from the dependency parse as extrac-
tion patterns. These consist of a verb and its sub-
ject and/or direct object1. An SVO pattern is ex-
tracted for each verb in a sentence. Figure 2 shows
the two SVO patterns2 which are produced for the
dependency tree shown in Figure 1.

This model may be motivated by the assump-
tion that many IE scenarios involve the extraction

1Yangarber et al. (2000) and Sudo et al. (2003) used a
slightly extended version of this model in which the pattern
also included certain phrases which referred to either the sub-
ject or object.

2The formalism used for representing dependency pat-
terns is similar to the one introduced by Sudo et al. (2003).
Each node in the tree is represented in the formata[b/c]
(e.g. subj[N/bomber] ) where c is the lexical item
(bomber ), b its grammatical tag (N) anda the dependency
relation between this node and its parent (subj ). The rela-
tionship between nodes is represented asX(A+B+C) which
indicates that nodesA, B andCare direct descendents of node
X.

of participants in specific events. For example,
the MUC-6 (MUC, 1995) management succession
scenario concerns the identification of individuals
who are changing job. These events are often de-
scribed using a simple predicate argument struc-
ture, e.g. “Acme Inc. fired Smith”. However,
the SVO model cannot represent information de-
scribed using other linguistic constructions such as
nominalisations or prepositional phrases. For ex-
ample, in the MUC6 texts it is common for job ti-
tles to be mentioned within prepositional phrases,
e.g.“Smith joined Acme Inc. as CEO”.

Chains: A pattern is defined as a path between
a verb node and any other node in the dependency
tree passing through zero or more intermediate
nodes (Sudo et al., 2001). Figure 2 shows the eight
chains which can be extracted from the tree in Fig-
ure 1.

Chains provide a mechanism for encoding in-
formation beyond the direct arguments of predi-
cates and includes areas of the dependency tree ig-
nored by the SVO model. For example, they can
represent information expressed as a nominalisa-
tion or within a prepositional phrase, e.g. “The
resignation of Smith from the board of Acme ...”
However, a potential shortcoming of this model is
that it cannot represent the link between arguments
of a verb. Patterns in the chain model format are
unable to represent even the simplest of sentences
containing a transitive verb, e.g.“Smith left Acme
Inc.” .

Linked Chains: The linked chains model
(Greenwood et al., 2005) represents extraction
patterns as a pair of chains which share the same
verb but no direct descendants. This model gen-
erates 14 patterns for the verbhire in Figure 1,
examples of which are shown in Figure 2. This
pattern representation encodes most of the infor-
mation in the sentence with the advantage of being
able to link together event participants which nei-
ther of the SVO or chain model can, for example
the relation between“Smith” and“Bloggs” .

Subtrees: The final model to be considered is
the subtree model (Sudo et al., 2003). In this
model any subtree of a dependency tree can be
used as an extraction pattern, where a subtree is
any set of nodes in the tree which are connected to
one another. Single nodes are not considered to be
subtrees. The subtree model is a richer representa-
tion than those discussed so far and can represent
any part of a dependency tree. Each of the previ-
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SVO Chains
[V/hire](subj[N/Acme Inc.]+obj[N/Mr Smith]) [V/hire](s ubj[N/Acme Inc.])
[V/replace](obj[N/Mr Bloggs]) [V/hire](obj[N/Mr Smith] )

[V/hire](obj[N/Mr Smith](as[N/CEO]))
[V/hire](obj[N/Mr Smith](as[N/CEO](gen[N/their])))
[V/hire](obj[N/Mr Smith](as[N/CEO](mod[A/new])))
[V/hire](vpsc mod[V/replace])
[V/hire](vpsc mod[V/replace](obj[N/Mr Bloggs]))
[V/replace](obj[N/Mr Bloggs])

Linked Chains
[V/hire](subj[N/Acme Inc.]+obj[N/Mr Smith])
[V/hire](subj[N/Acme Inc.]+obj[N/Mr Smith](as[N/CEO]) )
[V/hire](obj[N/Mr Smith]+vpsc mod[V/replace](obj[N/Mr Bloggs]))

Figure 2: Example patterns for three models

ous models form a proper subset of the subtrees.
By choosing an appropriate subtree it is possible
to link together any pair of nodes in a tree and
consequently this model can represent the relation
between any set of items in the sentence.

3 Pattern Enumeration and Complexity

In addition to encoding different parts of the de-
pendency analysis, each pattern model will also
generate a different number of potential patterns.

A dependency tree,T , can be viewed as a set
of N connected nodes. Assume thatV , such that
V ⊆ N , is the set of nodes in the dependency tree
labelled as a verb.

Predicate-Argument Model (SVO): The num-
ber of SVO patterns extracted fromT is:

Nsvo (T ) = |V | (1)

Chain Model: A chain can be created between
any verb and a node it dominates (directly or indi-
rectly). Now assume thatd(v) denotes the count
of a nodev and all its descendents then the number
of chains is given by:

Nchains (T ) =
∑

v∈V

( d (v) − 1 ) (2)

Linked Chains: Let C(v) denote the set of di-
rect child nodes of nodev andvi denote thei-th
child, soC(v) =

{

v1, v2, ...v|C(v)|

}

. The number
of possible linked chains inT is given by:

Nlinked chains (T ) =
∑

v∈V

|C(v)|
∑

i=1

|C(v)|
∑

j=i+1

d (vi) d (vj)

(3)
Subtrees: Now assume thatsub(n) is a func-

tion denoting the number of subtrees, including
single nodes, rooted at noden. This can be de-

fined recursively as follows:

sub(n) =







1 if n is a leaf node
|C(n)|
∏

i=1
(sub (ni) + 1) otherwise

(4)
The total number of subtrees in a tree is given

by:

Nsubtree (T ) =

(

∑

n∈N

sub(n)

)

− |N | (5)

The dependency tree shown in Figure 1 gener-
ates 2, 8, 14 and 42 possible SVO, chain, linked
chain and subtree patterns respectively. The num-
ber of SVO patterns is constant on the number of
verbs in the tree. The number of chains is gener-
ally a linear function on the size of the tree but,
in the worst case, can be polynomial. The linked
chain model generates a polynomial number of
patterns while the subtree model is exponential.

There is a clear tradeoff between the complex-
ity of pattern representations and the practicality
of computation using them. Some pattern rep-
resentations are more expressive, in terms of the
amount of information from the dependency tree
they make use of, than others (Section 2) and are
therefore more likely to produce accurate extrac-
tion patterns. However, the more expressive mod-
els will add extra complexities during computation
since a greater number of patterns will be gen-
erated. This complexity, both in the number of
patterns produced and the computational effort re-
quired to produce them, limits the algorithms that
can reasonably be applied to learn useful extrac-
tion patterns.

For a pattern model to be suitable for an ex-
traction task it needs to be expressive enough to
encode enough information from the dependency
parse to accurately identify the items which need
to be extracted. However, we also aim for the
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model to be as computationally tractable as pos-
sible. The ideal model will then be one with suffi-
cient expressive power while at the same time not
including extra information which would make its
use less practical.

4 Experiments

We carried out experiments to determine how suit-
able the pattern representations detailed in Section
2 are for encoding the information of interest to
IE systems. We chose a set of IE corpora anno-
tated with the information to be extracted (detailed
in Section 4.1), generated sets of patterns using a
variety of dependency parsers (Section 4.2) which
were then examined to discover how much of the
target information they contain (Section 4.3).

4.1 Corpora

Corpora representing different genres of text were
chosen for these experiments; one containing
newspaper text and another composed of biomed-
ical abstracts. The first corpus consisted of Wall
Street Journal texts from the Sixth Message Un-
derstanding Conference (MUC, 1995) IE evalu-
ation. These are reliably annotated with details
about the movement of executives between jobs.
We make use of a version of the corpus pro-
duced by Soderland (1999) in which events de-
scribed within a single sentence were annotated.
Events in this corpus identify relations between
up to four entities:PersonIn (the person start-
ing a new job),PersonOut (person leaving a
job), Post (the job title) andOrganisation
(the employer). These events were broken down
into a set of binary relationships. For exam-
ple, the sentence“Smith was recently made chair-
man of Acme.” contains information about the
new employee (Smith), post (chairman) and or-
ganisation (Acme). Events are represented as a
set of binary relationships,Smith-chairman ,
chairman-Acme and Smith-Acme for this
example.

The second corpus uses documents taken from
the biomedical domain, specifically the train-
ing corpus used in the LLL-05 challenge task
(Nédellec, 2005), and a pair of corpora (Craven
and Kumlien, 1999) which were derived from the
Yeast Proteome Database (YPD) (Hodges et al.,
1999) and the Online Mendelian Inheritance in
Man database (OMIM) (Hamosh et al., 2002).
Each of these corpora are annotated with binary

relations between pairs of entities. The LLL-05
corpora contains interactions between genes and
proteins. For example the sentence“Expression
of the sigma(K)-dependent cwlH gene depended
on gerE” contains relations betweensigma(K)and
cwlH and betweengerEandcwlH. The YPD cor-
pus is concerned with the subcellular compart-
ments in which particular yeast proteins localize.
An example sentence“Uba2p is located largely in
the nucleus”relatesUba2pand the nucleus. The
relations in the OMIM corpora are between genes
and diseases, for example“Most sporadic colorec-
tal cancers also have two APC mutations”con-
tains a relation betweenAPC andcolorectal can-
cer.

The MUC6 corpus contains a total of six pos-
sible binary relations. Each of the three biomedi-
cal corpora contain a single relation type, giving a
total of nine binary relations for the experiments.
There are 3911 instances of binary relations in all
corpora.

4.2 Generating Dependency Patterns

Three dependency parsers were used for these ex-
periments:MINIPAR3 (Lin, 1999), the Machinese
Syntax4 parser from Connexor Oy (Tapanainen
and Järvinen, 1997) and the Stanford5 parser
(Klein and Manning, 2003). These three parsers
represent a cross-section of approaches to produc-
ing dependency analyses:MINIPAR uses a con-
stituency grammar internally before converting
the result to a dependency tree, Machinese Syn-
tax uses a functional dependency grammar, and
the Stanford Parser is a lexicalized probabilistic
parser.

Before these parsers were applied to the various
corpora the named entities participating in rela-
tions are replaced by a token indicating their class.
For example, in the MUC6 corpus“Acme hired
Smith” would become “Organisation hired
PersonIn ”. Each parser was adapted to deal
with these tokens correctly. The parsers were ap-
plied to each corpus and patterns extracted from
the dependency trees generated.

The analyses produced by the parsers were post-
processed to make the most of the information
they contain and ensure consistent structures from
which patterns could be extracted. It was found

3http://www.cs.ualberta.ca/ ˜ lindek/
4http://www.connexor.com/software/syntax/
5http://www-nlp.stanford.edu/software/
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Parser SVO Chains Linked chains Subtrees
M INIPAR 2,980 52,659 149,504 353,778,240,702,149,000

Machinese Syntax 2,382 67,690 265,631 4,641,825,924
Stanford 2,950 76,620 478,643 1,696,259,251,073

Table 1: Number of patterns produced for each pattern model by different parsers

that the parsers were often unable to generate a de-
pendency tree which included the whole sentence
and instead generate an analysis consisting of sen-
tence fragments represented as separate tree struc-
tures. Some fragments did not include a verb so
no patterns could be extracted. To take account of
this we allowed the root node of any tree fragment
to take the place of a verb in a pattern (see Sec-
tion 2). This leads to the generation of more chain
and linked chain patterns but has no effect on the
number of SVO patterns or subtrees.

Table 1 shows the number of patterns generated
from the dependency trees produced by each of the
parsers. The number of subtrees generated from
theMINIPAR parses is several orders of magnitude
higher than the others becauseMINIPAR allows
certain nodes to be the modifier of two separate
nodes to deal with phenomena such as conjunc-
tion, anaphora and VP-coordination. For exam-
ple, in the sentence“The bomb caused widespread
damage and killed three people” the bombis the
subject of both the verbscauseandkill . We made
use of this information by duplicating any nodes
(and their descendants) with more than one head.6

Overall the figures in Table 1 are consistent with
the analysis in Section 3 but there is great variation
in the number of patterns produced by the differ-
ent parsers. For example, the Stanford parser pro-
duces more chains and linked chains than the other
parsers. (If we did not duplicate portions of the
MINIPAR parses then the Stanford parser would
also generate the most subtrees.) We found that
the Stanford parser was the most likely to gen-
erate a single dependency tree for each sentence
while the other two produced a set of tree frag-
ments. A single dependency analysis contains a
greater number of patterns, and possible subtrees,
than a fragmented analysis. One reason for this
may be that the Stanford parser is unique in allow-
ing the use of an underspecified dependency rela-
tion, dep , which can be applied when the role of
the dependency is unclear. This allows the Stan-

6One dependency tree produced byMINIPAR, expanded in
this way, contained approximately1 × 10

64 subtrees. These
are not included in the total number of subtrees for theMINI -
PAR parses shown in the table.

ford parser to generate analyses which span more
of the sentence than the other two.

4.3 Evaluating Pattern Models

Patterns from each of the four models are exam-
ined to check whether they cover the information
which should be extracted. In this context “cover”
means that the pattern contains both elements
of the relation. For example, an SVO pattern
extracted from the dependency parse of“Smith
was recently made chairman of Acme.”would be
[V/make](subj[N/Smith]+obj[N/chairman])

which covers the relation betweenSmith and
chairman but not the relations betweenSmith
andAcmeor chairmanandAcme. The coverage
of each model is computed as the percentage of
relations in the corpus for which at least one of
the patterns contains both of the participating
entities. Coverage is related to the more familiar
IE evaluation metric of recall since the coverage
of a pattern model places an upper bound on the
recall of any system using that model. The aim
of this work is to determine the proportion of
the relations in a corpus that can be represented
using the various pattern models rather than their
performance in an IE system and, consequently,
we choose to evaluate models in terms of their
coverage rather than precision and recall.7

For practical applications parsers are required
to generate the dependency analysis but these may
not always provide a complete analysis for every
sentence. The coverage of each model is influ-
enced by the ability of the parser to produce a tree
which connects the elements of the event to be ex-
tracted. To account for this we compute the cov-
erage of each model relative to a particular parser.
The subtree model covers all events whose enti-
ties are included in the dependency tree and, con-
sequently, the coverage of this model represents
the maximum number of events that the model can

7The subtree model can be used to cover any set of items
in a dependency tree. So, given accurate dependency anal-
yses, this model will cover all events. The coverage of the
subtree model can be determined by checking if the elements
of the event are connected in the dependency analysis of the
sentence and, for simplicity, we chose to do this rather than
enumerating all subtrees.
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represent for a given dependency tree. The cover-
age of other models relative to a dependency anal-
ysis can be computed by dividing the number of
events it covers by the number covered by the sub-
tree model (i.e. the maximum which can be cov-
ered). This measure is refered to as the bounded
coverage of the model. Bounded coverage for the
subtree model is always 100%.

5 Results

Coverage and bounded-coverage results for each
pattern representation and parser combination are
given in Table 2. The table lists the corpus, the
total number of instances within that corpus and
the results for each of the four pattern models. Re-
sults for the subtree model lists the coverage and
raw count, the bounded-coverage for this model
will always be 100% and is not listed. Results
for the other three models show the coverage and
raw count along with the bounded coverage. The
coverage of each parser and pattern representa-
tion (combined across both corpora) are also sum-
marised in Figure 3.

The simplest representation, SVO, does not per-
form well in this evaluation. The highest bounded-
coverage score is 15.1% (MUC6 corpus, Stanford
parser) but the combined average over all corpora
is less than 6% for any parser. This suggests
that the SVO representation is simply not expres-
sive enough for IE. Previous work which has used
this representation have used indirect evaluation:
document and sentence filtering (Yangarber, 2003;
Stevenson and Greenwood, 2005). While the SVO
representation may be expressive enough to allow
a classifier to distinguish documents or sentences
which are relevant to a particular extraction task it
seems too limited to be used for relation extrac-
tion. The SVO representation performs notice-
ably worse on the biomedical text. Our analysis
suggests that this is because the items of interest
are commonly described in ways which the SVO
model is unable to represent.

The more complex chain model covers a greater
percentage of the relations. However its bounded-
coverage is still less than half of the relations in ei-
ther the MUC6 corpus or the biomedical texts. Us-
ing the chain model the best coverage which can
be achieved over any corpus is 41.07% (MUC6
corpus, MINIPAR and Stanford parser) which is
unlikely to be sufficient to create an IE system.

Results for the linked chain representation are
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Figure 3: Coverage of various pattern representa-
tion models for each of the three parsers.

much more promising covering around 70% of all
relations using theMINIPAR and Machinese Syn-
tax parsers and over 90.64% using the Stanford
parser. For all three parsers this model achieves
a bounded-coverage of close to 95%, indicating
that this model can represent the majority of re-
lations which are included in a dependency tree.
The subtree representation covers slight more of
the relations than linked chains: around 75% us-
ing theMINIPAR or Machinese Syntax parsers and
96.62% using the Stanford parser.

A one-way repeated measures ANOVA was car-
ried out to analyse the differences between the re-
sults for each model shown in Table 2. It was
found that the differences between the SVO, chain,
linked chain and subtree models are significant
(p < 0.01). A Tukey test was then applied to iden-
tify which of the individual differences between
pairs of models were significant. Differences be-
tween two pairs of models were not found to be
significant (p < 0.01): SVO and chains; linked
chains and subtrees.

These results suggest that the linked chains and
subtree models can represent significantly more of
the relations which occur in IE scenarios than ei-
ther the SVO or chain models. However, there is
little to be gained from using the subtree model
since accuracy of the linked chain model is com-
parable and the number of patterns generated is
bounded by a polynomial rather than exponential
function.

5.1 Analysis and Discussion

Examination of the relations which were cov-
ered by the subtree model but not by linked
chains suggested that there are certain construc-
tions which cause difficulties. One such construc-
tion is the appositive, e.g. the relation between

17



# of SVO Chains Linked Chains Subtrees
Parser Corpus Relations %C %B-C %C %B-C %C %B-C %C

MUC6 1322 7.49 (99) 9.07 41.07 (543) 49.73 81.92 (1083) 99.18 82.60 (1092)
MINIPAR Biomed 2589 0.93 (24) 1.30 17.38 (450) 24.44 65.31 (1691) 91.85 71.11 (1841)

Combined 3911 3.14 (123) 4.19 25.39 (993) 33.86 70.93 (2774) 94.58 74.99 (2933)

Machinese
MUC6 1322 2.12 (28) 2.75 35.70 (472) 46.41 76.32 (1009) 99.21 76.93 (1017)

Syntax Biomed 2589 0.19 (5) 0.27 14.56 (377) 20.47 65.47 (1695) 92.02 71.15 (1842)
Combined 3911 0.84 (33) 1.15 21.71 (849) 29.70 69.14 (2704) 94.58 73.10 (2859)
MUC6 1322 15.05 (199) 15.10 41.07 (543) 41.20 94.78 (1253) 95.07 99.70 (1318)

Stanford Biomed 2589 0.46 (12) 0.49 16.53 (428) 17.39 88.52 (2292) 93.13 95.06 (2461)
Combined 3911 5.40 (211) 5.58 24.83 (971) 25.69 90.64 (3545) 93.81 96.62 (3779)

Table 2: Evaluation results for the three different parsers.

PersonOut and Organisation in the frag-
ment “ Organisation ’s Post , PersonOut ,
resigned yesterday morning”. Certain nominal-
isations may also cause problems for the linked
chains representation, e.g. in biomedical text
the relation betweenAgent andTarget in the
nominalisation“the Agent -dependent assembly
of Target ” cannot be represented by a linked
chain. In both cases the problem is caused by the
fact that the dependency tree generated includes
the two named entities in part of the tree domi-
nated by a node marked as a noun. Since each
linked chain must be anchored at a verb (or the
root of a tree fragment) and the two chains can-
not share part of their path, these relations are not
covered. It would be possible to create another
representation which allowed these relations to be
captured but it would generate more patterns than
the linked chain model.

Our results also reveal that the choice of depen-
dency parser effects the coverage of each model
(see Figure 3). The subtree model coverage scores
for each parser shown in Table 3 represent the per-
centage of sentences for which an analysis was
generated that included both items from the bi-
nary relations. These figures are noticably higher
for the Stanford parser. We previously mentioned
(Section 4.2) that this parser allows the use of an
underspecified dependency relation and suggested
that this may be a reason for the higher cover-
age. The use of underspecified dependency re-
lations may not be useful for all applications but
is unlikely to cause problems for systems which
learn IE patterns provided the trees generated by
the parser are consistent. Differences between the
results produced by the three parsers suggest that
it is important to fully evaluate their suitability for
a particular purpose.

These experiments also provide insights into the
more general question of how suitable dependency

trees are as a basis for extraction patterns. De-
pendency analysis has the advantage of generat-
ing analyses which abstract away from the sur-
face realisation of text to a greater extent than
phrase structure grammars tend to. This leads to
the semantic information being more accessible in
the representation of the text which can be use-
ful for IE. For practical applications this approach
relies on the ability to accurately generate depen-
dency analyses. The results presented here sug-
gest that the Stanford parser (Klein and Manning,
2003) is capable of generating analyses for almost
all sentences within corpora from two very differ-
ent domains. Bunescu and Mooney (2005) have
also demonstrated that dependency graphs can be
produced using Combinatory Categorial Grammar
(CCG) and context-free grammar (CFG) parsers.

6 Conclusions

This paper compares four IE pattern models:
SVO, chains, linked chains and subtrees. Us-
ing texts from the management succession and
biomedical domains it was found that the linked
chains model can represent around 95% of the
possible relations contained in the text, given a de-
pendency parse. Subtrees can represent all the re-
lations contained within dependency trees but their
use is less practical because enumerating all pos-
sible subtrees is a more complex problem and the
large number of resulting patterns could limit the
learning algorithms that can be applied. This re-
sult should be borne in mind during the design of
IE systems.
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Abstract 

This paper deals with the use of computa-
tional linguistic analysis techniques for 
information access and ontology learning 
within the legal domain. We present a 
rule-based approach for extracting and 
analysing definitions from parsed text 
and evaluate it on a corpus of about 6000 
German court decisions. The results are 
applied to improve the quality of a text 
based ontology learning method on this 
corpus.1 

1 Motivation 

Methods like ontology based knowledge man-
agement and information access through concep-
tual search have become active research topics in 
the general research community, with practical 
applications in many areas. However the use of 
IT in legal practice (at least in German speaking 
countries) is up to now mainly restricted to 
document preparation and management or Boo-
lean keyword search on full-text collections. Le-
gal ontologies have been proposed in various 
research projects, but they focus on an upper 
level of concepts and are, with only a few excep-
tions, small knowledge repositories that were 
hand-made by experts (for a summary of existing 
legal ontologies, cf. (Valente 2004)).  
It is clear that realistically large knowledge-
based applications in the legal domain will need 
more comprehensive ontologies incorporating 
e.g. up-to-date knowledge from court decisions. 
For this purpose an expert-based approach has to 
                                                 
1 This paper describes research within the project 
CORTE funded by the German Science Foundation, 
DFG PI 154/10-1  
(http://www.coli.uni-saarland.de/projects/corte/) 

be supplemented by automatic acquisition me-
thods. The same is true for large-scale advanced 
information access: Extensive conceptual indexa-
tion of even a fraction of all court decisions pub-
lished in one year seems hardly possible without 
automatic support. However there has been rela-
tively little research on the use of natural lan-
guage processing for this purpose (exceptions are 
(Lame 2005) and (Saias and Quaresma 2005)). 

In this paper we look at the use of computa-
tional linguistic analysis techniques for informa-
tion access and ontology learning within the le-
gal domain. We present a rule-based method for 
extracting and analyzing definitions from parsed 
text, and evaluate this method on a corpus of 
about 6000 German court decisions within the 
field of environmental law. We then report on an 
experiment exploring the use of our extraction 
results to improve the quality of text-based on-
tology learning from noun-adjective bigrams. We 
will start however with a general discussion of 
the role that definitions play in legal language. 

2 Definitions in Legal Language 

Two central kinds of knowledge contained in the 
statutes of a code law system are normative 
knowledge, connecting legal consequences to 
descriptions of certain facts and situations, and 
terminological knowledge, consisting in defini-
tions of some of the concepts used in these de-
scriptions (Valente and Breuker 1994). 
Normative content is exemplified by (1), parts of 
section 324a of the German criminal law. The 
legal consequence consisting in the specified 
punishment is connected to the precondition of 
soil pollution: 

 
(1) Whoever (…) allows to penetrate or re-

leases substances into the soil and thereby pol-
lutes it or otherwise detrimentally alters it:  

20



1. in a manner that is capable of harming (…) 
property of significant value or a body of wa-
ter (…) 

shall be punished with imprisonment for not 
more than five years or a fine. 

 
Terminological knowledge consists in definitions 
of concepts used to describe the sanctioned facts. 
E.g., soil is defined in article 2 of the German 
soil protection law as follows: 

 
(2) Soil within the meaning of this Act is the 

upper layer of the earth's crust (…) including its 
liquid components (soil solution) and gaseous 
components (soil air), except groundwater and 
beds of bodies of water. 
 
If the definitions contained in statutes would 
fully specify how the relevant concepts are to be 
applied, cases could be solved (once the relevant 
statutes have been identified) by mechanically 
checking which of some given concepts apply, 
and then deriving the appropriate legal conse-
quences in a logical conclusion. However such a 
simple procedure is never possible in reality. 
Discussions in courts (and consequently in all 
legal texts that document court decisions) are in 
large parts devoted to pinning down whether cer-
tain concepts apply. Controversies often arise 
because not all relevant concepts are defined at 
all within statutes, and because the terms used in 
legal definitions are often in need of clarification 
themselves. For instance it may be unclear in 
some cases what exactly counts as the bed of a 
body of water mentioned in Example (2). Addi-
tionally, reality is complex and constantly chang-
ing, and these changes also pertain to the appli-
cability of formerly clear-cut concepts. While 
this is especially true of social reality, rather 
physical concepts may also be affected. An often 
cited example is a case where the German 
Reichsgericht had to decide whether electricity 
was to be counted as a thing. 

At the heart of these difficulties lies the fact 
that statutes are written in natural language, not 
in a formalized or a strongly restricted special-
ized language. It is widely assumed in the phi-
losophical literature that most natural language 
concepts do not lend themselves to definitions 
fixing all potential conditions of applicability a 
priori. From the point of view of legal theory this 
open-textured character of natural language con-
cepts is often seen as essential for the functioning 
of any legal system (the term open texture was 

introduced into this discussion by (Hart 1961)). 
The use of natural language expressions allows 
for a continuous re-adjustment of the balance 
between precision and openness. This possibility 
is needed to provide regulations that are on the 
one hand reliable and on the other hand flexible 
enough to serve as a common ground for all 
kinds of social interaction. For the solution of 
concrete cases, the concepts made available 
within statute texts are supplemented by further 
definitions (in a wide sense, covering all kinds of 
modification and adaptation of concepts) given 
in the courts’ decisions (in particular within the 
reasons for judgement). Such definitions for in-
stance fix whether a certain stretch of sand 
counts as the bed of a body of water or if some-
thing is of significant value in the case at hand. 
These definitions are generally open for later 
amendment or revision. Still they almost always 
remain binding beyond the case at hand. 

Easy access to definitions in decisions is there-
fore of great importance to the legal practitioner. 
Sections 3 and 4 show how computational lin-
guistic analysis helps answering this need by 
enabling an accurate search for definitions in a 
large collection of court decisions. Accurate 
definition extraction is a prerequisite to building 
up an information system that allows for con-
cept-centred access to the interpretational knowl-
edge spread over tens of thousands of documents 
produced by courts every year.  

Definitions are however not only of direct 
value as a source of information in legal practice. 
They also provide contexts that contain particu-
larly much relevant terminology, and are there-
fore a good place to search for concepts to be 
integrated in a domain ontology. Given the im-
portance and frequency of definitions in legal 
text, such an approach seems particularly prom-
ising for this domain. Section 5 describes how 
automatically extracted definitions improve the 
results of a standard ontology learning method. 

3 Structure of Definitions 

Our current work is based on a collection of 
more than 6000 verdicts in environmental law. 
As a starting point however we conducted a sur-
vey based on a random selection of 40 verdicts 
from various legal fields (none of them is in our 
present test set), which contained 130 definitions. 
Inspection of these definitions has shown a range 
of common structural elements, and has allowed 
us to identify typical linguistic realizations of 
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these structural elements. We will illustrate this 
with the example definition given in (3): 

(3) [4 Bei einem Einfamilienreihenhaus] [3 liegt] 
ein [1 mangelhafter Schallschutz] [5 dann] [3 vor, 
wenn] [2 die Haustrennwand einschalig errichtet 
wurde] (…). 

(One-family row-houses have insufficient noise 
insulation if the separating wall is one-layered.) 

This definition contains: 

1. The definiendum, i.e. the element that is de-
fined (unzureichender Schallschutz - insufficient 
noise insulation). 

2. The definiens, i.e. the element that fixes the 
meaning to be given to the definiendum (die 
Haustrennwand einschalig errichtet wurde - the 
separating wall is  one-layered). 

Apart from these constitutive parts, it contains: 

3. A connector, indicating the relation between 
definiendum and definiens (liegt…vor, wenn, 
have…, if). 

4. A qualification specifying a domain area of 
applicability, i.e. a restriction in terms of the part 
of reality that the regulation refers to (bei Einfa-
milienreihenhäusern - one-family row-houses). 

5. Signal words that cannot be assigned any clear 
function with regard to the content of the sen-
tence, but serve to mark it as a definition (dann - 
ø). 

The connector normally contains at least the 
predicate of the main clause, often together with 
further material (subjunction, relative pronoun, 
determiner). It not only indicates the presence of 
a definition. It also determines how definiens and 
definiendum are realized linguistically and often 
contains information about the type of the given 
definition (full, partial, by examples…). The lin-
guistic realization of definiendum and definiens 
depends on the connector. One common pattern 
realizes the definiendum as the subject, and the 
definiens within a subclause. The domain area is 
often specified by a PP introduced by bei (“in 
the field of”, for), as seen in the example. Further 
possibilities are other PPs or certain subclauses. 
Signal words are certain particles (dann in the 
example), adverbs (e.g. begrifflich - conceptu-
ally) or nominal constructions containing the 
definiendum (e.g. der Begriff des…, the concept 
of…). 

Of course many definitions also contain fur-
ther structural elements that are not present in 

Example (3). For instance certain adverbials or 
modal verbs modify the force, validity or degree 
of commitment to a definition (e.g. only for typi-
cal cases). The field of law within which the 
given definition applies is often specified as a PP 
containing a formal reference to sections of stat-
utes or simply the name of a statute, document, 
or even a complete legal field (e.g. Umweltrecht 
- environmental law). Citation information for 
definitions is standardly included in brackets as a 
reference to another verdict by date, court, and 
reference number. 

4 Automatic extraction of definitions 

The corpus based pilot study discussed in the 
last section has on the one hand shown a broad 
linguistic variation among definitions in reasons 
for judgement. No simple account, for instance 
in terms of keyword spotting or pattern match-
ing, will suffice to extract the relevant informa-
tion from a significant amount of occurrences. 
On the other hand our survey has shown a range 
of structural uniformities across these formula-
tions. This section discusses computational lin-
guistic analysis techniques that are useful to 
identify and segment definitions based on these 
uniformities. 

4.1 Linguistic Analysis 

Our current work is based on a collection of 
more than 6000 verdicts in environmental law 
that were parsed using the Preds-parser (Preds 
stands for partially resolved dependency struc-
ture), a semantically-oriented parsing system that 
has been developed in the Saarbrücken Computa-
tional Linguistics Department within the project 
COLLATE. It was used there for information 
extraction from newspaper text (Braun 2003, 
Fliedner 2004). The Preds-parser balances depth 
of linguistic analysis with robustness of the 
analysis process and is therefore able to provide 
relatively detailed linguistic information even for 
large amounts of syntactically complex text. 
It generates a semantic representation for its in-
put by a cascade of analysis components. Start-
ing with a topological analysis of the input sen-
tence, it continues by applying a phrase chunker 
and a named entity recognizer to the contents of 
the topological fields. The resulting extended 
topological structure is transformed to a semantic 
representation (called Preds, see above) by a se-
ries of heuristic rules. The Preds-format encodes 
semantic dependencies and modification rela-
tions within a sentence using abstract categories 
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such as deep subject and deep object. This way it 
provides a common normalized structure for 
various surface realizations of the same content 
(e.g. in active or passive voice).  
The Preds-parser makes use of syntactic under-
specification to deal with the problem of ambigu-
ity. It systematically prefers low attachment in 
case of doubt and marks the affected parts of the 
result as default-based. Later processing steps are 
enabled to resolve ambiguities based on further 
information. But this is not necessary in general. 
Common parts of multiple readings can be ac-
cessed without having to enumerate and search 
through alternative representations. Figure 1 
shows the parse for the definition in Example 
(3).2 The parser returns an XML-tree that con-
tains this structure together with the full linguis-
tic information accumulated during the analysis 
process. 

4.2 Search and processing 

The structures produced by the Preds parser pro-
vide a level of abstraction that allows us to turn 
typical definition patterns into declarative extrac-
tion rules. Figure 2 shows one such extraction 
rule. It specifies (abbreviated) XPath-expressions 
describing definitions such as Example (3). The 
field query contains an expression characterising 
a sentence with the predicate vorliegen and a 
subclause that is introduced by the subjunction 
wenn (if). This expression is evaluated on the 
Preds of the sentences within our corpus to iden-
tify definitions. Other fields determine the loca-
tions containing the structural elements (such as 
definiendum, definiens and domain area) within 
the Preds of the identified definitions. 
 

                                                 
2 Figure 1 and Figure 3 were generated using the SALSA-
Tool (Burchardt et al. 2006) 

<pattern> 
description=liegt vor + wenn-Nebensatz 
query=sent/parse/preds/word[@stem="vorliegen" 

 and INDPRES and WENN] 
filters=definite 
definiendum=DSub 
definiens=WENN/arg/word 
area=PPMOD{PREP%bei} 
</pattern> 
 

Figure 2. Extraction rule. 
 

The field filters specifies a set of XSLT-scripts 
used to filter out certain results. In the example 
we exclude definienda that are either pronominal 
(because we do not presently resolve anaphoric 
references) or definite (because these are often 
also anaphoric, or indicate that the sentence at 
hand is valid for that particular case only). Figure 
3 shows how the definition in Example (3) is 
analyzed by this rule. 

4.3 Evaluation 

We currently use 33 such extraction rules 
based on the connectors identified in our pilot 
study, together with various kinds of filters. 
When applied to the reasons for judgement in all 
6000 decisions (containing 237935 sentences) in 
our environmental law corpus, these rules yield 
5461 hits before filtering (since not all patterns 
are mutually exclusive, these hits are all within 
4716 sentences). After exclusion of pronominal 
and in some cases definite definienda (see 
above), as well as definienda containing stop-
words (certain very common adjectives and 
nouns) the number of remaining hits decreases to 
1486 (in 1342 sentences). 

A selection of 492 hits (in 473 sentences; all 
hits for rules with less than 20, at least 20 hits for 
others) was checked for precision by two annota-
tors. The evaluation was based on a very inclu-
sive concept of definition, covering many cases 
of doubt such as negative applicability condi-
tions, legal preconditions or elaborations on the 
use of evaluative terms. Clear “no”-judgements 

 
 
Figure 1. Grammatical structure for Example (3). 
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Figure 3. Structural elements of the definition in Example (3). 

were e.g. given for statements referring only to 
one particular case without any general elements, 
and for purely contingent statements. The overall 
agreement of the judgements given was rela-
tively high, with an overall κ of 0.835. 

 

Total 
33 rules 1486 hits (1342 / 237935 sent) 

Annotator 1 Good: 211/473  (p = 44.6 %) 
Annotator 2 Good: 230/473  (p = 48.6 %) 

Best rules only 
Annotator 1 

17 rules 749 hits (749 / 1342 sent) 
 Good: 176/245  (p = 71.8 %) 

Annotator 2 
18 rules 764 hits (633 / 1342 sent) 

 Good: 173/230  (p = 75.2 %) 
 
Table 1. Annotation results. 
 
Precision values within the checked hits vary 
considerably. However in both cases more than 
50 % of all hits are by patterns that together still 
reach a precision of well above 70 % (Table 1). 

4.4 Discussion 

So far, our focus in selecting rules and filters 
has been on optimizing precision. As our present 
results show, it is possible to extract definitions 
at an interesting degree of precision and still 
achieve a reasonable number of hits. However 
we have not addressed the issue of recall system-
atically yet. The assessment of recall poses 
greater difficulties than the evaluation of the pre-
cision of search patterns. To our knowledge no 
reference corpus with annotated definitions ex-

ists. Building up such a corpus is time intensive, 
in particular because of the large amount of text 
that has to be examined for this purpose. Within 
the 3500 sentences of the 40 decisions examined 
in our pilot study mentioned above, we found 
only about 130 definitions. While this amount is 
significant from the perspective of information 
access, it is quite small from the annotator’s 
point of view. Moreover it has become clear in 
our pilot study that there is a considerable 
amount of definitions that cannot be identified by 
purely linguistic features, and that many of these 
are unclear cases of particular difficulty for the 
annotator. The proportion of such problematic 
cases will obviously be much higher in free text 
annotation than in the evaluation of our extrac-
tion results, which were generated by looking for 
clear linguistic cues. 

Taking the ratio observed in our pilot study 
(130 definitions in 3500 sentences) as an orienta-
tion, the set of rules we are currently using is 
clearly far from optimal in terms of recall. It 
seems that a lot of relatively simple improve-
ments can be made in this respect. A variety of 
obvious good patterns are still missing in our 
working set. We are currently testing a boot-
strapping approach based on a seed of various 
noun-combinations taken from extracted defini-
tions in order to acquire further extraction pat-
terns. We hope to be able to iterate this proce-
dure in a process of mutual bootstrapping similar 
to that described in (Riloff and Jones 1999).  

Moreover all presently employed rules use 
patterns that correspond to the connector-parts 
(cf. Section 3) of definitions. Accumulations of 
e.g. certain signals and modifiers may turn out to 
indicate definitions with equal precision. We 
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identified a range of adverbial modifiers that are 
highly associated with definitions in the corpus 
of our pilot study, but we have not yet evaluated 
the effect of integrating them in our extraction 
patterns. 

We also assume that there is great potential for 
more fine-grained and linguistically sensitive 
filtering, such that comparable precision is 
achieved without losing so many results.  

Even with all of the discussed improvements 
however, the problem of definitions without 
clear linguistic indicators will remain. Heuristics 
based on domain specific information, such as 
citation and document structure (e.g. the first 
sentence of a paragraph is often a definition), 
may be of additional help in extending recall of 
our method to such cases. 

Apart from integrating further features in our 
extractors and using bootstrapping techniques for 
identifying new patterns, another option is to 
train classifiers for the identification of defini-
tions based on parse features, such as depend-
ency paths. This approach has for instance been 
used successfully for hypernym discovery (cf. 
Snow et al., 2005). For this task, WordNet could 
be used as a reference in the training and evalua-
tion phase. The fact that no comparable reference 
resource is available in our case presents a great 
difficulty for the application of machine learning 
methods. 

5 Ontology Extraction 

Occurrence of a concept within a definition is 
likely to indicate that the concept is important for 
the text at hand. Moreover in court decisions, a 
great deal of the important (legal as well as sub-
ject domain) concepts will in fact have at least 
some occurrences within definitions. This can be 
assumed because legal argumentation (as dis-
cussed in Section 2) characteristically proceeds 
by adducing explicit definitions for all relevant 
concepts. Definition extraction therefore seems 
to be a promising step for identifying concepts, 
in particular within legal text. This section dis-
cusses how extracted definitions can be used to 
improve the quality of text-based ontology learn-
ing from court decisions. For this purpose we 
first examine the results of a standard method – 
identification of terms and potential class-
subclass-relations through weighted bigrams – 
and then look at the effect of combining this 
method with a filter based on occurrence within 
definitions. 

5.1 Bigram Extraction 

Adjective-noun-bigrams are often taken as a 
starting point in text based ontology extraction 
because in many cases they contain two concepts 
and one relation (see e.g. Buitelaar et al. 2004). 
The nominal head represents one concept, while 
adjective and noun together represent another 
concept that is subordinate to the first one. There 
are however obvious limits to the applicability of 
this concept-subconcept-rule:  

(1) It may happen that the bigram or even al-
ready the nominal head on its own do not corre-
spond to relevant concepts, i.e. that one or both 
of the denoted classes are of no particular rele-
vance for the domain. 

(2) Not all adjective-noun-bigrams refer to a 
subclass of the class denoted by the head noun. 
Adjectives may e.g. be used redundantly, making 
explicit a part of the semantics of the head noun, 
or the combination may be non-compositional 
and therefore relatively unrelated to the class 
referred to by the head noun. 

For these reasons, extracted bigrams generally 
need to be hand-checked before corresponding 
concepts can be integrated into an ontology. This 
time-intensive step can be facilitated by provid-
ing a relevance-ranking of the candidates to be 
inspected. Such rankings use association meas-
ures known from collocation discovery (like χ2, 
pointwise mutual information or log-likelihood-
ratios). But while the elements of a collocation 
are normally associated in virtue of their mean-
ing, they do not necessarily correspond to a do-
main concept just by this fact. Moreover, many 
collocations are non-compositional. An associa-
tion based ranking therefore cannot solve Prob-
lem (2) just mentioned, and only partially solves 
Problem (1). However it seems likely that the 
definiendum in a definition is a domain concept, 
and for the reasons discussed in Section 2, it can 
be assumed that particularly many concepts will 
in fact occur within definitions in the legal do-
main. In order to investigate this hypothesis, we 
extracted all head-modifier pairs with nominal 
head and adjectival modifier from all parsed sen-
tences in our corpus. We then restricted this list 
to only those bigrams occurring within at least 
one identified definiendum, and compared the 
proportion of domain concepts following the 
concept-subconcept-rule on both lists.  

5.2 Unfiltered Extraction and Annotation 

We found a total 165422 bigram-occurrences 
of 73319 types (in the following we use bigrams 

25



to refer to types, not to occurrences) within the 
full corpus. From this list we deleted combina-
tions with 53 very frequent adjectives that are 
mainly used to establish uniqueness for definite 
reference (such as vorgenannt – mentioned 
above). All types with more than 5 occurrences 
were then ranked by log-likelihood of observed 
compared to independent occurrence of the bi-
gram elements.3 The resulting list contains 4371 
bigrams on 4320 ranks. Each bigram on the first 
600 ranks of this list (601 bigrams, two bigrams 
share rank 529) was assigned one of the follow-
ing five categories: 

 
1. Environmental domain: Bigrams encoding 

concepts from the environmental domain (e.g. 
unsorted construction waste). These occur be-
cause our corpus deals with environmental law. 

2. Legal domain: Bigrams encoding concepts 
from the legal domain. These range from con-
cepts that are more or less characteristic of envi-
ronmental law (e.g. various kinds of town-
planning schemes) to very generic legal concepts 
(such as statutory prerequisite) 

3. No subconcept: Bigrams that would be 
categorized as 1. or 2., but (typically for one of 
the reasons explained above) do not encode a 
subconcept of the concept associated with the 
head noun. An example is öffentliche Hand 
(“public hand”, i.e. public authorities – a non-
compositional collocation). 

4. No concept: All bigrams that - as a bigram 
- do not stand for a domain concept (although the 
nominal head alone may stand for a concept).  

5. Parser error: Bigrams that were obviously 
misanalysed due to parser errors. 
 
Figure 4 shows the distribution of categories 
among the 600 top-ranked bigrams, as well as 
within an additionally annotated 100 ranks to-
wards the end of the list (ranks 3400-3500). 
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Figure 4. Results of log-likelihood ranking. 

                                                 
3 The ranking was calculated by the Ngram Statistics 
Package described in (Bannerjee and Pedersen 2003) 

For selecting the two categories of central in-
terest, namely those of legal and environmental 
concepts to which the concept-subconcept rule 
applies, the ranking is most precise on the first 
few hundred ranks, and looses much of its effect 
on lower ranks. The percentage of such concepts 
decreases from 56% among the first 100 ranks to 
51% among the first 200, but is roughly the same 
within the first 500 and 600 ranks (with even a 
slight increase, 45.6% compared to 46.8%). Even 
the segment from rank 3400 to 3500 still con-
tains 39% of relevant terminology. There are no 
bigrams of the “no subconcept” category within 
this final segment. The explanation for this fact 
is probably that such bigrams (especially the 
non-compositional ones) are mostly established 
collocations and therefore show a particularly 
high degree of association. 

It must be noted that the results of our annota-
tion have to be interpreted cautiously. They have 
not yet been double-checked and during the an-
notation process there turned out to be a certain 
degree of uncertainty especially in the subclassi-
fication of the various categories of concepts (1, 
2 and 3). A further category for concepts with 
generic attributes (e.g. permissible, combining 
with a whole range of one-word terms) would 
probably cover many cases of doubt. The binary 
distinction between concepts and non-concepts 
in contrast was less difficult to make, and it is 
surely safe to conclude about general tendencies 
based on our annotation. 

5.3 Filtering and Combined Approach 

By selecting only those bigrams that occur 
within defienda, the 4371 items on the original 
list were were reduced to 227 (to allow for com-
parison, these were kept in the same order and 
annotated with their ranks as on the original list). 
Figure 5 shows how the various categories are 
distributed within the items selected from the top 
segments of the original list, as well as within the 
complete 227 filtering results. 
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Figure 5. Filtered results 
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The proportion of interesting concepts reaches 
about 80% and is higher than 60% on the com-
plete selection. This is still well above the 56% 
precision within the top 100-segment of the 
original list. However the restriction to a total of 
227 results on our filtered list (of which only 145 
are useful) means a dramatic loss in recall. This 
problem can be alleviated by leaving a top seg-
ment of the original list in place (e.g. the top 200 
or 500 ranks, where precision is still at a tolera-
bly high level) and supplementing it with the 
lower ranks from the filtered list until the desired 
number of items is reached. Another option is to 
apply the filtering to the complete list of ex-
tracted bigrams, not only to those that occur 
more than 5 times. We assume that a concept that 
is explicitly defined is likely to be of particular 
relevance for the domain regardless of its fre-
quency. Hence our definition-based filter should 
still work well on concept candidates that are too 
infrequent to be considered at all in a log-
likelihood ranking, and allow us to include such 
candidates in our selection, too. 

We investigated the effect of a combination of 
both methods just described. For this purpose, 
we first extracted all noun-adjective bigrams oc-
curring within any of the identified definienda, 
regardless of their frequency within the corpus. 
After completing the annotation on the 627 re-
sulting bigrams they were combined with various 
top segments of our original unfiltered list. 

Figure 6 shows the distribution of the anno-
tated categories among the 627 bigrams from 
definienda, as well as on two combined lists. 
Cutoff 200/750 is the result of cutting the original 
list at rank 200 and filling up with the next 550 
items from the filtered list. For cutoff 500/1000 
we cut the original list at rank 500 and filled up 
with the following 500 items from the filtered 
one. The distribution of categories among the 
original top 200 is repeated for comparison. 

Figure 6. Log-likelihood and filtering combined. 
 
Precision among the 627 filtering results is 

higher than among the original top 200 (almost 

56% compared to 51%), and only slightly 
smaller even for the 1000 results in the cutoff 
500/1000 setting. Using definition extraction as 
an additional knowledge source, the top 1000 
results retrieved are thus of a quality that can 
otherwise only be achieved for the top 200 re-
sults. 

6 Conclusion 

In this paper we argued that definitions are an 
important element of legal texts and in particular 
of court decisions. We provided a structural 
segmentation scheme for definitions and dis-
cussed a method of applying computational lin-
guistic analysis techniques for their text-based 
extraction and automatic segmentation. We 
showed that a large number of definitions can in 
fact be extracted at high precision using this 
method, but we also pointed out that there is still 
much room for improvement in terms of recall, 
e.g. through the inclusion of further definition 
patterns.  
Our future work in this area will focus on the 
integration of extraction results across docu-
ments (e.g. recognizing and collecting comple-
mentary definitions for the same concept) and on 
a user interface for structured access to this data. 
For this work we have access to a corpus of sev-
eral million verdicts provided to us by the com-
pany juris GmbH, Saarbrücken. We also demon-
strated how the identification of definitions can 
improve the results of text-driven ontology learn-
ing in the legal domain. When looking for noun-
adjective bigrams encoding relevant concepts, it 
leads to a considerable increase in precision to 
restrict the search to definienda only. This 
method is more precise than selecting the top 
ranks of a log-likelihood ranking. Its great disad-
vantage is the very low total number of results, 
leading to poor recall. However by combining a 
log-likelihood ranking with definition-based 
concept extraction, recall can be improved while 
still achieving better precision than with a log-
likelihood ranking alone. Moreover this com-
bined method also retrieves concepts that are too 
infrequent to be included at all in a log-
likelihood ranking. 

There is however another, maybe even more 
relevant reason to look for definitions in ontol-
ogy learning. Definitions in legal text often very 
explicitly and precisely determine all kinds of 
relational knowledge about the defined concept. 
For instance they specify explicit subordinations 
(as in the classical definitio per genus et differen-
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tiam), introduce restrictions on roles inherited 
from a superconcept, determine the constitutive 
parts of the definiendum, or contain information 
about its causal relations to other concepts. As 
one focus of our future work we plan to investi-
gate how such rich ontological knowledge can be 
extracted automatically. 
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Abstract

This paper presents a novel approach to
the semi-supervised learning of Informa-
tion Extraction patterns. The method
makes use of more complex patterns than
previous approaches and determines their
similarity using a measure inspired by re-
cent work using kernel methods (Culotta
and Sorensen, 2004). Experiments show
that the proposed similarity measure out-
performs a previously reported measure
based on cosine similarity when used to
perform binary relation extraction.

1 Introduction

A recent approach to Information Extraction (IE)
is to make use of machine learning algorithms
which allow systems to be rapidly developed or
adapted to new extraction problems. This reduces
the need for manual development which is a major
bottleneck in the development of IE technologies
and can be extremely time consuming (e.g. Riloff
(1996)).

A number of machine learning approaches have
recently been applied. One is the use of itera-
tive learning algorithms to infer extraction patterns
from a small number of seed examples (Yangar-
ber et al., 2000; Stevenson and Greenwood, 2005).
These approaches use dependency analysis as the
basis of IE patterns. Training text is parsed and a
set of candidate patterns extracted. These patterns
are then compared against the seeds with the most
similar being selected and added to the seed set.
(Optionally, a user may verify the patterns at this
point.) The process is then repeated with the re-
maining patterns being compared to the enlarged
seed set. The process continues until a suitable set

of patterns has been learned. These approaches
require only a small number of example extraction
patterns which greatly reduces the effort required
to develop IE systems.

While it has been found that these approaches
are capable of learning useful IE patterns from
a handful of examples (Yangarber et al., 2000;
Stevenson and Greenwood, 2005) they are limited
by the use of basic extraction patterns: SVO tu-
ples. The patterns used by these systems are de-
fined as a verb and its direct subject and/or object.
They could then only extract a limited set of re-
lations; those expressed using a verb and its di-
rect arguments. For example, these patterns could
identify the relation betweenJonesand Smith in
the sentence“Jones replaced Smith”. However,
no pattern consisting of a verb and its arguments
could be constructed which could identify the
same relation in“Jones was named as Smith’s suc-
cessor.”

Others have suggested alternative approaches
for generating extraction patterns from depen-
dency trees, each of which allows a particular part
of the dependency analysis to act as an extraction
pattern. For example, Sudo et al. (2003) used pat-
terns consisting of a path from a verb to any of
its descendents (direct or indirect) while Bunescu
and Mooney (2005) suggest the shortest path be-
tween the items being related. However, iterative
learning algorithms, such as the ones used by Yan-
garber et al. (2000) and Stevenson and Greenwood
(2005), have not made use of these more complex
extraction patterns. Part of the reason for this is
that these algorithms require a way of determining
the similarity between patterns (in order to com-
pare candidate patterns with the seeds). This pro-
cess is straightforward for simple patterns, based
on SVO tuples, but less so for more complex ex-
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traction patterns.
In this paper we present a semi-supervised al-

gorithm for the iterative learning of relation ex-
traction patterns which makes use of a more com-
plex pattern representation than has been previ-
ously used by these approaches (Sections 2 and 3).
The algorithm makes use of a similarity function
based on those which have been proposed for use
with non-iterative learning algorithms (Zelenko et
al., 2003; Culotta and Sorensen, 2004; Bunescu
and Mooney, 2005). These are extended to include
information about lexical similarity derived from
WordNet (Section 4). We present results of using
patterns acquired through this similarity function
to perform binary relation extraction (Sections 5
and 6).

2 Semi-Supervised Learning of
Extraction Patterns

We begin by outlining the general process of learn-
ing extraction patterns using a semi-supervised al-
gorithm, similar to one presented by Yangarber
(2003).

1. For a given IE scenario we assume the ex-
istence of a set of documents against which
the system can be trained. The documents are
unannotated and may be either relevant (con-
tain the description of an event relevant to the
scenario) or irrelevant.

2. This corpus is pre-processed to generate a set
of all patterns which could be used to repre-
sent sentences contained in the corpus, call
this setP . The aim of the learning process is
to identify the subset ofP representing pat-
terns which are relevant to the IE scenario.

3. The user provides a small set of seed pat-
terns, Pseed, which are relevant to the sce-
nario. These patterns are used to form the
set of currently accepted patterns,Pacc, so
Pacc ← Pseed. The remaining patterns are
treated as candidates for inclusion in the ac-
cepted set, these form the setPcand(= P −
Pacc).

4. A function, f , is used to assign a score to
each pattern inPcand based on those which
are currently inPacc. This function as-
signs a real number to candidate patterns so
∀ c ε Pcand, f(c, Pacc) 7→ R. A set of high
scoring patterns (based on absolute scores or
ranks after the set of patterns has been or-
dered by scores) are chosen as being suitable

for inclusion in the set of accepted patterns.
These form the setPlearn.

5. (Optional) The patterns inPlearn may be re-
viewed by a user who may remove any they
do not believe to be useful for the scenario.

6. The patterns inPlearn are added toPacc and
removed fromPcand, so Pacc ← Pacc ∪
Plearn andPcand ← Pacc − Plearn

7. Stop if an acceptable set of patterns has been
learned, otherwise goto step 4

Previous algorithms which use this approach in-
clude those described by Yangarber et al. (2000)
and Stevenson and Greenwood (2005). A key
choice in the development of an algorithm using
this approach is the process of ranking candidate
patterns (step 4) since this determines the patterns
which will be learned at each iteration. Yangar-
ber et al. (2000) chose an approach motivated by
the assumption that documents containing a large
number of patterns already identified as relevant to
a particular IE scenario are likely to contain further
relevant patterns. This approach operates by asso-
ciating confidence scores with patterns and rele-
vance scores with documents. Initially seed pat-
terns are given a maximum confidence score of 1
and all others a 0 score. Each document is given
a relevance score based on the patterns which oc-
cur within it. Candidate patterns are ranked ac-
cording to the proportion of relevant and irrele-
vant documents in which they occur, those found
in relevant documents far more than in irrelevant
ones are ranked highly. After new patterns have
been accepted all patterns’ confidence scores are
updated, based on the documents in which they
occur, and documents’ relevance according to the
accepted patterns they contain.

Stevenson and Greenwood (2005) suggested an
alternative method for ranking the candidate pat-
terns. Their approach relied on the assumption
that useful patterns will have similar meanings to
the patterns which have already been accepted.
They chose to represent each pattern as a vector
consisting of the lexical items which formed the
pattern and used a version of the cosine metric to
determine the similarity between pairs of patterns,
consequently this approach is referred to as “co-
sine similarity”. The metric used by this approach
incorporated information from WordNet and as-
signed high similarity scores to patterns with sim-
ilar meanings expressed in different ways.
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Figure 1: An example dependency tree.

3 Relation Extraction Patterns

Both these approaches used extraction pat-
terns which were based on dependency analysis
(Tesniére, 1959) of text. Under this approach the
structure of a sentence is represented by a set of di-
rected binary links between a word (the head) and
one of its modifiers. These links may be labelled
to indicate the grammatical relation between the
head and modifier (e.g. subject, object). Cycli-
cal paths are generally disallowed and the analysis
forms a tree structure. An example dependency
analysis for the sentence“Acme Inc. hired Mr
Smith as their new CEO, replacing Mr Bloggs.”
is shown in Figure 1.

The extraction patterns used by both Yan-
garber et al. (2000) and Stevenson and Green-
wood (2005) were based on SVO tuples ex-
tracted from dependency trees. The depen-
dency tree shown in Figure 1 would gener-

ate two patterns:replace
obj
−−→ Mr Bloggs

andAcme Inc.
subj
←−− hire

obj
−−→ Mr Smith.

While these represent some of the core informa-
tion in this sentence, they cannot be used to iden-
tify a number of relations including the connection
betweenMr. SmithandCEOor betweenMr. Smith
andMr. Bloggs.

A number of alternative approaches to con-
structing extraction patterns from dependency
trees have been proposed (e.g. (Sudo et al., 2003;
Bunescu and Mooney, 2005)). Previous analysis
(Stevenson and Greenwood, 2006a) suggests that
the most useful of these is one based on pairs of
linked chains from the dependency tree. A chain
can be defined as a path between a verb node and
any other node in the dependency tree passing
through zero or more intermediate nodes (Sudo
et al., 2001). The linked chains model (Green-
wood et al., 2005) represents extraction patterns
as a pair of chains which share the same verb but
no direct descendants. It can be shown that linked

Figure 2: Example linked chain patterns

chain patterns can represent the majority of rela-
tions within a dependency analysis (Stevenson and
Greenwood, 2006a). For example, the dependency
tree shown in Figure 1 contains four named enti-
ties (Acme Inc., Mr Smith, CEOandMr. Bloggs)
and linked chains patterns can be used to repre-
sent the relation between any pair.1 Some exam-
ple patterns extracted from the analysis in Figure 1
can be seen in Figure 2. An additional advantage
of linked chain patterns is that they do not cause
an unwieldy number of candidate patterns to be
generated unlike some other approaches for rep-
resenting extraction patterns, such as the one pro-
posed by Sudo et al. (2003) where any subtree of
the dependency tree can act as a potential pattern.

When used within IE systems these pat-
terns are generalised by replacing terms
which refer to specific entities with a gen-
eral semantic class. For example, the pattern

Acme Inc.
subj
←−− hire

obj
−−→ Mr Smithwould

becomeCOMPANY
subj
←−− hire

obj
−−→ PERSON.

4 Pattern Similarity

Patterns such as linked chains have not been used
by semi-supervised approaches to pattern learn-
ing. These algorithms require a method of de-
termining the similarity of patterns. Simple pat-
terns, such as SVO tuples, have a fixed structure
containing few items and tend to occur relatively
frequently in corpora. However, more complex
patterns, such as linked chains, have a less fixed
structure and occur less frequently. Consequently,
the previously proposed approaches for determin-
ing pattern similarity (see Section 2) are unlikely
to be as successful with these more complex pat-
terns. The approach proposed by Stevenson and

1Note that we allow a linked chain pattern to represent the
relation between two items when they are on the same chain,
such asMr SmithandCEO in this example.
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Greenwood (2005) relies on representing patterns
as vectors which is appropriate for SVO tuples
but not when patterns may include significant por-
tions of the dependency tree. Yangarber et al.
(2000) suggested a method where patterns were
compared based on their distribution across doc-
uments in a corpus. However, since more complex
patterns are more specific they occur with fewer
corpus instances which is likely to hamper this
type of approach.

Another approach to relation extraction is to use
supervised learning algorithms, although they re-
quire more training data than semi-supervised ap-
proaches. In particular various approaches (Ze-
lenko et al., 2003; Culotta and Sorensen, 2004;
Bunescu and Mooney, 2005) have used kernel
methods to determine the sentences in a corpus
which contain instances of a particular relation.
Kernel methods (Vapnik, 1998) allow the repre-
sentation of large and complicated feature spaces
and are therefore suitable when the instances are
complex extraction rules, such as linked chains.
Several previous kernels used for relation extrac-
tion have been based on trees and include meth-
ods based on shallow parse trees (Zelenko et al.,
2003), dependency trees (Culotta and Sorensen,
2004) and part of a dependency tree which rep-
resents the shortest path between the items be-
ing related (Bunescu and Mooney, 2005). Ker-
nels methods rely on a similarity function between
pairs of instances (the kernel) and these can be
used within semi-supervised approaches to pattern
learning such as those outlined in Section 2.

4.1 Structural Similarity Measure

The remainder of this Section describes a similar-
ity function for pairs of linked chains, based on
the tree kernel proposed by Culotta and Sorensen
(2004). The measure compares patterns by follow-
ing their structure from the root nodes through the
patterns until they diverge too far to be considered
similar.

Each node in an extraction pattern has three fea-
tures associated with it: the word, the relation to
a parent, and the part-of-speech (POS) tag. The
values of these features for noden are denoted
by nword, nreln and npos respectively. Pairs of
nodes can be compared by examining the values of
these features and also by determining the seman-
tic similarity of the words. A set of four functions,
F = {word, relation, pos, semantic}, is used to

compare nodes. The first three of these correspond
to the node features with the same name; the rel-
evant function returns 1 if the value of the feature
is equal for the two nodes and 0 otherwise. For
example, thepos function compares the values of
the part of speech feature for nodesn1 andn2:

pos (n1, n2) =

{

1 if n1, pos = n2, pos

0 otherwise

The remaining function,semantic, returns a
value between 0 and 1 to signify the semantic sim-
ilarity of lexical items contained in the word fea-
ture of each node. This similarity is computed us-
ing the WordNet (Fellbaum, 1998) similarity func-
tion introduced by Lin (1998) .

The similarity of two nodes is zero if their part
of speech tags are different and, otherwise, is sim-
ply the sum of the scores provided by the four
functions which form the setF . This is repre-
sented by the functions:

s (n1, n2) =

{

0 if pos(n1, n2) = 0
∑

f∈F

f (n1, n2) otherwise

The similarity of a pair of linked chain patterns,
l1 andl2, is determined by the functionsim:

sim (l1, l2) =







0 if s (r1, r2) = 0
s (r1, r2)+
simc (Cr1

, Cr2
) otherwise

wherer1 andr2 are the root nodes of patternsl1
andl2 (respectively) andCr is the set of children
of noder.

The final part of the similarity function calcu-
lates the similarity between the child nodes ofn1

andn2.2

simc (Cn1
, Cn2

) =
∑

c1∈Cn1

∑

c2∈Cn2

sim (c1, c2)

Using this similarity function a pair of identi-
cal nodes have a similarity score of four. Conse-
quently, the similarity score for a pair of linked
chain patterns can be normalised by dividing the
similarity score by 4 times the size (in nodes) of
the larger pattern. This results in a similarity func-
tion that is not biased towards either small or large
patterns but will select the most similar pattern to
those already accepted as representative of the do-
main.

This similarity function resembles the one in-
troduced by Culotta and Sorensen (2004) but also

2In linked chain patterns the only nodes with multiple
children are the root nodes so, in all but the first applica-
tion, this formula can be simplified tosimc (Cn1

, Cn2
) =

sim(c1, c2).
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differs in a number of ways. Both functions make
use of WordNet to compare tree nodes. Culotta
and Sorensen (2004) consider whether one node is
the hypernym of the other while the approach in-
troduced here makes use of existing techniques to
measure semantic similarity. The similarity func-
tion introduced by Culotta and Sorensen (2004)
compares subsequences of child nodes which is
not required for our measure since it is concerned
only with linked chain extraction patterns.

5 Experiments

This structural similarity metric was implemented
within the general framework for semi-supervised
pattern learning presented in Section 2. At
each iteration the candidate patterns are compared
against the set of currently accepted patterns and
ranked according to the average similarity with the
set of similar accepted patterns. The four highest
scoring patterns are considered for acceptance but
a pattern is only accepted if its score is within 0.95
of the similarity of the highest scoring pattern.

We conducted experiments which compared the
proposed pattern similarity metric with the vec-
tor space approach used by Stevenson and Green-
wood (2005) (see Section 2). That approach was
originally developed for simple extraction patterns
consisting of subject-verb-object tuples but was
extended for extraction patterns in the linked chain
format by Greenwood et al. (2005). We use the
measure developed by Lin (1998) to provide infor-
mation about lexical similarity. This is the same
measure which is used within the structural simi-
larity metric (Section 4).

Three different configurations of the iterative
learning algorithm were compared. (1)Cosine
(SVO) This approach uses the SVO model for ex-
traction patterns and the cosine similarity metric
to compare them (see Section 2). This version of
the algorithm acts as a baseline which represents
previously reported approaches (Stevenson and
Greenwood, 2005; Stevenson and Greenwood,
2006b). (2)Cosine (Linked chain) uses extrac-
tion patterns based on the linked chain model
along with the cosine similarity to compare them
and is intended to determine the benefit which is
gained from using the more expressive patterns.
(3) Structural (Linked chain) also uses linked
chain extraction patterns but compares them using
the similarity measure introduced in Section 4.1.

COMPANY
subj
←−−appoint

obj
−−→PERSON

COMPANY
subj
←−−elect

obj
−−→PERSON

COMPANY
subj
←−−promote

obj
−−→PERSON

COMPANY
subj
←−−name

obj
−−→PERSON

PERSON
subj
←−−resign

PERSON
subj
←−−depart

PERSON
subj
←−−quit

Table 1: Seed patterns used by the learning algo-
rithm

5.1 IE Scenario

Experiments were carried out on the management
succession extraction task used for the Sixth
Message Understanding Conference (MUC-6)
(MUC, 1995). This IE scenario concerns the
movement of executives between positions and
companies. We used a version of the evaluation
data which was produced by Soderland (1999)
in which each event was converted into a set of
binary asymmetric relations. The corpus con-
tains four types of relation:Person-Person,
Person-Post, Person-Organisation,
andPost-Organisation. At each iteration
of the algorithm the related items identified by the
current set of learned patterns are extracted from
the text and compared against the set of related
items which are known to be correct. The systems
are evaluated using the widely used precision (P)
and recall (R) metrics which are combined using
the F-measure (F).

The texts used for these experiments have been
previously annotated with named entities. MINI -
PAR (Lin, 1999), after being adapted to handle the
named entity tags, was used to produce the depen-
dency analysis from which the pattersn were gen-
erated. All experiments used the seed patterns in
Table 1 which are indicative of this extraction task
and have been used in previous experiments into
semi-supervised IE pattern acquisition (Stevenson
and Greenwood, 2005; Yangarber et al., 2000).

The majority of previous semi-supervised ap-
proaches to IE have been evaluated over prelim-
inary tasks such as the identification of event par-
ticipants (Sudo et al., 2003) or sentence filtering
(Stevenson and Greenwood, 2005). These may be
a useful preliminary tasks but it is not clear to what
extent the success of such systems will be repeated
when used to perform relation extraction. Conse-
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Figure 3: F-measure scores for relation extraction
over 250 iterations

quently we chose a relation extraction task to eval-
uate the work presented here.

6 Results

Results from the relation extraction evaluation can
be seen in Table 2 and Figure 3. The seven seed
patterns achieve a precision of 0.833 and recall of
0.022. The two approaches based on cosine sim-
ilarity performs poorly, irrespective of the pattern
model being used. The maximum increase in F-
measure of 0.15 (when using the cosine measure
with the linked chain model) results in a maximum
F-measure for the cosine similarity model of 0.194
(with a precision of 0.491 and recall of 0.121) after
200 iterations.

The best result is recorded when the linked
chain model is used with the similarity measure
introduced in Section 4.1, achieving a maximum
F-measure of 0.329 (with a precision of 0.434 and
recall of 0.265) after 190 iterations. This is not
a high F-measure when compared against super-
vised IE systems, however it should be remem-
bered that this represents an increase of 0.285 in
F-measure over the original seven seed patterns
and that this is achieved with a semi-supervised
algorithm.

7 Conclusions

A number of conclusions can be drawn from
the work described in this paper. Firstly, semi-
supervised approaches to IE pattern acquisition
benefit from the use of more expressive extraction
pattern models since it has been shown that the
performance of the linked chain model on the rela-

tion extraction task is superior to the simpler SVO
model. We have previously presented a theoret-
ical analysis (Stevenson and Greenwood, 2006a)
which suggested that the linked chain model was a
more suitable format for IE patterns than the SVO
model but these experiments are, to our knowl-
edge, the first to show that applying this model
improves learning performance. Secondly, these
experiments demonstrate that similarity measures
inspired by kernel functions developed for use in
supervised learning algorithms can be applied to
semi-supervised approaches. This suggests that
future work in this area should consider applying
other similarity functions, including kernel meth-
ods, developed for supervised learning algorithms
to the task of semi-supervised IE pattern acquisi-
tion. Finally, we demonstrated that this similar-
ity measure outperforms a previously proposed ap-
proach which was based on cosine similarity and a
vector space representation of patterns (Stevenson
and Greenwood, 2005).
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Abstract

Lexical Chains are powerful representa-
tions of documents. In particular, they
have successfully been used in the field
of Automatic Text Summarization. How-
ever, until now, Lexical Chaining algo-
rithms have only been proposed for Eng-
lish. In this paper, we propose a greedy
Language-Independent algorithm that au-
tomatically extracts Lexical Chains from
texts. For that purpose, we build a hier-
archical lexico-semantic knowledge base
from a collection of texts by using the
Pole-Based Overlapping Clustering Algo-
rithm. As a consequence, our method-
ology can be applied to any language
and proposes a solution to language-
dependent Lexical Chainers.

1 Introduction

Lexical Chains are powerful representations of doc-
uments compared to broadly used bag-of-words rep-
resentations. In particular, they have successfully
been used in the field of Automatic Text Summa-
rization (Barzilay and Elhadad, 1997). However, un-
til now, Lexical Chaining algorithms have only been
proposed for English as they rely on linguistic re-
sources such as Thesauri (Morris and Hirst, 1991) or
Ontologies (Barzilay and Elhadad, 1997; Hirst and
St-Onge, 1997; Silber and McCoy, 2002; Galley and
McKeown, 2003).

Morris and Hirst (1991) were the first to propose
the concept of Lexical Chains to explore the dis-

course structure of a text. However, at the time of
writing their paper, no machine-readable thesaurus
was available so they manually generated Lexical
Chains using Roget’s Thesaurus (Roget, 1852).

A first computational model of Lexical Chains
is introduced by Hirst and St-Onge (1997). Their
biggest contribution to the study of Lexical Chains
is the mapping of WordNet (Miller, 1995) relations
and paths (transitive relationships) to (Morris and
Hirst, 1991) word relationship types. However, their
greedy algorithm does not use a part-of-speech tag-
ger. Instead, the algorithm only selects those words
that contain noun entries in WordNet to compute
Lexical Chains. But, as Barzilay and Elhadad (1997)
point at, the use of a part-of-speech tagger could
eliminate wrong inclusions of words such as read,
which has both noun and verb entries in WordNet.

So, Barzilay and Elhadad (1997) propose the first
dynamic method to compute Lexical Chains. They
argue that the most appropriate sense of a word can
only be chosen after examining all possible Lexi-
cal Chain combinations that can be generated from
a text. Because all possible senses of the word are
not taken into account, except at the time of inser-
tion, potentially pertinent context information that
is likely to appear after the word is lost. However,
this method of retaining all possible interpretations
until the end of the process, causes the exponential
growth of the time and space complexity.

As a consequence, Silber and McCoy (2002) pro-
pose a linear time version of (Barzilay and Elhadad,
1997) lexical chaining algorithm. In particular, (Sil-
ber and McCoy, 2002)’s implementation creates a
structure, called meta-chains, that implicitly stores
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all chain interpretations without actually creating
them, thus keeping both the space and time usage
of the program linear.

Finally, Galley and McKeown (2003) propose a
chaining method that disambiguates nouns prior to
the processing of Lexical Chains. Their evaluation
shows that their algorithm is more accurate than
(Barzilay and Elhadad, 1997) and (Silber and Mc-
Coy, 2002) ones.

One common point of all these works is that Lex-
ical Chains are built using WordNet as the standard
linguistic resource. Unfortunately, systems based on
static linguistic knowledge bases are limited. First,
such resources are difficult to find. Second, they
are largely obsolete by the time they are available.
Third, linguistic resources capture a particular form
of lexical knowledge which is often very different
from the sort needed to specifically relate words or
sentences. In particular, WordNet is missing a lot
of explicit links between intuitively related words.
Fellbaum (1998) refers to such obvious omissions
in WordNet as the “tennis problem” where nouns
such as nets, rackets and umpires are all present,
but WordNet provides no links between these related
tennis concepts.

In order to solve these problems, we propose to
automatically construct from a collection of docu-
ments a lexico-semantic knowledge base with the
purpose to identify cohesive lexical relationships be-
tween words based on corpus evidence. This hi-
erarchical lexico-semantic knowledge base is built
by using the Pole-Based Overlapping Clustering Al-
gorithm (Cleuziou et al., 2004) that clusters words
with similar meanings and allows words with mul-
tiple meanings to belong to different clusters. The
second step of the process aims at automatically
extracting Lexical Chains from texts based on our
knowledge base. For that purpose, we propose a
new greedy algorithm which can be seen as an ex-
tension of (Hirst and St-Onge, 1997) and (Barzilay
and Elhadad, 1997) algorithms which allows polyse-
mous words to belong to different chains thus break-
ing the “one-word/one-concept per document” par-
adigm (Gale et al., 1992)1. In particular, it imple-

1This characteristic can be interesting for multi-topic docu-
ments like web news stories. Indeed, in this case, there may be
different topics in the same document as different news stories
may appear. In some way, it follows the idea of (Krovetz, 1998).

ments (Lin, 1998) information-theoretic definition
of similarity as the relatedness criterion for the at-
tribution of words to Lexical Chains2.

2 Building a Similarity Matrix

In order to build the lexico-semantic knowledge
base, the Pole-Based Overlapping Clustering Algo-
rithm needs as input a similarity matrix that gathers
the similarities between all the words in the corpus.
For that purpose, we propose a contextual analysis
of each nominal unit (nouns and compound nouns)
in the corpus. In particular, each nominal unit is as-
sociated to a word context vector and the similar-
ity between nominal units is calculated by the in-
formative similarity measure proposed by (Dias and
Alves, 2005).

2.1 Data Preparation
The context corpus is first pre-processed in order
to extract nominal units from it. The TnT tagger
(Brants, 2000) is first applied to our context cor-
pus to morpho-syntactically mark all the words in
it. Once all words have been morpho-syntactically
tagged, we apply the statistically-based multiword
unit extractor SENTA (Dias et al., 1999) that ex-
tracts multiword units based on any input text3. For
example, multiword units are compound nouns (free
kick), compound determinants (an amount of), ver-
bal locutions (to put forward), adjectival locutions
(dark blue) or institutionalized phrases (con carne).
Finally, we use a set of well-known heuristics
(Daille, 1995) to retrieve compound nouns using the
idea that groups of words that correspond to a pri-
ori defined syntactical patterns such as Adj+Noun,
Noun+Noun, Noun+Prep+Noun can be identified
as compound nouns. Indeed, nouns usually con-
vey most of the information in a written text. They
are the main contributors to the “aboutness” of a
text. For example, free kick, city hall, operating sys-
tem are compound nouns which sense is not com-
positional i.e. the sense of the multiword unit can

2Of course, other similarity measures (Resnik, 1995; Jiang
and Conrath, 1997; Leacock and Chodorow, 1998) could be
implemented and should be evaluated in further work. How-
ever, we used (Lin, 1998) similarity measure as it has shown
improved results for Lexical Chains construction.

3By choosing both the TnT tagger and the multiword unit
extractor SENTA, we guarantee that our architecture remains as
language-independent as possible.
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not be expressed by the sum of its constituents
senses. So, identifying lexico-semantic connections
between nouns is an adequate means of determining
cohesive ties between textual units4.

2.2 Word Context Vectors

The similarity matrix is a matrix where each cell cor-
responds to a similarity value between two nominal
units5. In this paper, we propose a contextual analy-
sis of nominal units based on similarity between
word context vectors.

Word context vectors are an automated method
for representing information based on the local con-
text of words in texts. So, for each nominal unit in
the corpus, we associate an N-dimension vector con-
sisting of its N most related words6.

In order to find the most relevant co-occurrent
nominal units, we implement the Symmetric Con-
ditional Probability (Silva et al., 1999) which is
defined in Equation 1 where p(w1, w2), p(w1)
and p(w2) are respectively the probability of co-
occurrence of the nominal units w1 and w2 and the
marginal probabilities of w1 and w2.

SCP (w1, w2) =
p(w1, w2)

2

p(w1)× p(w2)
(1)

In particular, the window context for the calcula-
tion of co-occurrence probabilities is settled to F=20
words. In fact, we count, in all the texts of the
corpus, the number of occurrences of w1 and w2

appearing together in a window context of F − 2
words. So, p(w1, w2) represents the density func-
tion computed as follows: the number of times w1

and w2 co-occur divided by the number of words in
the corpus7. In the present work, the values of the
SCP (., .) are not used as a factor of importance be-
tween words in the word context vector i.e. no dif-
ferentiation is made in terms of relevance between
the words within the word context vector. This issue
will be tackled in future work8.

4However, we acknowledge that verbs and adjectives should
also be tackled in future work.

5Many works have been proposed on word similarity (Lin,
1998).

6In our experiments, N=10.
7We note that multiword units are counted as single words

as when they are identified (e.g. President of the United States),
they are re-written in the corpus by linking all single words with
an underscore (e.g. President of the United States)

8We may point at the fact that satisfying results were

2.3 Similarity between Context Vectors
The closeness of vectors in the space is equivalent to
the closeness of the subject content. Thus, nominal
units that are used in a similar local context will have
vectors that are relatively close to each other. How-
ever, in order to define similarities between vectors,
we must transform each word context vector into
a high dimensional vector consisting of real-valued
components. As a consequence, each co-occurring
word of the word context vector is associated to a
weight which evaluates its importance in the corpus.

2.3.1 Weighting score
The weighting score of any word in a document

can be directly derived from an adaptation of the
score proposed in (Dias and Alves, 2005). In par-
ticular, we consider the combination of two main
heuristics: the well-known tf.idf measure proposed
by (Salton et al., 1975) and a new density measure
(Dias and Alves, 2005).

tf.idf: Given a word w and a document d, the
tf.idf(w, d) is defined in Equation 2 where tf(w, d)
is the number of occurrences of w in d, |d| corre-
sponds to the number of words in d, N is the num-
ber of documents in the corpus and df(w) stands for
the number of documents in the corpus in which the
word w occurs.

tf.idf(w, d) =
tf(w, d)

|d| × log2

�
N

df(w)

�
(2)

density: The basic idea of the word density mea-
sure is to evaluate the dispersion of a word within
a document. So, very disperse words will not be
as relevant as dense words. This density measure
dens(., .) is defined in Equation 3.

dens(w, d) =

tf(w,d)−1X
k=1

1

ln(dist(o(w,k), o(w,k+1)) + e)
(3)

For any given word w, its density dens(w, d)
is calculated from all the distances between all
its occurrences in document d, tf(w, d). So,
dist(o(w,k), o(w,k+1)) calculates the distance that
separates two consecutive occurrences of w in terms
of words within the document. In particular, e is the

obtained by the Symmetric Conditional Probability measure
compared to the Pointwise Mutual Information for instance
(Cleuziou et al., 2003)
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base of the natural logarithm so that ln(e) = 1. This
argument is included into Equation 3 as it will give
a density value of 1 for any word that only occurs
once in the document. In fact, we give this word a
high density value.

final weight: The weighting score weight(w) of
any word w in the corpus can be directly derived
from the previous two heuristics. This score is de-
fined in Equation 4 where tf and dens are respec-
tively the average of tf(., .) and dens(., .) over all
the documents in which the word w occurs i.e. Nw.

weight(w) = tf .idf(w)× dens(w) (4)

where tf =
P

d tf(w,d)

Nw
and dens(w) =

P
d dens(w,d)

Nw

2.3.2 Informative Similarity Measure
The next step aims at determining the similarity

between all nominal units. Theoretically, a similar-
ity measure can be defined as follows. Suppose that
Xi = (Xi1, Xi2, Xi3, , Xip) is a row vector of ob-
servations on p variables associated with a label i.
The similarity between two words i and j is defined
as Sij = f(Xi, Xj) where f is some function of the
observed values. In the context of our work, Xi and
Xj are 10-dimension word context vectors.

In order to avoid the lexical repetition problem of
similarity measures, (Dias and Alves, 2005) have
proposed an informative similarity measure called
infoSimBA, which basic idea is to integrate into
the Cosine measure, the word co-occurrence fac-
tor inferred from a collection of documents with
the Symmetric Conditional Probability (Silva et al.,
1999). See Equation 5.

InfoSimBA(Xi, Xj) =
Aij

Bi ×Bj + Aij
(5)

where

Aij =

pX
k=1

pX
l=1

Xik ×Xjl × SCP (wik, wjl)

∀i, Bi =

vuut pX
k=1

pX
l=1

Xik ×Xil × SCP (wik, wil)

and any Xzv corresponds to the word weighting fac-
tor weight(wzv), SCP (wik, wjl) is the Symmetric
Conditional Probability value between wik, the word
that indexes the word context vector i at position k

and wjl, the word that indexes the word context vec-
tor j at position l.
In particular, this similarity measure has proved to
lead to better results compared to the classical simi-
larity measure (Cosine) and shares the same idea as
the Latent Semantic Analysis (LSA) but in a differ-
ent manner. Let’s consider the following two sen-
tences.
(1) Ronaldo defeated the goalkeeper once more.

(2) Real_Madrid_striker scored again.

It is clear that both sentences (1) and (2) are simi-
lar although they do not share any word in common.
Such a situation would result in a null Cosine value
so evidencing no relationship between (1) and (2).
To solve this problem, the InfoSimBA(., .) func-
tion would calculate for each word in sentence (2),
the product of its weight with each weight of all the
words in sentence (1), and would then multiply this
product by the degree of cohesiveness existing be-
tween those two words calculated by the Symmet-
ric Conditional Probability measure. For example,
Real Madrid striker would give rise to the sum of
6 products i.e. Real Madrid striker with Ronaldo,
Real Madrid striker with defeated and so on and
so forth. As a consequence, sentence (1) and (2)
would show a high similarity as Real Madrid striker
is highly related to Ronaldo.

Once the similarity matrix is built based on the
infoSimBA between all word context vectors of
all nominal units in the corpus, we give it as in-
put to the Pole-Based Overlapping Clustering Algo-
rithm (Cleuziou et al., 2004) to build a hierarchy of
concepts i.e. our lexico-semantic knowledge base.

3 Hierarchy of Concepts

Clustering is the task that structures units in such
a way it reflects the semantic relations existing be-
tween them. In our framework nominal units are first
grouped into overlapping clusters (or soft-clusters)
such that final clusters correspond to conceptual
classes (called “concepts” in the following). Then,
concepts are hierarchically structured in order to
capture semantic links between them.

Many clustering methods have been proposed in
the data analysis research fields. Few of them
propose overlapping clusters as output, in spite of
the interest it represents for domains of application
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such as Natural Language Processing or Bioinfor-
matics. PoBOC (Pole-Based Overlapping Cluster-
ing) (Cleuziou et al., 2004) and CBC (Clustering By
Committees) (Pantel and Lin, 2002) are two clus-
tering algorithms suitable for the word clustering
task. They both proceed by first constructing tight
clusters9 and then assigning residual objects to their
most similar tight clusters.

A recent comparative study (Cicurel et al., 2006)
shows that CBC and PoBOC both lead to relevant
results for the task of word clustering. Neverthe-
less CBC requires parameters hard to tune whereas
PoBOC is free of any parametrization. The last ar-
gument encouraged us to use the PoBOC algorithm.

Unlike most of commonly used clustering algo-
rithms, the Pole-Based Overlapping Clustering Al-
gorithm shows the following advantages among oth-
ers : (1) it requires no parameters i.e. input is re-
stricted to a single similarity matrix, (2) the num-
ber of final clusters is automatically found and (3) it
provides overlapping clusters allowing to take into
account the different possible meanings of lexical
units.

3.1 A Graph-based Approach

The Pole-Based Overlapping Clustering Algorithm
is based on a graph-theoretical framework. Graph
formalism is often used in the context of cluster-
ing (graph-clustering). It first consists in defining
a graph structure which illustrates the data (vertices)
with links (edges) between them and then in propos-
ing a graph-partitioning process.

Numerous graph structures have been proposed
(Estivill-Castro et al., 2001). They all consider the
data set as set of vertices but differ on the way to de-
cide that two vertices are connected. Some method-
ologies are listed below where V is the set of ver-
tices, E the set of edges, G(V,E) a graph and d a
distance measure:

• Nearest Neighbor Graph (NNG) : each vertex
is connected to its nearest neighbor,

• Minimum Spanning Tree (MST) : ∀(xi, xj) ∈
V ×V a path exists between xi and xj in G withP

(xi,xj)∈E d(xi, xj) minimized,

9The tight clusters are called “committees” in CBC and
“poles” in PoBOC.

• Relative Neighborhood Graph (RNG) : xi and
xj are connected iff ∀xk ∈ V \ {xi, xj},
d(xi, xj) ≤ max{d(xi, xk), d(xj , xk)}

• Gabriel Graph (GG) : xi and xj are connected
iff the circle with diameter xixj is empty,

• Delaunay Triangulation (DT) : xi and xj are
connected iff the associated Voronoi cells are
adjacent.

In particular, an inclusion order exists on these
graphs. One can show that NNG ⊆ MST ⊆ RNG ⊆
GG ⊆ DT .

The choice of the suitable graph structure depends
on the expressiveness we want an edge to capture
and the partitioning process we plan to perform. The
Pole-Based Overlapping Clustering Algorithm aims
at retrieving dense subsets in a graph where two
similar data are connected and two dissimilar ones
are disconnected. Noticing that previous structures
do not match with this definition of a proximity-
graph10, a new variant is proposed with the Pole-
Based Overlapping Clustering Algorithm in defini-
tion 3.1.

Definition 3.1 Given a similarity measure s on a
data set X , the graph (denoted Gs(V,E)) is defined
by the set of vertices V = X and the set of edges E
such that (xi, xj) ∈ E ⇔ xi ∈ N (xj) ∧ xj ∈ N (xi).

In particular, N (xi) corresponds to the local neigh-
borhood of xi built as in equation 6.

N (xi) = {xj ∈ X|s(xi, xj) > s(xi, X)} (6)

where the notation s(xi, I) denotes the average sim-
ilarity of xi with the set of objects I i.e.

X
xk∈I

s(xi, xk)

|I| (7)

This definition of neighborhood is a way to avoid
requiring to a parameter that would be too dependent
of the similarity used. Furthermore, the use of lo-
cal neighborhoods avoids the use of arbitrary thresh-
olds which mask the variations of densities. Indeed,
clusters are extracted from a similarity graph which
differs from traditional proximity graphs (Jarom-
czyk and Toussaint, 1992) in the definition of local

10Indeed, for instance, all of these graphs connect an outlier
with at least one other vertex. This is not the case with PoBOC.
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neighborhoods which condition edges in the graph.
Neighborhood is different for each object and is
computed on the basis of similarities with all other
objects. Finally, an edge connects two vertices if
they are both contained in the neighborhood of the
other one. Figure 1 illustrates the neighborhood con-
straint above. In this case, as xi and xj are not both
in the intersection, they would not be connected.

Figure 1: To be connected, both xi and xj must be
in the intersection.

3.2 Discovery of Poles

The graph representation helps to discover a set
of fully-connected subgraphs (cliques) highly sep-
arated, denoted as Poles. Because Gs(V,E) is built
such that two vertices xi and xj are connected if and
only if they are similar11, a clique has the required
properties to be a good cluster. Indeed, such a clus-
ter guarantees that all its constituents are similar.

The search of maximal cliques in a graph is an
NP-complete problem. As a consequence, heuristics
are used in order to (1) build a great clique around a
starting vertex (Bomze et al., 1999) and (2) choose
the starting vertices in such a way cliques are as dis-
tant as possible.

Given a starting vertex x, the first heuristic con-
sists in adding iteratively the vertex xi which satis-
fies the following conditions:

• xi is connected to each vertex in P (with P the
clique/Pole in construction),

• among the connected vertices, xi is the nearest
one in average (s(xi, P )).

11In the sense that xi (resp. xj) is more similar to xj (resp.
xi) than to other data on average.

As a consequence, initialized with P = {x}, the
clique then grows until no vertex can be added.

The second heuristic guides the selection of the
starting vertices in a simple manner. Given a set
of Poles P1, . . . , Pm already extracted, we select the
vertex x as in Equation 8.

s(x, P1 ∪ · · · ∪ Pm) = min
xi

s(xi, P1 ∪ · · · ∪ Pm) (8)

A new Pole is then built from x if and only if x
satisfies the following conditions:

• ∀k ∈ {1, . . . , m} , x /∈ Pk ,

• s(x, P1 ∪ · · · ∪ Pm) < s(X, X) =
1

|X|2
X

xi

X

xj

s(xi, xj)

Poles are thus extracted while P1 ∪ · · · ∪ Pm 6=
X and the next starting vertex x is far enough from
the previous Poles. In particular, as Poles represent
the seeds of the further final clusters, this heuristic
gives no restriction on the number of clusters. The
first Pole is obtained from the starting point x∗ that
checks Equation 9.

x∗ = arg min
xk∈X

s(xk, X) (9)

3.3 Multi-Assignment
Once the Poles are built, the Pole-Based Overlap-
ping Clustering algorithm uses them as clusters rep-
resentatives. Membership functions m(., .) are de-
fined in order to assign each object to its nearest
Poles as shown in Equation 10.

∀xi ∈ X, Pj ∈ {P1, . . . , Pm} : m(xi, Pj) = s(xi, Pj) (10)

For each object xi to assign, the set of poles is
ordered (P1(xi), . . . , Pm(xi)) such that P1(xi) de-
notes the nearest pole12 for xi, P2(xi) the second
nearest pole for xi and so on. We first assign xi to its
closest Pole (P1(xi)). Then, for each pole Pk(xi)(in
the order previously defined) we decide to assign xi

to Pk(xi) if it satisfies to the following two condi-
tions :

• ∀k′ < k, xi is assigned to Pk′ (xi),

• if k < m,

s(xi, Pk(xi)) ≥
s(xi, Pk−1(xi)) + s(xi, Pk+1(xi))

2

This methodology results into a coverage of the
starting data set with overlapping clusters (extended
Poles).

12P1(xi) = arg maxPj
s(xi, Pj)
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3.4 Hierarchical Organization

A final step consists in organizing the obtained clus-
ters into a hierarchical tree. This structure is use-
ful to catch the topology of a set of a priori discon-
nected groups. The Pole-Based Overlapping Clus-
tering algorithm integrates this stage and proceeds
by successive merging of the two nearest clusters
like for usual agglomerative approaches (Sneath and
Sokal, 1973). In this process, the similarity be-
tween two clusters is obtained by the average-link
(or complete-link) method:

s(Ip, Iq) =
1

|Ip|.|Iq|
X

xi∈Ip

X
xj∈Iq

s(xi, xj) (11)

To deal with overlapping clusters we considere in
Equation 11 the similarity between an object and it-
self to be equal to 1 : s(xi, xi) = 1.

4 Lexical Chaining Algorithm

Once the lexico-semantic knowledge base has been
built, it is possible to use it for Lexical Chaining.
In this section, we propose a new greedy algorithm
which can be seen as an extension of (Hirst and St-
Onge, 1997) and (Barzilay and Elhadad, 1997) al-
gorithms as it allows polysemous words to belong
to different chains thus breaking the “one-word/one-
concept per document” paradigm (Gale et al., 1992).
Indeed, multi-topic documents like web news sto-
ries may introduce different topics in the same doc-
ument/url and do not respect the “one sense per dis-
course” paradigm. As we want to deal with real-
world applications, this characteristic may show in-
teresting results for the specific task of Text Summa-
rization for Web documents. Indeed, comparatively
to the experiments made by (Gale et al., 1992) that
deal with “well written discourse”, web documents
show unusual discourse structures. In some way,
our algorithm follows the idea of (Krovetz, 1998).
Finally, it implements (Lin, 1998)’s information-
theoretic definition of similarity as the relatedness
criterion for the attribution of words to Lexical
Chains.

4.1 Algorithm

Our chaining algorithm is based on both approaches
of (Barzilay and Elhadad, 1997) and (Hirst and St-
Onge, 1997). So, our chaining model is developed

according to all possible alternatives of word senses.
In fact, all senses of a word are defined by the clus-
ters the word appears in13. We present our algorithm
below.
Begin with no chain.
For all distinct nominal units in text order do
For all its senses do
a) - among present chains find the sense

which satisfies the relatedness
criterion and link the new word to
this chain.

- Remove unappropriate senses of the
new word and the chain members.

b)if no sense is close enough, start a new chain.
End For

End For
End

4.2 Assignment of a word to a Lexical Chain

In order to assign a word to a given Lexical Chain,
we need to evaluate the degree of relatedness of the
given word to the words in the chain. This is done
by evaluating the relatedness between all the clusters
present in the Lexical Chain and all the clusters in
which the word appears.

4.2.1 Scoring Function
In order to determine if two clusters are semanti-

cally related, we use our lexico-semantic knowledge
base and apply (Lin, 1998)’s measure of semantic
similarity defined in Equation 12.

simLin(C1, C2) =
2× log P (C0)

log P (C1) + log P (C2)
(12)

The computation of Equation 12 is illustrated be-
low using the fragment of WordNet in Figure 2.

Figure 2: Fragment of WordNet (Lin, 1998).

13From now on, for presentation purposes, we will take as
synonymous the words clusters and senses
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In this case, it would be easy to compute the sim-
ilarity between the concepts of hill and coast where
the number attached to each node C is P (C). It is
shown in Equation 13.

simLin(hill, coast) =
2 log P (geological − formation)

log P (hill) + log P (coast)
= 0.59 (13)

However, in our taxonomy, as in any knowl-
edge base computed by hierarchical clustering algo-
rithms, only leaves contain words. So, upper clusters
(i.e. nodes) in the taxonomy gather all distinct words
that appear in the clusters they subsume. We present
this situation in Figure 3.

Figure 3: Fragment of our taxonomy.

In particular, clusters C305 and C306 of our
hierarchical tree, for the domain of Economy,
are represented by the following sets of words
C305 ={life, effort, stability, steps, negotiations}
and C306 ={steps, restructure, corporations, abuse,
interests, ministers} and the number attached to each
node C is P (C) calculated as in Equation 1414.

P (Ci) =
# of words in the cluster

# of distinct words in all clusters
(14)

4.2.2 Relatedness criterion
The relatedness criterion is the threshold that

needs to be respected in order to assign a word to
a Lexical Chain. In fact, it works like a threshold.
In this case, it is based on the average semantic sim-
ilarity between all the clusters present in the taxon-
omy. So, if all semantic similarities between a candi-
date word cluster Ck and all the clusters in the chain
∀l, Cl respect the relatedness criterion, the word is

14The value 2843 in Figure 3 is the total number of distinct
words in our concept hierarchy.

assigned to the Lexical Chain. This situation is de-
fined in Equation 15 where c is a constant to be tuned
and n is the number of words in the taxonomy. So,
if Equation 15 is satisfied, the word w with cluster
Ck is agglomerated to the Lexical Chain.

∀l, simLin(Ck, Cl) > c×

nX
i=0

nX
j=i+1

simLin(Ci, Cj)

n2

2
− n

(15)

In the following section, we present an example
of our algorithm.

4.2.3 Example of the Lexical Chain algorithm
The example below illustrates our Lexical Chain

algorithm. Let’s consider that a node is created
for the first nominal unit encountered in the text
i.e. crisis with its sense (C31). The next ap-
pearing candidate word is recession which has two
senses (C29 and C34). Considering a relatedness cri-
terion equal to 0.81 and the following similarities,
simLin(C31, C29) = 0.87, simLin(C31, C34) = 0.82 , the
choice of the sense for recession splits the Lexical
Chain into two different interpretations as shown
in Figure 4, as both similarities overtake the given
threshold 0.81.

Figure 4: Interpretations 1 and 2.

The next candidate word trouble has also two
senses (C29 and C32). As all the words in a Lexi-
cal Chain influence each other in the selection of the
respective senses of the new word considered, we
have the following situation in Figure 5.

So, three cases can happen: (1) all similarities
overtake the threshold and we must consider both
representations, (2) only the similarities related to
one representation overtake the threshold and we
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Figure 5: Selection of senses.

only consider this representation or (3) none of the
similarities overtake the threshold and we create a
new Lexical Chain. So, we proceed with our algo-
rithm for both interpretations.

Interpretation 1 shows the following similari-
ties simLin(C31, C29) = 0.87, simLin(C31, C32) =

0.75, simLin(C29, C29) = 1.0, simLin(C29, C32) =

0.78 and interpretation 2 the following ones,
simLin(C31, C29) = 0.87, simLin(C31, C32) = 0.75,

simLin(C34, C29) = 0.54, simLin(C34, C32) = 0.55 .
By computing the average similarities for in-

terpretations 1 and 2, we reach the following re-
sults: average(Interpretation1) = 0.85 > 0.81 and
average(Interpretation2) = 0.68 ≯ 0.81 .

As a consequence, the word trouble is inserted in
the Lexical Chain with the appropriate sense (C29)
as it maximizes the overall similarity of the chain
and the chain members senses are updated. In this
example, the interpretation with (C32) is discarded
as is the cluster (C34) for recession. This processing
is described in Figure 6.

Figure 6: Selection of appropriate senses.

4.2.4 Score of a chain
Once all chains have been computed, only the

high-scoring ones must be picked up as represent-
ing the important concepts of the original docu-

ment. Therefore, one must first identify the strongest
chains. Like in (Barzilay and Elhadad, 1997), we
define a chain score which is defined in Equation 16
where |chain| is the number of words in the chain.

score(chain) =

|chain|−1X
i=0

|chain|X
j=i+1

simLin(Ci, Cj)

(|chain| − 1)|chain|
2

(16)

As all chains will be scored, the ones with higher
scores will be extracted. Of course, a threshold will
have to be defined by the user. In the next section,
we will show some qualitative and quantitative re-
sults of our architecture.

5 Evaluation

The evaluation of Lexical Chains is generally diffi-
cult. Even if they can be effectively used in many
practical applications, Lexical Chains are seldom
desirable outputs in a real-world application, and
it is unclear how to assess their quality indepen-
dently of the underlying application in which they
are used (Budanitsky and Hirst, 2006). For example,
in Summarization, it is hard to determine whether a
good or bad performance comes from the efficiency
of the lexical chaining algorithm or from the appro-
priateness of using Lexical Chains in that kind of
application. It is also true that some work has been
done in this direction (Budanitsky and Hirst, 2006)
by collecting Human Lexical Chains to compare
against automatically built Lexical Chains. How-
ever, this type of evaluation is logistically impos-
sible to perform as we aim at developing a system
that does not depend on any language or topic. So,
in this section, we will only present some results
generated by our architecture (like (Barzilay and El-
hadad, 1997; Teich and Fankhauser, 2004) do), al-
though we acknowledge that other comparative eval-
uations (with WordNet, with Human Lexical Chains
or within independent applications like Text Sum-
marization) must be done in order to draw definitive
conclusions.

We have generated four taxonomies from four dif-
ferent domains (Sport, Economy, Politics and War)
from a set of documents of the DUC 200415. More-
over, we have extracted Lexical Chains for all four

15http://duc.nist.gov/duc2004/
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domains to show the ability of our system to switch
from domain to domain without any problem.

5.1 Quantitative Function
Four texts from each domain of the DUC 2004 cor-
pus have been used to extract Lexical Chains based
on the four knowledge bases built from all texts of
DUC 2004 for each one of the four following do-
mains: Sport, Economy, Politics and War. However,
in this section, we will only present the results from
the Sport Domain as results show similar behaviors
for the other domains. In particular, we present in
Table 1 the characteristics of each document.

# Words #Distinct Words #Distinct Nouns
Doc 1 8133 1956 672
Doc 2 3823 1630 708
Doc 3 4594 953 324
Doc 4 4530 1265 431

Table 1: Characteristics of Documents for Sport

The first interesting conclusion shown in Table 2
is that the number of Lexical Chains does not de-
pend on the document size but rather on the nominal
units distribution. Indeed, for example, the number
of words in Document 1 is twice as big as in Doc-
ument 2. Although, we have more Lexical Chains
in Document 2 than in Document 1, as Document 2
has more distinct nominal units.

c=5 c=6 c=7 c=8
Doc 1 27 43 73 73
Doc 2 31 52 81 83
Doc 3 28 40 51 51
Doc 4 29 53 83 87

Table 2: # Lexical Chains per Document

The second interesting conclusion is that our algo-
rithm does not gather words that belong to only one
cluster and take advantage of the automatically built
lexico-semantic knowledge base. This is illustrated
in Table 3. However, it is obvious that by increasing
the constant c the words in a chain tend to belong to
only one cluster as it is the case for most of the best
Lexical Chains with c = 8.

5.2 Qualitative Evaluation
In this section, as it is done in (Barzilay and Elhadad,
1997; Teich and Fankhauser, 2004), we present the

c=5 c=6 c=7 c=8
Doc 1 19 13 7 7
Doc 2 13 6 3 3
Doc 3 3 4 4 4
Doc 4 6 4 3 3

Table 3: # Clusters per Lexical Chain

five highest-scoring chains for the best threshold that
we experimentally evaluated to be c = 7 for each
domain (See Tables 4, 5, 6, 7). It is clear that the
obtained Lexical Chains show a desirable degree of
representativeness of the text in analysis.

Domain=Sport, Document=3, c=7
- #0, 1 cluster and score=1.0: {United States, couple, competition}

- #6, 3 clusters and score=1.0: {boats, Sunday night, sailor, Sword, Orion,
veteran, cutter, Winston Churchill, Solo Globe, Challenger, navy, Race, sup-
position, instructions, responsibility, skipper, east, Melbourne, deck, kilo-
meter, masts, bodies, races, GMT, Admiral’s, Cups, Britain, Star, Class,
Atlanta, Seattle, arms, fatality, sea, waves, dark, yacht’s, Dad, Guy’s, son,
Mark, beer, talk, life, Richard, Winning, affair, canopy, death}

- #9, 1 cluster and score=1.0: {record, days, hours, minutes, rescue}

- #16, 3 clusters and score=1.0: {Snow, shape, north, easters, thunder,
storm, change, knots, west, level, maxi’s, search, Authority, seas, helicopter,
night vision, equipment, feet, rescues, Campbell, suffering, hypothermia,
safety, foot, sailors, colleagues, Hospital, deaths, bodies, fatality}

- #19, 2 clusters and score=1.0: {challenge, crew, Monday, VC, Offshore,
Stand, Newcastle, mid morning, Eden, Rescuers, aircraft, unsure, where-
abouts, killing, contact}

Table 4: 5 best Lexical Chains for Sport

Domain=Economy, Document=5, c=7
- #88, 4 clusters and score=1.0: {sign, chance, Rio, Janeiro, Grande, Sul,
uphill, promise, hospitals, powerhouse, success, inhabitants, victory, pad,
presidency, contingent, exit, legislature}

- #50, 1 cluster and score=1.0: {transactions, taxes, Stabilization, spate,
fuel, income, fortunes, means}

- #77, 1 cluster and score=1.0: {proposal, factory, owners, Fund, Rubin’s}

- #126, 1 cluster and score=1.0: {disaster, control, investment, review}

- #12, 2 clusters and score=0.99: {issue, order, University, population, ques-
tion, timing, currencies}

Table 5: 5 best Lexical Chains for Economy

For instance, the Lexical Chain #16 in the domain
of Sport clearly exemplifies the tragedy of climbers
that were killed in a sudden change of weather in
the mountains and who could not be rescued by the
authorities.

However, some Lexical Chains are less expres-
sive. For instance, it is not clear what the Lexical
Chain #40 expresses in the domain of Politics. In-
deed, none of the words present in the chain seem
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Domain=Politics, Document=3, c=7
- #5, 1 cluster and score=1.0: {report, leaders, lives, information}

- #33, 1 cluster and score=1.0: {past, attention, defenders, investigations}

- #28, 2 clusters and score=0.95: {investigators, hospital, ward, wounds,
neck, description, fashion, suspects, raids, assault, rifles, door, further de-
tails, surgery, service, detective, Igor, Kozhevnikov, Ministry}

- #40, 2 clusters and score=0.92: {security, times, weeks, fire}

- #24, 3 clusters and score=0.85: {enemies, Choice, stairwell, assailants,
woman, attackers, entrance, car, guns, Friends, relatives, Mrs. Staravoitova,
founder, movement, well thought, Sergei, Kozyrev, Association, Societies,
supporter, Stalin’s, council, criminals, Yegor, Gaidar, minister, ally, sugges-
tions, measures, smile, commitment}

Table 6: 5 best Lexical Chains for Politics

Domain=War, Document=1, c=7
- #25, 2 clusters and score=1.0: {lightning, advance, Africa’s, nation,
outskirts, capital Kinshasa, troops, Angola, Zimbabwe, Namibia, chunk,
routes, Katanga, Eastern, Kasai, provinces, copper}

- #53, 1 cluster and score=1.0: {Back, years, Ngeyo, farm, farmers, organi-
zation, breadbasket, quarter, century, businessman, hotels, tourist, memory,
rivalry, rebellions}

- #56, 1 cluster and score=1.0: {political, freedoms, Hutus, Mai-Mai, war-
riors, Hunde, Nande, militiamen, Rwanda, ideology, weapons, persecu-
tion, landowners, ranchers, anarchy, Safari, Ngezayo, farmer, hotel, owner,
camps}

- #24, 2 clusters and score=0.87: {fighting, people, leaders, diplomats,
cause, president, Washington, U.S, units, weeks}

- #51, 2 clusters and score=0.82: {West, buildings, sight, point, tourists,
mountain, gorillas, shops, guest, disputes}

Table 7: 5 best Lexical Chains for War

to express any idea about Politics. Moreover, due
to the small number of inter-related nominal units
within the Lexical Chain, this one can not be under-
stood as it is without context. In fact, it was related
to problems of car firing that have been occurring in
the past few weeks and provoked security problems
in the town.

Although some Lexical Chains are understand-
able as they are, most of them must be replaced in
their context to fully understand their representative-
ness of the topics or subtopics of the text being an-
alyzed. As a consequence, we deeply believe that
Lexical Chains must be evaluated in the context of
Natural Language Processing applications (such as
Text Summarization (Doran et al., 2004)), as com-
paring Lexical Chains as they are is a very difficult
task to tackle which may even lead to inconclusive
results.

6 Conclusions and Future Work

In this paper, we implemented a greedy Language-
Independent algorithm for building Lexical Chains.

For that purpose, we first constructed a lexico-
semantic knowledge base by applying the Pole-
Based Overlapping Clustering algorithm (Cleuziou
et al., 2004) to word-context vectors obtained by the
application of the SCP (., .) measure (Silva et al.,
1999) and the InfoSimBA(., .) (Dias and Alves,
2005) similarity measure. In a second step, we im-
plemented (Lin, 1998)’s similarity measure and used
it to define the relatedness criterion in order to as-
sign a given word to a given chain in the lexical
chaining process. Finally, our experimental eval-
uation shows that relevant Lexical Chains can be
constructed with our lexical chaining algorithm, al-
though we acknowledge that more comparative eval-
uations must be done in order to draw definitive con-
clusions. In particular, in future work, we want to
compare our methodology using WordNet as the ba-
sic knowledge base, implement different similarity
measures (Resnik, 1995; Jiang and Conrath, 1997;
Leacock and Chodorow, 1998), experiment differ-
ent Lexical Chains algorithms (Hirst and St-Onge,
1997; Barzilay and Elhadad, 1997; Galley and McK-
eown, 2003), scale our greedy algorithm for real-
world applications following (Silber and McCoy,
2002) ideas and finally evaluate our system in inde-
pendent Natural Language Processing applications
such as Text Summarization (Doran et al., 2004).
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Abstract 

We present two semi-supervised learning 
techniques to improve a state-of-the-art 
multi-lingual name tagger. For English 
and Chinese, the overall system obtains 
1.7% - 2.1% improvement in F-measure, 
representing a 13.5% - 17.4% relative re-
duction in the spurious, missing, and in-
correct tags. We also conclude that 
simply relying upon large corpora is not 
in itself sufficient: we must pay attention 
to unlabeled data selection too. We de-
scribe effective measures to automatically 
select documents and sentences. 

1 Introduction 

When applying machine learning approaches to 
natural language processing tasks, it is time-
consuming and expensive to hand-label the large 
amounts of training data necessary for good per-
formance. Unlabeled data can be collected in 
much larger quantities. Therefore, a natural ques-
tion is whether we can use unlabeled data to 
build a more accurate learner, given the same 
amount of labeled data. This problem is often 
referred to as semi-supervised learning. It signifi-
cantly reduces the effort needed to develop a 
training set. It has shown promise in improving 
the performance of many tasks such as name tag-
ging (Miller et al., 2004), semantic class extrac-
tion (Lin et al., 2003), chunking (Ando and 
Zhang, 2005), coreference resolution (Bean and 
Riloff, 2004) and text classification (Blum and 
Mitchell, 1998).  

However, it is not clear, when semi-supervised 
learning is applied to improve a learner, how the 
system should effectively select unlabeled data, 
and how the size and relevance of data impact the 
performance. 

In this paper we apply two semi-supervised 
learning algorithms to improve a state-of-the-art 
name tagger. We run the baseline name tagger on 
a large unlabeled corpus (bootstrapping) and the 
test set (self-training), and automatically generate 
high-confidence machine-labeled sentences as 
additional ‘training data’. We then iteratively re-
train the model on the increased ‘training data’. 

We first investigated whether we can improve 
the system by simply using a lot of unlabeled 
data. By dramatically increasing the size of the 
corpus with unlabeled data, we did get a signifi-
cant improvement compared to the baseline sys-
tem. But we found that adding off-topic 
unlabeled data sometimes makes the performance 
worse. Then we tried to select relevant docu-
ments from the unlabeled data in advance, and 
got clear further improvements. We also obtained 
significant improvement by self-training (boot-
strapping on the test data) without any additional 
unlabeled data.  

Therefore, in contrast to the claim in (Banko 
and Brill, 2001), we concluded that, for some 
applications, effective use of large unlabeled cor-
pora demands good data selection measures. We 
propose and quantify some effective measures to 
select documents and sentences in this paper. 

The rest of this paper is structured as follows. 
Section 2 briefly describes the efforts made by 
previous researchers to use semi-supervised 
learning as well as the work of (Banko and Brill, 
2001).  Section 3 presents our baseline name tag-
ger. Section 4 describes the motivation for our 
approach while Section 5 presents the details of 
two semi-supervised learning methods. Section 6 
presents and discusses the experimental results 
on both English and Chinese. Section 7 presents 
our conclusions and directions for future work. 

2 Prior Work 

This work presented here extends a substantial 
body of previous work (Blum and Mitchell, 1998; 
Riloff and Jones, 1999; Ando and Zhang, 2005) 
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that all focus on reducing annotation require-
ments. For the specific task of named entity an-
notation, some researchers have emphasized the 
creation of taggers from minimal seed sets 
(Strzalkowski and Wang, 1996; Collins and 
Singer, 1999; Lin et al., 2003) while another line 
of inquiry (which we are pursuing) has sought to 
improve on high-performance baseline taggers 
(Miller et al., 2004). 

Banko and Brill (2001) suggested that the de-
velopment of very large training corpora may be 
most effective for progress in empirical natural 
language processing. Their experiments show a 
logarithmic trend in performance as corpus size 
increases without performance reaching an upper 
bound. Recent work has replicated their work on 
thesaurus extraction (Curran and Moens, 2002) 
and is-a relation extraction (Ravichandran et al., 
2004), showing that collecting data over a very 
large corpus significantly improves system per-
formance. However, (Curran, 2002) and (Curran 
and Osborne, 2002) claimed that the choice of 
statistical model is more important than relying 
upon large corpora. 

3 Motivation 

The performance of name taggers has been lim-
ited in part by the amount of labeled training data 
available.  How can an unlabeled corpus help to 
address this problem?  Based on its original train-
ing (on the labeled corpus), there will be some 
tags (in the unlabeled corpus) that the tagger will 
be very sure about.  For example, there will be 
contexts that were always followed by a person 
name (e.g., "Capt.") in the training corpus.  If we 
find a new token T in this context in the unla-
beled corpus, we can be quite certain it is a per-
son name.  If the tagger can learn this fact about 
T, it can successfully tag T when it appears in the 
test corpus without any indicative context.  In the 
same way, if a previously-unseen context appears 
consistently in the unlabeled corpus before 
known person names, the tagger should learn that 
this is a predictive context. 

We have adopted a simple learning approach:  
we take the unlabeled text about which the tagger 
has greatest confidence in its decisions, tag it, 
add it to the training set, and retrain the tagger.  
This process is performed repeatedly to bootstrap 
ourselves to higher performance.  This approach 
can be used with any supervised-learning tagger 
that can produce some reliable measure of confi-
dence in its decisions. 

4 Baseline Multi-lingual Name Tagger 

Our baseline name tagger is based on an HMM 
that generally follows the Nymble model (Bikel 
et al, 1997). Then it uses best-first search to gen-
erate NBest hypotheses, and also computes the 
margin – the difference between the log prob-
abilities of the top two hypotheses.  This is used 
as a rough measure of confidence in our name 
tagging.1 

In processing Chinese, to take advantage of 
name structures, we do name structure parsing 
using an extended HMM which includes a larger 
number of states (14). This new HMM can han-
dle name prefixes and suffixes, and transliterated 
foreign names separately. We also augmented the 
HMM model with a set of post-processing rules 
to correct some omissions and systematic errors. 
The name tagger identifies three name types: 
Person (PER), Organization (ORG) and Geo-
political (GPE) entities (locations which are also 
political units, such as countries, counties, and 
cities).  

5 Two Semi-Supervised Learning Meth-
ods for Name Tagging 

We have applied this bootstrapping approach to 
two sources of data: first, to a large corpus of 
unlabeled data and second, to the test set.  To 
distinguish the two, we shall label the first "boot-
strapping" and the second "self-training". 

We begin (Sections 5.1 and 5.2) by describing 
the basic algorithms used for these two processes.  
We expected that these basic methods would 
provide a substantial performance boost, but our 
experiments showed that, for best gain, the addi-
tional training data should be related to the target 
problem, namely, our test set.  We present meas-
ures to select documents (Section 5.3) and sen-
tences (Section 5.4), and show (in Section 6) the 
effectiveness of these measures. 

5.1 Bootstrapping 

We divided the large unlabeled corpus into seg-
ments based on news sources and dates in order 
to: 1) create segments of manageable size; 2) 
separately evaluate the contribution of each seg-
ment (using a labeled development test set) and 
reject those which do not help; and 3) apply the 
latest updated best model to each subsequent 

                                                           
1 We have also used this metric in the context of rescoring of 
name hypotheses (Ji and Grishman, 2005); Scheffer et al. 
(2001) used a similar metric for active learning of name tags. 
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segment. The procedure can be formalized as 
follows. 
 
1. Select a related set RelatedC from a large cor-
pus of unlabeled data with respect to the test set 
TestT, using the document selection method de-
scribed in section 5.3. 
 
2. Split RelatedC into n subsets and mark them 
C1, C2…Cn. Call the updated HMM name tagger 
NameM (initially the baseline tagger), and a de-
velopment test set DevT.  
 
3. For i=1 to n 

(1)  Run NameM on Ci;  
 

    (2) For each tagged sentence S in Ci, if S is 
tagged with high confidence, then keep S; 
otherwise remove S; 

 
    (3) Relabel the current name tagger (NameM) 

as OldNameM, add Ci to the training data, 
and retrain the name tagger, producing an 
updated model NameM; 

 
    (4) Run NameM on DevT; if the performance 

gets worse, don’t use Ci and reset NameM 
= OldNameM; 

5.2 Self-training 

An analogous approach can be used to tag the 
test set. The basic intuition is that the sentences 
in which the learner has low confidence may get 
support from those sentences previously labeled 
with high confidence. 

Initially, we build the baseline name tagger 
from the labeled examples, then gradually add 
the most confidently tagged test sentences into 
the training corpus, and reuse them for the next 
iteration, until all sentences are labeled. The pro-
cedure can be formalized as follows. 
 
1. Cluster the test set TestT into n clusters T1, 
T2, …,Tn, by collecting document pairs with low 
cross entropy (described in section 5.3.2) into the 
same cluster.  
 
2. For i=1 to n 

(1) NameM = baseline HMM name tagger; 
 
(2) While (there are new sentences tagged with 

confidence higher than a threshold) 
          a. Run NameM on Ti;  
          b. Set an appropriate threshold for margin; 

c. For each tagged sentence S in Ti, if S is 
tagged with high confidence, add S to the 
training data; 
d. Retrain the name tagger NameM with 
augmented training data. 

 
At each iteration, we lower the threshold so 

that about 5% of the sentences (with the largest 
margin) are added to the training corpus.2  As an 
example, this yielded the following gradually 
improving performance for one English cluster 
including 7 documents and 190 sentences. 

 
No. of  

iterations
No. of  

sentences 
added 

No. of 
tags 

changed 

F-Measure

0 0 0 91.4 
1 37 28 91.9 
2 69 22 92.1 
3 107 21 92.4 
4 128 11 92.6 
5 146 9 92.7 
6 163 8 92.8 
7 178 6 92.8 
8 190 0 92.8 

 
Table 1. Incremental Improvement from  

Self-training (English) 
 
Self-training can be considered a cache model 

variant, operating across the entire test collection.  
But it uses confidence measures as weights for 
each name candidate, and relies on names tagged 
with high confidence to re-adjust the prediction 
of the remaining names, while in a cache model, 
all name candidates are equally weighted for vot-
ing (independent of the learner’s confidence). 

5.3 Unlabeled Document Selection 

To further investigate the benefits of using very 
large corpora in bootstrapping, and also inspired 
by the gain from the “essence” of self-training, 
which aims to gradually emphasize the predic-
tions from related sentences within the test set, 
we reconsidered the assumptions of our approach. 
The bootstrapping method implicitly assumes 
that the unlabeled data is reliable (not noisy) and 
uniformly useful, namely: 
 

                                                           
2 To be precise, we repeatedly reduce the threshold by 0.1 
until an additional 5% or more of the sentences are included;  
however, if more than an additional 20% of the sentences 
are captured because many sentences have the same margin, 
we add back 0.1 to the threshold. 
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• The unlabeled data supports the acquisition 
of new names and contexts, to provide new 
evidence to be incorporated in HMM and re-
duce the sparse data problem; 

• The unlabeled data won’t make the old esti-
mates worse by adding too many names 
whose tags are incorrect, or at least are incor-
rect in the context of the labeled training data 
and the test data. 

 
If the unlabeled data is noisy or unrelated to 

the test data, it can hurt rather than improve the 
learner’s performance on the test set.  So it is 
necessary to coarsely measure the relevance of 
the unlabeled data to our target test set. We de-
fine an IR (information retrieval) - style rele-
vance measure between the test set TestT and an 
unlabeled document d as follows. 

5.3.1 ‘Query set’ construction 

We model the information expected from the 
unlabeled data by a 'bag of words' technique.  We 
construct a query term set from the test corpus 
TestT to check whether each unlabeled document 
d is useful or not. 
 
• We prefer not to use all the words in TestT  

as key words, since we are only concerned 
about the distribution of name candidates. 
(Adding off-topic documents may in fact in-
troduce noise into the model). For example, 
if one document in TestT talks about the 
presidential election in France while d talks 
about the presidential election in the US, they 
may share many common words such as 
'election', ’voting’, 'poll', and ‘camp’, but we 
would expect more gain from other unlabeled 
documents talking about the French election, 
since they may share many name candidates. 

 
• On the other hand it is insufficient to only 

take the name candidates in the top one hy-
pothesis for each sentence (since we are par-
ticularly concerned with tokens which might 
be names but are not so labeled in the top 
hypothesis).  

 
So our solution is to take all the name candi-

dates in the top N best hypotheses for each sen-
tence to construct a query set Q. 

5.3.2 Cross-entropy Measure 

Using Q, we compute the cross entropy H(TestT, 
d) between TestT and d by: 

∑
∈

×−=
Qx

dxprobTestTxprobdTestTH )|(log)|(),( 2

 
 where x is a name candidate in Q, and 
prob(x|TestT) is the probability (frequency) of x 
appearing in TestT while prob(x|d) is the prob-
ability of x in d. If H(T, d) is smaller than a 
threshold then we consider d a useful unlabeled 
document3. 

5.4 Sentence Selection 

We don’t want to add all the tagged sentences in 
a relevant document to the training corpus be-
cause incorrectly tagged or irrelevant sentences 
can lead to degradation in model performance. 
The value of larger corpora is partly dependent 
on how much new information is extracted from 
each sentence of the unlabeled data compared to 
the training corpus that we already have.  

The following confidence measures were ap-
plied to assist the semi-supervised learning algo-
rithm in selecting useful sentences for re-training 
the model.  

5.4.1 Margin to find reliable sentences  

For each sentence, we compute the HMM hy-
pothesis margin (the difference in log probabili-
ties) between the first hypothesis and the second 
hypothesis. We select the sentences with margins 
larger than a threshold4 to be added to the train-
ing data. 

Unfortunately, the margin often comes down 
to whether a specific word has previously been 
observed in training; if the system has seen the 
word, it is certain, if not, it is uncertain. There-
fore the sentences with high margins are a mix of 
interesting and uninteresting samples. We need to 
apply additional measures to remove the uninter-
esting ones.  On the other hand, we may have 
confidence in a tagging due to evidence external 
to the HMM, so we explored measures beyond 
the HMM margin in order to recover additional 
sentences. 
 
 
                                                           
3 We also tried a single match method, using the query set to 
find all the relevant documents that include any names be-
longing to Q, and got approximately the same result as 
cross-entropy. In addition to this relevance selection, we 
used one other simple filter: we removed a document if it 
includes fewer than five names, because it is unlikely to be 
news. 
4 In bootstrapping, this margin threshold is selected by test-
ing on the development set, to achieve more than 93% F-
Measure. 
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Figure 1. Bootstrapping for Name Tagging 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 

 
 
 
 

Figure 2.  Self-Training for Name Tagging 
 

 
Data English Chinese 

Baseline 
Training data 

ACE02,03,04 989,003 words Beijing Corpus +ACE03,04,05 
1,460,648 words 

Total 196,494 docs in Mar-Jun of 2003  
(69M words) from ACE05 unlabeled data

41061 docs in Nov,Dec of 2000, and Jan 
of 2001 (25M words) from ACE05 and 
TDT4 transcripts 

Selected 
Docs 

62584 docs (1,314,148 Sentences) 14,537 docs (222,359 sentences) 

Unlabeled 
Data 

Selected 
Sentences 

290,973 sentences (6,049,378 words) 55,385 sentences (1,128,505 words) 

Dev Set 20 ACE04 texts in Oct of 2000 90 ACE05 texts in Oct of 2000 
Test Set 20 ACE04 texts in Oct of 2000 

and 80 ACE05 texts in Mar-May of 2003 
(3093 names, 1205 PERs, 1021GPEs, 867 
ORGs) 

90 ACE05 texts in Oct of 2000 
(3093 names, 1013 PERs, 695 GPEs, 769 
ORGs) 

 
Table 2. Data Description 

 

C1 Ci … … 

Unlabeled Data 

Cross-entropy based Document Selection

i=i+1

Save Ti’ as  
system output 

T1 Ti … … 

Test Set 

Cross-entropy based Document Clustering

Ti’  Ti tagged 
with NameM

Yes 

Add Ti” to training corpus 

Retrain NameM 

Ti” Empty?

Ti”  sentences 
selected from Ti’

No 

NameM  baseline tagger 

i 1
i < n?Yes 

i 1 

NameM performs 
better on dev set?

Yes 

No 

OldNameM  NameM 

Ci’ Ci tagged with NameM 

Add Ci” to training corpus 

Retrain NameM

i=i+1

i < n?

Ci”  sentences selected from Ci’ 

Yes 
NameM  baseline tagger 

Cn Tn

NameM  OldNameM 

Set margin threshold 
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5.4.2 Name coreference to find more reliable 
sentences 

Names introduced in an article are likely to be 
referred to again, so a name coreferred to by 
more other names is more likely to have been 
correctly tagged. In this paper, we use simple 
coreference resolution between names such as 
substring matching and name abbreviation reso-
lution.  

In the bootstrapping method we apply single-
document coreference for each individual unla-
beled text. In self-training, in order to further 
benefit from global contexts, we consider each 
cluster of relevant texts as one single big docu-
ment, and then apply cross-document coreference. 

Assume S is one sentence in the document, and 
there are k names tagged in S: {N1, N2 .….. Nk}, 
which are coreferred to by {CorefNum1, Coref-
Num2, …CorefNumk} other names separately. 
Then we use the following average name 
coreference count AveCoref as a confidence 
measure for tagging S:5 

∑
=

=
k

i
i kCorefNumAveCoref

1
/)(  

5.4.3 Name count and sentence length to re-
move uninteresting sentences 

In bootstrapping on unlabeled data, the margin 
criterion often selects some sentences which are 
too short or don’t include any names. Although 
they are tagged with high confidence, they may 
make the model worse if added into the training 
data (for example, by artificially increasing the 
probability of non-names). In our experiments we 
don’t use a sentence if it includes fewer than six 
words, or doesn’t include any names. 

5.5 Data Flow 

We depict the above two semi-supervised learn-
ing methods in Figure 1 and Figure 2. 

6 Evaluation Results and Discussions 

6.1 Data 

We evaluated our system on two languages: En- 
glish and Chinese. Table 2 shows the data used in 
our experiments. 
                                                           
5 For the experiments reported here, sentences were selected 
if AveCoref > 3.1 (or 3.1×number of documents for cross-
document coreference) or the sentence margin exceeded the 
margin threshold. 

We present in section 6.2 – 6.4 the overall per-
formance of precision (P), recall (R) and F-
measure (F) for both languages, and also some 
diagnostic experiment results. For significance 
testing (using the sign test), we split the test set 
into 5 folders, 20 texts in each folder of English, 
and 18 texts in each folder of Chinese. 

6.2 Overall Performance 

Table 3 and Table 4 present the overall perform-
ance6 by applying the two semi-supervised learn-
ing methods, separately and in combination, to 
our baseline name tagger. 
 

Learner P R F 
Baseline 87.3 87.6 87.4

Bootstrapping  
with data selection 

88.2 88.6 88.4

Self-training 88.1 88.4 88.2
Bootstrapping with data 
selection + Self-training 

 
89.0 

 
89.2 

 
89.1

 
Table 3. English Name Tagger 

 
Learner P R F 
Baseline 88.2 87.6 87.9

Bootstrapping  
with data selection 

89.8 89.5 89.6

Self-training 89.5 88.3 88.9
Bootstrapping with data 
selection + Self-training 

 
90.2 

 
89.7 

 
90.0

 
Table 4. Chinese Name Tagger 

 
For English, the overall system achieves a 

13.4% relative reduction on the spurious and in-
correct tags, and 12.9% reduction in the missing 
rate. For Chinese, it achieves a 16.9% relative 
reduction on the spurious and incorrect tags, and 
16.9% reduction in the missing rate.7 For each of 
the five folders, we found that both bootstrapping 
and self-training produced an improvement in F 
score for each folder, and the combination of two 
methods is always better than each method alone. 
This allows us to reject the hypothesis that these 

                                                           
6 Only names which exactly match the key in both extent 
and type are counted as correct; unlike MUC scoring, no 
partial credit is given. 
7 The performance achieved should be considered in light of 
human performance on this task.  The ACE keys used for 
the evaluations were obtained by dual annotation and adju-
dication.  A single annotator, evaluated against the key, 
scored F=93.6% to 94.1% for English and 92.5% to 92.7% 
for Chinese.  A second key, created independently by dual 
annotation and adjudication for a small amount of the Eng-
lish data, scored F=96.5% against the original key. 
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improvements were random at a 95% confidence 
level. 

6.3 Analysis of Bootstrapping 

6.3.1 Impact of Data Size 

Figure 3 and 4 below show the results as each 
segment of the unlabeled data is added to the 
training corpus.  

 
 

Figure 3. Impact of Data Size (English) 
 

 
 

Figure 4. Impact of Data Size (Chinese) 
 
We can see some flattening of the gain at the 

end, particularly for the larger English corpus, 
and that some segments do not help to boost the 
performance (reflected as dips in the Dev Set 
curve and gaps in the Test Set curve). 

6.3.2 Impact of Data Selection 

In order to investigate the contribution of docu-
ment selection in bootstrapping, we performed 
diagnostic experiments for Chinese, whose re-
sults are shown in Table 5. All the bootstrapping 
tests (rows 2 - 4) use margin for sentence selec-
tion; row 4 augments this with the selection 
methods described in sections 5.4.2 and 5.4.3. 

Learner P R F 
(1) Baseline 88.2 87.6 87.9
(2) (1) + Bootstrapping 88.9 88.7 88.8
(3) (2) + Document  

Selection 
89.3 88.9 89.1

(4) (3) + Sentence  
Selection 

89.8  89.5 89.6

 
Table 5. Impact of Data Selection (Chinese) 

 
Comparing row 2 with row 3, we find that not 

using document selection, even though it multi-
plies the size of the corpus, results in 0.3% lower 
performance (0.3-0.4% loss for each folder). This 
leads us to conclude that simply relying upon 
large corpora is not in itself sufficient. Effective 
use of large corpora demands good confidence 
measures for document selection to remove off-
topic material. By adding sentence selection (re-
sults in row 4) the system obtained 0.5% further 
improvement in F-Measure (0.4-0.7% for each 
folder). All improvements are statistically sig-
nificant at the 95% confidence level. 

6.4 Analysis of Self-training  

We have applied and evaluated different meas-
ures to extract high-confidence sentences in self-
training. The contributions of these confidence 
measures to F-Measure are presented in Table 6. 
 

Confidence Measure English Chinese
Baseline 87.4 87.9 
Margin 87.8 88.3 

Margin + single-doc  
name coreference 

88.0 88.7 

Margin + cross-doc  
name coreference 

88.2 88.9 

 
Table 6. Impact of Confidence Measures 

 
It shows that Chinese benefits more from add-

ing name coreference, mainly because there are 
more coreference links between name abbrevia-
tions and full names. And we also can see that 
the margin is an important measure for both lan-
guages. All differences are statistically signifi-
cant at the 95% confidence level except for the 
gain using cross-document information for the 
Chinese name tagging. 

7 Conclusions and Future Work 

This paper demonstrates the effectiveness of two 
straightforward semi-supervised learning meth-
ods for improving a state-of-art name tagger, and 
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investigates the importance of data selection for 
this application. 

Banko and Brill (2001) suggested that the de-
velopment of very large training corpora may be 
central to progress in empirical natural language 
processing. When using large amounts of unla-
beled data, as expected, we did get improvement 
by using unsupervised bootstrapping. However, 
exploiting a very large corpus did not by itself 
produce the greatest performance gain. Rather, 
we observed that good measures to select rele-
vant unlabeled documents and useful labeled sen-
tences are important.  

The work described here complements the ac-
tive learning research described by (Scheffer et 
al., 2001). They presented an effective active 
learning approach that selects “difficult” (small 
margin) sentences to label by hand and then add 
to the training set. Our approach selects “easy” 
sentences – those with large margins – to add 
automatically to the training set. Combining 
these methods can magnify the gains possible 
with active learning. 

In the future we plan to try topic identification 
techniques to select relevant unlabeled docu-
ments, and use the downstream information ex-
traction components such as coreference 
resolution and relation detection to measure the 
confidence of the tagging for sentences. We are 
also interested in applying clustering as a pre-
processing step for bootstrapping. 
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Abstract 

An unsupervised learning method, based 
on corpus linguistics and special lan-
guage terminology, is described that can 
extract time-varying information from 
text streams.  The method is shown to be 
‘language-independent’ in that its use 
leads to sets of regular-expressions that 
can be used to extract the information in 
typologically distinct languages like Eng-
lish and Arabic.  The method uses the in-
formation related to the distribution of N-
grams, for automatically extracting 
‘meaning bearing’ patterns of usage in a 
training corpus. The analysis of an Eng-
lish news wire corpus (1,720,142 tokens) 
and Arabic news wire corpus (1,720,154 
tokens) show encouraging results. 

1 Introduction  

One of the recent trends in (adaptive) IE has 
been motivated by the empirical argument that 
annotated corpora, either annotated automatically 
or annotated manually, can provide sufficient 
information for creating the knowledge base of 
an IE system (McLernon and Kushmerick, 
2006).  Another equally important trend is to use 
manually selected seed patterns to initiate learn-
ing: In turn, active-training methods use seed 
patterns to learn new related patterns from un-
annotated corpora.   Many of the adaptive IE sys-
tems rely on the existing part-of-speech (POS) 
taggers (Debnath and Giles, 2005) and/or syntac-
tic parsers (Stevenson and Greenwood, 2005) for 
analysing and annotating text corpora. The use of 
corpora in IE, especially adaptive IE, should, in 
principle, alleviate the need for manually creat-
ing the rules for information extraction. 

  

The successful use of POS/syntactic taggers is 
dependent on the availability of the knowledge 
of (natural) language used by the authors of 
documents in a given corpus.  There is a wealth 
of POS taggers and parsers available for English 
language, as it has been the most widely used 
language in computational linguistics.  However, 
this is not the case for strategically important 
languages like Arabic and Chinese; to start with, 
in Chinese one does not have the luxury of sepa-
rating word-tokens by a white space and in Ara-
bic complex rules are required to identify mor-
phemes compared to English.  The development 
of segmentation programs in these languages has 
certainly helped (Gao et al., 2005; Habash and 
Rambow, 2005).  More work is needed in under-
standing these languages such that the knowl-
edge thus derived can be used to power taggers 
and parsers. 

Typically, IE systems are used to analyse 
news wire corpora, telephone conversations, and 
more recently in bio-informatics.  The first two 
systems deal with language of everyday commu-
nications –the general language- whereas bio-
informatics deals with a specialist domain and 
has its own ‘special language’.  English special 
languages, for example languages of law, com-
merce, finance, science & technology, each have 
a limited vocabulary and idiosyncratic syntactic 
structures when compared with English used in 
an everyday context.  The same is true of Ger-
man, French, Russian, Chinese, Arabic or Hindi.  
It appears that few works, if any, take advantage 
of the properties of special language to build IE 
systems. 

Our objective is to use methods and tech-
niques of IE in the automatic analysis of special-
ist news that streams in such a way that informa-
tion extracted at an earlier period of time may be 
contradicted or reinforced by information ex-
tracted at a later time.  The impact of news on 
financial and commodity markets is of consider-
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able import and is often called sentiment analy-
sis.  The prefix ‘sentiment’ is used to distinguish 
this kind of analysis from the more quantitative 
analysis of assets (called fundamental analysis) 
and that of price movements (called technical 
analysis).  There is a great deal of discussion in 
financial economics, econometrics, and in the 
newly emergent discipline of investor psychol-
ogy about the impact of ‘good’ and ‘bad’ news 
on the behaviour of both investors and brokers.  
Three Nobel Prizes have been awarded on the 
impact of market (trader and investor) sentiment 
on the value of shares, currencies, derivatives 
and other financial instruments (Shiller, 2000).  
Financial news, in addition to e-mails and blogs, 
has contributed to the catastrophic failures of 
major trading institutions (Mackenzie, 2000; 
Hardie & Mackenzie, 2005). 

One of the key proponents of news impact 
analysis is the Economics Nobel Laureate Robert 
Engle who has written about asymmetry of in-
formation in a market – the brokers have more 
knowledge than any given individual, rumours 
have different impact on different actors in the 
market.  Engle’s statistical analysis suggests that 
the ‘bad’ news has longer lasting effect than 
‘good’ news (Engle, 1993).  Usually, sentiment 
analysis is carried out using news proxies which 
include dates/times and the names of agencies 
releasing key items of financial data (Anderson 
et al., 2002) or data like the age of a firm, its 
number of initial public offerings, return on in-
vestment, etc.  These proxies are then regressed 
with share, currency or commodity prices.  News 
impact analysis is moving into its next phase 
where the text of news is analysed albeit to a lim-
ited extent (Cutler et al., 1989; Chan, 2003).  The 
analysis sometimes looks at the frequency distri-
bution of pre-specified keywords –directional 
metaphors like rose/fall, up/down, health meta-
phors like anaemic/healthy and animal meta-
phors like bullish/bearish.   A system is trained 
to correlate and to learn the changes in distribu-
tion of the prescribed metaphorical keywords, 
together with names of organisations, to the 
changes in the value of financial instruments 
(Seo et al., 2002; Omrane et al., 2005; Koppel 
and Shtrimberg 2004).   

We are attempting to create a language-
informed framework for news impact analysis 
using techniques of corpus linguistics and special 
language analysis.  The purpose is to automati-
cally extract patterns from a corpus of domain 
specific texts without prescribing the metaphori-
cal keywords and organisation names.  This, we 

believe, can be achieved by looking at the lexical 
signature of a specialist domain and extracting 
collocational patterns of the individual items of 
the lexical signature.  The lexical signature in-
cludes key vocabulary items of the domain and 
names of people, places and things in the do-
main.  There are instances in the part-of-speech 
tagging literature (Brill, 1993) and in IE where a 
corpus is used and words within a grammatical 
category help to extract rules and patterns com-
prising essential information about a domain or 
topic (Wilks, 1998; Yangarber, 2003).  Brill, 
Wilks and Yangarber induce grammars of a uni-
versal kind:  we focus on inducing a local gram-
mar that deals with the patterning of the items in 
the signature.  Note that in all these cases of 
grammar induction the intuition of the grammar 
builder plays a critical part whether it be in the 
choice of syntactic transformation rules (Brill 
1993), or in choosing sense taggers and implic-
itly semantic rules (Wilks, 1998; Ciravegna and 
Wilks, 2003), or in choosing user supplied seed 
patterns (Yangarber, 2003).  Most of the work in 
grammar induction is focussed on English or ty-
pologically similar languages.  We have deliber-
ately chosen typologically different languages 
(English and Arabic) to evaluate the extent to 
which our method of ‘grammar induction’ is lan-
guage independent. 

We describe a method for building domain 
specific IE systems:  the patterns used to extract 
domain specific information are the N-gram col-
location patterns of domain specific terms.  The 
patterns are extracted from un-annotated domain-
specific text corpora. We show how one can ana-
lyse the N-gram patterns and render them as 
regular expressions.   

The thesaurus used to identify domain specific 
words is itself constructed automatically from a 
(training) special-language corpus.  The fre-
quency distribution of domain specific terms in a 
special language corpus shows characteristic dif-
ferences from the distribution of the same terms 
in a general language corpus.  There is little or 
no difference in the distribution of the so-called 
grammatical or closed class terms in a special 
and a general language corpus.   

Furthermore, amongst the domain specific 
terms, a few tend to dominate the frequency dis-
tribution – the so-called lexical signature of a 
domain.  These signature terms are used as nu-
cleates for compound terms in a domain. The 
occurrence of the signature terms, either on their 
own or in a compound or a phrase, is equally 
idiosyncratic in that these dominant single or 
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compound terms co-occur more frequently with 
one set of words than with others.  The behaviour 
of signature terms appears to be governed by a 
grammar that is local to the specialism and is not 
elsewhere in the general language (Harris, 1991); 
local grammar is used in general language for 
telling times and dates in metaphorical expres-
sions (Gross, 1997), and in the lexicography for 
describing the language of definitions of lemmas 
in a lexicon (Barnbrook and Sinclair, 1996; 
Barnbrook, 2002).  The local grammar approach, 
rooted in the lexical signature of a given domain 
can be used to extract ‘sentiment’ bearing sen-
tences in financial markets (Ahmad el al., 2006) 
or in the description of work in a scientific labo-
ratory (Ahmad & Al-Sayed, 2005). 

We introduce a system that can help in build-
ing domain specific IE systems in English and 
languages that are typologically distinct from 
English, specifically Arabic.  The development 
of LoLo was inspired by Engle’s pioneering 
work in econometrics where news impact analy-
sis is regarded as critical to the analysis of mar-
ket movement: however much of the work in 
financial economics relates to the correlation of 
the timings of news announcements rather than 
the content of the news stream (Ahmad et al., 
2006). 

LoLo can manage a corpus and extract key 
terms. Given the keyword list, the system then 
identifies collocates and selects significant collo-
cates on well defined statistical criterion 
(Smadja, 1994).  Finally, local grammar rules are 
identified and an IE system is created.   

LoLo has been used to build a local grammar 
to extract ‘sentiment’ or key (changing) market 
events in English and in Arabic from unseen 
texts.  The system can help visualise the distribu-
tion of extracted patterns synchronised with the 
movement of financial markets.   

IE systems need to be adaptive, as the special-
isms in particular and the world in general is 
changing rapidly and this change is usually re-
flected in language use.  There is an equally im-
portant need to build cross language IE systems 
as information may be in different languages.  
The lexically-motivated approach we describe in 
this paper responds to the need for an adaptive, 
cross domain and cross language IE systems.   

2 Method 

For the extraction of local grammar from a 
corpus of special language texts it is important to 
focus on the keywords.  The patterns in which 

the keywords are embedded are assumed to com-
prise the principal elements of a subject specific 
local grammar.    

The manner in which we derive the local 
grammar is shown in the algorithm below (Fig-
ure 1).   
 

ALGORITHM: DISCOVER LOCAL GRAMMAR 
1. SELECT a special language corpus (SL, comprising 

Nspecial words and vocabulary VSpecial).   
i. USE a frequency list of single words from a corpus of 

texts used in day-to-day communications (SG comprising 

Ngeneral words and vocabulary Vgeneral) – for example, the 

British National Corpus for the English language: 

Fgeneral:={f(w1),f(w2),f(w3)…….fVgeneral} 

ii. CREATE a frequency ordered list of words in SL texts is 

computed  

Fspecial:={f(w1), f(w2), f(w3)………} 

iii. COMPUTE the differences in the distribution of the 

same words in the two different corpora is computed us-

ing the in SG and SL: 

Weirdness (wi)= f(wi)special/f(wi)general* 

 Ngeneral/Nspecial 

iv. CALCULATE z-score for the Fspeical  

zf(wi)=(f(wi)-fav_special)/σspecial 
2. CREATE KEY a set of Nkey keywords ordered accord-
ing to the magnitude of the two z-scores 

KEY:={key1, key2, key3……keyNkey) 

 such that z(fkeyi) & z(weridnesskeyi)> 1 
i. EXTRACT collocates of each Key in SL over a window 

of M word neighbourhood.  

ii. COMPUTE the strength of collocation using three meas-

ures due to Smadja (1994): 

U-score, k, and z-score 

iii. EXTRACT sentences in the corpus that comprise highly 

collocating key-words ((U,ko,k1)>=(10,1,1)) �  

iv. FORM Corpus SL’ 

a. For each Sentencei in SL’:  

b. COMPUTE the frequency of every word in Sentencei.   

c. REPLACE words with frequency less than a threshold 

value (fthreshold) by a place marker #; 

d. FOR more than one contiguous place marker, use*  

3. GENERATE trigrams in SL’;  note frequency of each 
trigram together with its position in the sentences:  

i. FIND all the longest possible contiguous trigrams 

across all sentences in SL’ and note their frequency 

ii. ORDER the (contiguous) trigrams according to fre-

quency of occurrence 

iii. (CONTIGUOUS) TRIGRAMS with frequency above a 

threshold form THE LOCAL GRAMMAR 

Figure 1. Algorithm for the acquisition of local-
grammar patterns. 

 
Briefly, given a specialist corpus (SL), key-

words are identified, and collocates of the key-
words are extracted.  Sentences containing key 
collocates are then used to construct a sub-corpus 
(SL’).  The sub-corpus SL’ is then analyzed and 
trigrams above a frequency threshold in the sub-
corpus are extracted; the position of the trigrams 
in each of the sentences is also noted.  The sub-
corpus is searched again for contiguous trigrams 
across the sentences:   The sentences are ana-
lyzed for the existence of the trigrams in the cor-
rect position – if a trigram that, for example, is 
noted for its frequency as a sentence initial posi-
tion, is found to co-occur with another frequent 
trigram that exists at the next position, then the 
two trigrams will be deemed to form a pattern.  
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This process is continued until all the trigrams in 
the sentence are matched with the significant 
trigrams.   

The local grammar then comprises significant 
contiguous trigrams that are found.  These do-
main specific patterns, extracted from the spe-
cialist corpus SL’ (and its constituent sub-corpus) 
are then used to extract similar patterns and in-
formation from a test corpus to validate the pat-
terns thus found in the training corpus. Following 
is a demonstration of how the algorithm works 
using English and Arabic texts. 

2.1 Extracting Patterns in English 

We present an analysis of a corpus of financial 
news wire texts: 1204 news report produced by 
Reuters UK Financial News comprising 431,850 
tokens.  One of the frequent words in the corpus 
is percent– 3622 occurrences, a relative fre-
quency of 0.0084%.  When the frequency of this 
keyword is looked up in the British National 
Corpus (100 million words), it was found that 
percent is 287 times more frequent in the finan-
cial corpus than in the British National Corpus – 
this ratio is sometimes termed weirdness (of spe-
cial language); the weirdness of grammatical 
words the and to is unity as these tokens are dis-
tributed with the same (relative) frequency in 
Reuters Financial and the BNC.  The z-score 
computed using the frequency of the token in the 
Reuters Financial is 12.64: the distribution of 
percent is 12 standard deviations above the mean 
of all words in the financial corpus.  (The z-score 
computed for weirdness is positive as well).  The 
heuristic here is this: a token is a candidate key-
word if both its z-scores are greater than a small 
positive number.  So percent -most frequent to-
ken with frequency and weirdness z-score over 
zero- was accepted as a keyword.   

The collocates of the keyword percent were 
then extracted by using mutual information sta-
tistics presented by Smadja (1994).  A collocate 
in this terminology can be anywhere in the vicin-
ity of +/- N-words.  The frequency at each 
neighbourhood is calculated and then used to 
compute the ‘peaks’ in the histogram formed by 
the neighbourhood frequencies and the strength 
of the collocation calculated on a similar basis.  
The keyword generally collocates with certain 
words that have frequencies higher than itself –
the upward collocates- and collocates with cer-
tain words that have lesser frequency – the down-
wards collocates (These terms were coined by 
John Sinclair).  Upwards collocates are usually 
grammatical words and downwards collocates 

are lexical words – nouns, adjectives- and hence 
the downwards collocates are treated as candi-
date compound words.  There were 46 collocates 
of percent in our corpus – 34 downwards collo-
cates and 12 upwards collocates.  A selection of 
5 downwards and upwards are shown in Table 1 
and 2 respectively. 

 
 

Collocate Frequency U-score k-score 
shares 1150 1047 3.01 
rose 514 2961 2.43 
year 2046 396 2.40 
profit 1106 263 1.65 
down 486 996 1.40 

Table 1. Downward collocates of percent in a 
corpus of 431,850 words. 

 
Collocate Frequency U-score k-score 

the 23157 6744 14.40 
to 12190 7230 10.29 
in 9768 4941 8.49 
a 10657 3024 8.44 
of 10123 3957 8.24 

Table 2. Upward collocates of percent in a cor-
pus of 431,850 words. 

 
 

The financial texts comprise a large number of 
numerals (integers and decimals) and these we 
will denote as <no>.  The numerals collocate 
strongly with percent for obvious reasons.  The 
collocates are then used to extract trigrams com-
prising the collocates that occur at particular po-
sitions in the various sentences of our corpus: 

 
 

Token A Token B Token C Freq Position 
<no> percent and 16 1 
rose <no> percent 18 1 
<no> percent after 23 2 
<no> percent of 47 2 
<no> percent rise 11 2 

Table 3. Trigrams of percent. 
 
 

There are many other frequent patterns where 
the frequency of individual tokens is quite low 
but at least one member of the trigram has higher 
frequency: such low frequency tokens are omit-
ted and marked by the (#) symbol. All the tri-
grams containing such tokens with at least two 
others are used to extract other significant tri-
grams. Sometimes more than one low frequency 
tokens precede or succeed high frequency tokens 
and they are denoted by the symbol (*) as shown 
in Table 4. The search for contiguous trigrams 
leads to larger and more complex patterns, Table 
5 provides some examples. 
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Token A Token B Token C Freq Position 
rose <no> percent 18 1 
# <no> percent 29 2 
# shares were 10 2 
* <no> percent 57 2 

<no> percent # 24 2 
Table 4. Trigrams of percent with omitted low 
frequency words (denoted as * for multiple to-
kens and # for a single token). 

 
 

Local Grammar Patterns Freq 
<s> the * <no> percent 28 
<s> * rose <no> percent 26 
<s> # shares # <no> percent 22 
<s> * fell <no> percent 20 
<s> * <no>  percent 18 
<s> # shares were  up <no> percent at 17 
Table 5. Some of top patterns of percent   (<s> 
identifies a sentence boundary). 

 

2.2 Extracting Patterns in Arabic 

Arabic is written from right to left and its writ-
ing system does not employ capitalization. The 
language is highly inflected compared to Eng-
lish; words are generated using a root-and-
pattern morphology. Prefixes and suffixes can be 
attached to the morphological patterns for gram-
matical purposes. For example, the grammatical 
conjunction “and” in Arabic is attached to the 
beginning of the following word. Words are also 
sensitive to the gender and number they refer to 
and their lexical structure change accordingly. 
As a result, more word types can be found in 
Arabic corpora compared to English of same size 
and type. Short vowels which are represented as 
marks in Arabic are also omitted from usual 
Arabic texts resulting in some words having 
same lexical structures but different semantics.  

These grammatical and lexical features of 
Arabic cause more complexity and ambiguity, 
especially for NLP systems designed for thor-
ough processing of Arabic texts compared to 
English. A shallow and statistical approach for 
IE using texts of specialism can be useful to ab-
stract many complexities of Arabic texts. 

Given a 431,563 word corpus comprising 
2559 texts of Reuters Arabic Financial News and 
the same thresholds we used with the English 
corpus, percent (al-meaa, QRSTا) is again the most 
frequent term with frequency and weirdness z-
score greater than zero. It has 3125 occurrences 
(0.0072%), a frequency z-score of 19.03 and a 

weirdness of 76 compared against our Modern 
Standard Arabic Corpus (MSAC).  

There were 31 collocates of percent; 7 up-
wards and 23 downwards. The downwards collo-
cates of percent appear to collocate with names 
of instruments i.e. shares and indices (Table 6). 

The upwards collocate are with the so-called 
closed class words as in English like in, on and 
that (Table 7). 

 
 

Collocate Freq U-score k-score 
by-a-ratio  

(be-nesba, QVWXY) 
1257 39191 7.87 

point  
(noqta, QZ[\) 

1167 9946 6.44 

the-year 
(al-aam, م^_Tا) 

1753 344 3.34 

index 
(moasher,`abc) 

1130 409 2.55 

million 
(milyoon, نefgc) 

2281 600 2.32 

share 
(saham, hij) 

705 206 1.84 

Table 6. Downward collocates of percent (al-
meaa, QRSTا). 

 
 

Collocate Freq U-score k-score 
in 

 (fee,kl) 
21236 434756 40.99 

to  
(ela, mTا) 

3339 25145 9.81 

from  
(min, nc) 

10344 4682 9.58 

on 
 (ala,mgo ) 

5275 117 3.10 

that 
 (ann, ان) 

5130 260 2.65 

Table 7. Upward collocates of percent (almeaa, 
QRSTا). 
 
 

Using the same thresholds the trigrams (Table 
8) appear to be different from the English tri-
grams in that the words of movement are not in-
cluded here – this is because Arabic has a richer 
morphological system compared to English and 
Financial Arabic is not as standardised as Finan-
cial English: however, it will not be difficult to 
train the system to recognise the variants of rose 
and fell   in Financial Arabic. Table 9 lists some 
of the patterns. 
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Token A Token B Token C Freq Position 

<no> 
in 

 (fee,kl) 
percent  

(al-meaa,QRSTا) 
197 1 

in 
 (fee,kl) 

percent  
(al-meaa,QRSTا) * 1 39 

in  
(fee,kl) 

percent  
(al-meaa,QRSTا) 

to  
(ela, mTا) 2 22 

percent  
(al-meaa,QRSTا) 

to  
(ela, mTا) 

<no> 21 3 

# 
in 

 (fee,kl) 
percent  

(al-meaa,QRSTا) 4 66 

Table 8. Trigrams of percent (almeaa, QRSTا). 
 

 
Local Grammar Patterns Freq 

      <no>       *       <s> kl      QRSTا      *      

                                             percent     in 
34 

>s<     *      QVWXY      > no<     kl       QRSTا      mTا   > no< 

              to     percent  in                 by-a-ratio 
23 

>s<      #        hij        #      >no<       kl       اQRST 

                       percent     in                              share 
21 

>s # < `abc # ^p^Z\ qjوsا   QVWXY>no <kl QRSTا    mTا >no < QZ[\>/s< 

        point         to percent in      by-ratio  wider         index 
18 

  `abc *>no<  QZ[\        أي  >no< kl      QRSTا     mTا>no <  QZ[\>/s< 

         point          to  percent  in        namely   point           index 
16 

  kl     *      مev     #       QVWXY     >no <      kl     QRSTا       qc      *  

                      with   percent   in                  by-ratio         day           in  
10 

Table 9. Some patterns of percent  
(almeaa, QRSTا). 

 

3 Experimental Results 

We have argued that a method that is focused on 
frequency at the lexical level(s) of linguistic de-
scription – single words, compounds, and N-
grams- will perhaps lead to patterns that are idio-
syncratic of a specialist domain without recourse 
to a thesaurus.  There are a number of linguistic 
methods – that focus on syntactic and semantic 
level of description which might be of equal or 
better use.  

In order to show the effectiveness of our 
method we apply it to sentiment analysis – an 
analysis that attempts to extract qualitative opin-
ion expressed about a range of human and natu-
ral artefacts – films, cars, financial instruments 
for instance.  Broadly speaking, sentiments in 
financial markets relate to the ‘rise’ and ‘fall’ of 
financial instruments (shares, currencies, com-
modities and energy prices): inextricably these 
sentiments relate to change in the prices of the 
instruments.  In both English and Arabic, we 
have found that percent or equivalent is a key-
word and trigrams and longer N-grams embed-

ded with this keyword relate to metaphorical 
movement words– up, down, rise, fall.  However, 
in English this association is further contextual-
ised with other keywords – shares, stocks- and in 
Arabic the contextualisation is with shares and 
the principal commodity of many Arab states 
economies – oil.  Our system ‘discovered’ both 
by following a lexical level of linguistic descrip-
tion. 

For each of the two languages of interest to us, 
we have created 1.72 million token corpora.  
Each corpus was then divided into two (roughly) 
equal sized sub corpora: training corpus and test-
ing corpus; the testing corpus is sub-divided into 
two testing corpora Test1 and Test2 (Table 10).  
First, we extract patterns from the Training Cor-
pus using the discover local grammar algorithm 
(Figure 1) and also from Test1.  Next, the Train-
ing1 and Test1 corpora are merged and patterns 
extracted from the merged corpus.  The intuition 
we have is that as the size of the corpus is in-
creased the patterns extracted from a smaller 
sized corpus will be elaborated: some of the pat-
terns that are idiosyncratic of the smaller sized 
corpus will become statistically insignificant and 
hence will be ignored.  The conventional way of 
testing would have been to see how many pat-
terns discovered in the training corpus are found 
in the testing corpora; we are quantifying these 
results currently. In the following we describe an 
initial test of our method after introducing LoLo.   

 
English Arabic 

Corpus 
Texts Tokens Texts Tokens 

Training1 2408 861,492 5118 860,020 

Test1 1204 431,850 2559 431,563 

Training2 (Training1+Test1) 3612 1,293,342 7677 1,293,342 

Test2 1204 426,800 2559 428,571 

Total 4816 1,720,142 10,236 1,720,154 

Table 10. Training and testing corpora used in 
our experiments. 
 

3.1 LoLo 

LoLo (stands for Local-Grammar for Learning 
Terminology and means ‘pearl’ in Arabic) is de-
veloped using the .NET platform. It contains four 
components summarised in Table 11. 

 
Component Functionality 

CORPUS ANALYSER 
Discover domain specific 

extraction patterns 

RULES EDITOR 
Group, label and evaluate 

patterns and slots 
INFORMATION  EXTRACTOR Extract information 

INFORMATION VISUALISER 
Visualise patterns over 

time 

Table 11. Summary of LoLo’s components. 
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The various components of LoLo –the Ana-
lyser, Editor, Extractor and the Visualiser, can 
be used to extract and present patterns; the sys-
tem has utilities to change script and the direc-
tion of writing (Arabic is right-to-left and Eng-
lish left-to-right). Table 12 is an exemplar output 
from LoLo: “rise in profit” event patterns ex-
pressed similarly in English and Arabic financial 
news headlines found by the Corpus Analyser. 

 

English *  profit  up  <no>  percent 

  اno> *  kl     QRST>   أرY^ح    ارyz^ع 
Arabic 

percent  in            profit  rise (up) 
Table 12. “Rise in profit” patterns in Arabic and 
English where the * usually comprises names of 
organisations or enterprises. 

 
 
The pattern acquisition algorithm presented 

earlier is implemented in the Corpus Analyser 
component, which is the focus of this paper. It 
can be used for discovering frequent patterns in 
corpora. The user has the option to filter smaller 
patterns contained in larger ones and to mine for 
interrupted or non-interrupted patterns. It can 
also distinguish between single word and multi 
word slots. 

Before mining for patterns, a corpus pre-
processor routine performs a few operations to 
improve the pattern discovery. It identifies any 
punctuation marks attached to the words and 
separates them. it also identifies the sentences 
boundaries and converts all the numerical tokens 
to one tag “<no>” as numbers can be part of 
some patterns, especially in the domain of finan-
cial news.   

The Rules Editor is at its initial stages of de-
velopment, currently it can export the extraction 
patterns discovered by the Corpus Analyser as 
regular expressions. 

A time-stamped corpus can be visualised us-
ing the Information Visualiser. The Visualiser 
can display a time-series that shows how the ex-
tracted events emerge, repeat and fade over time 
in relation to other events or imported time series 
i.e. of financial instruments. This can be useful 
for analysing any relations between different 
events or detecting trends in one or more corpora 
or with other time-series.  

LoLo facilitates other corpus and computa-
tional linguistics tasks as well, including generat-
ing concordances and finding collocations from 
texts encoded in UTF-8. This is particularly use-
ful for Arabic and languages using the Arabic 

writing system like Persian and Urdu which lack 
such resources. 

3.2 Training and Testing 

3.2.1 English 

We consider the English Training1 corpus first.  
We extracted the significant collocates of all the 
high frequency/high weirdness words, where 
‘high’ defined using the associated z-scores, in 
the training corpus.  Trigrams were then ex-
tracted and high frequency trigrams were chosen 
and all sentences comprising the trigrams were 
used to form a (training) sub corpus.  The sub-
corpus was then analysed for extracting the local 
grammar. 

The 10 high frequency N-grams extracted 
automatically from the Training1 Corpus 
(861,492) are listed in Table 13. The Test1 cor-
pus has most of the trigrams in the Training1 
corpus, particularly some of the larger N-grams 
(Table 14). 

 
 

Rank Top 10 patterns comprising ‘percent’ Freq 

1 <s> the * <no> percent 45 

2 <s> the * was up <no> percent at <no>,  <no> </s>  33 

3 <s> * <no> percent #, <no> </s> 24 

4 <s> * up <no> percent 21 

5 <s> the * was down <no> percent at <no> , <no> </s> 19 

6 <s> * <no> percent after 18 

6 <s> * <no> percent to <no> , <no> yen 18 

7 <s>, # shares were up <no> percent at <no> 17 

8 <s> shares in * <no> percent 15 

9 <s> * rose <no> percent to <no> 14 

10 <s> # shares rose <no> percent to <no> 13 

10 <s> fell <no> percent to <no> 13 

Table 13. Patterns of percent extracted from 
Training1 corpus. 
 

Patterns Freq 
<s> # shares # <no> percent 22 
<s> shares in * <no> percent 13 
<s> # shares were up <no> percent at 17 

Table 14. Patterns of percent extracted from 
Test1 corpus found as sub-patterns in Training1. 

 
 
We then merged the Training1 and Test1 cor-

pora together and created Training2 corpus com-
prising of 3612 texts and 1,293,342 tokens.  The 
Algorithm was executed on the merged corpus 
and a new set of patterns were extracted, in par-
ticular the most frequent pattern in the Training1 
Corpus (<s> the * <no> percent), was elabo-
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rated by the Algorithm as well as those patterns 
shown in Table 15. 

 
Training1 Corpus Freq Training2 Corpus Freq 
<s> the * was down <no> 
percent at <no> , <no> </s> 19 

<s> the * index was down 
<no> percent at <no> ,  <no> 
</s> 

23 

<s> the * was up <no> 
percent at <no>,  <no> </s> 33 <s> the * index was up <no> 

percent at <no> ,  <no> </s> 34 

Table 15. Comparison between two patterns in 
Training1 and Training2 corpora. 

 
 
The patterns related to the collocations of 

shares and percent from Training1 were pre-
served in Training2.  The test on Test2 corpus 
showed similar results: the smaller N-grams re-
lated to the movement of instruments were simi-
lar to the Test1 Corpus. The analysis of Arabic 
texts is shown below with similar results. 

3.2.2 Arabic 

Some of frequent N-grams extracted automati-
cally from the Training1 Arabic corpus (860,020) 
are shown in Table 16. Similar to the English 
corpora the Test1 Arabic corpus has most of the 
trigrams in the Training1 Corpus and some larger 
N-grams(Table 17). 

 
 

Rank Top 10 patterns comprising ‘percent’ Freq 

 <no>    *    <s>     kl      QRSTا       *       
1 

                                     percent    in 
35 

*       kl        *       QVWXY       > no<       kl       QRSTا  
2 

         percent  in                      by-ratio               in  
31 

 *>no<  QZ[\  QVWXY > no < kl  QRSTا   mTا  >no < QZ[\  >/s< 
3 

         point           to percent in       by-ratio  point 
28 

<s>         *       kl        QRSTا       kl      *  
4 

                                   in      percent      in 
24 

>s <   *     QVWXY      > no<    kl      QRSTا       mTا      >no< 
4 

                    to    percent    in                by-ratio 
24 

*        kl        *       mTا       >no <       kl      QRSTا 
5 

             percent    in                       to                  in 
21 

>s #< `abc* ^p^Z\   QVWXY >no<kl  QRSTا    mTا >no<QZ[\>/s< 
5 

         point      to percent in   by-ratio zone  index 
21 

Table 16. Patterns of percent (almeaa, QRSTا) ex-
tracted from Training1 Arabic corpus. 

 
  

Patterns Freq 
*      QVWXY      <no>        kl       QRSTا       # 

          percent      in                   by-ratio 
10 

*       QVWXY     <no>        kl       QRSTا       kl 

   in     percent    in                   by-ratio  
10 

>s <    *   QVWXY   > no <     kl      QRSTا     *  

         percent   in               by-ratio 
11 

Table 17. Patterns of percent (almeaa, QRSTا) ex-
tracted from Test1 Arabic corpus found as sub-
patterns in Training1. 

 

After merging the Training1 and Test1 Arabic 
corpora together into a corpus of 7677 texts and 
1,293,342 tokens, new set of patterns were ex-
tracted as well. Some of the frequent patterns in 
the training corpus were elaborated more as well 
like the pattern shown in Table 18 where the to-
ken and-rise (wa-ertifaa, واqyzر ) was added to the 
pattern. 
 

Training1 Corpus Freq Training2 Corpus Freq 
 # <s>   `abc #^p^Z\ qjوsا  

 QVWXY <no> mTا QRSTا kl <no> 
QZ[\      </s> 

13 
 <s> ;<=وار `abc  # ^p^Z\ qjوsا
QVWXY <no> mTا QRSTا kl <no> QZ[\ 
 </s>     

17 

Table 18. Comparison between two patterns in 
Training1 and Training2 Arabic corpora. 
 

4 Evaluation 

We have used the Rules Editor and the Informa-
tion Extractor to evaluate the patterns on a cor-
pus comprising 2408 texts and 858,650 tokens 
created by merging Test1 and Test2 corpora. The 
Arabic evaluation corpus comprised 5118 texts 
and 860,134 tokens.  The N-gram pattern extrac-
tor (where N > 4) showed considerable promise 
in that who or what went up/or down was unam-
biguously extracted from the English test corpus 
using patterns generated through the training 
corpus. Initial results show high precision with 
the longer N-grams in English (Table 19) and 
Arabic (Table 20). 

Table 19. Patterns with high precision (English). 
 

 

Table 20. Patterns with high precision (Arabic). 
 
 

Pattern Precision 

<ORG> shares were down <no> percent at <no> 100% 
(13/13) 

<Movement> <no> percent to <no> , <no> yen 100% 
(17/17) 

the <Index> was up <no> percent at <no> , <no>  92% 
(11/12) 

<ORG> shares # up <no> percent at 88% 
(30/34) 

Pattern 
Preci-
sion 

 `abc  <no>  <Index>  QZ[\  أي    <no>   kl   QRSTا    mTا  <no> QZ[\  

point         to  percent  in             viz  point                          index 

100% 
(42/42) 

 ����  <Index>   ���	   #   >no<  ����   #   > no <   ��   ا����  

percent  in                     point                for-shares               index 

100% 
(27/27) 

<Movement> `abc <Index> QVWXY ^p^Z\ qjوsا>no <mTا QRSTا kl>no<QZ[\ 

point        to percent in       by-ratio zone wider                  index 

97% 
(33/34) 

<Movement> ���� <Index>  ����� > no <�� ا��   ا���� >no <���� 

point         to percent in            zone                  index 

77% 
(27/35) 

63



However, some patterns return many extracted 
information that require trimming. For example 
many organizations names are extracted in Ara-
bic using the pattern shown in table 21 but they 
usually have the word by-a-ratio (be-nesba, QVWXY) 
attached at the end resulting in low precision.  

 
 

Pattern Precision 

<ORG> rose <no> percent to <no> 
36% 
(5/14) 

  <Movement> hij     Qآ`a   <no>  <ORG> kl  QRSTا  

percent in                       company  share 

30% 
(25/83) 

Table 21. Patterns with low precision in English 
and Arabic 
 
 

Because we have used the same training 
thresholds for English and Arabic, the patterns in 
Arabic appeared without the motion words. 
However the system can extract these words 
along with the org/instrument/index names be-
cause they appear frequently as slots in the pat-
terns. 

The N-gram patterns (when N ≤ 4) show poor 
results in that either such patterns found in the 
training corpus are not found in the test corpus, 
or the patterns retrieved from test corpora are at 
semantic variance with the same pattern in the 
training corpus.  This suggests that there is an 
optimal length of individual patterns in our local 
grammar. 

5 Afterword 

The patterns extracted from the English (and 
Arabic) corpora confirm to an extent the view of 
the proponents of local grammar, of a special 
language, that there are certain words (in our 
case percent, shares, index) that appear to have a 
specific grammatical category in the sense that 
the neighbourhood of these words is occupied by 
a small number of other words (up, down, fall, 
rise, <no> for instance). If we were to apply the 
grammars typically used in part-of-speech tag-
gers and syntactic parsing in general, the idio-
syncratic behaviour of the pivotal keywords in 
specialist language does not become apparent: 
the pivotal keywords are regarded as noun 
phrases and the association of these phrases is 
with other general categories of verb phrase, ad-
jectival phrase and adverbial phrase.  

The patterns we have extracted could have 
been extracted with the help of a thesaurus.  And, 
this is the question which is critical to us: how to 
create and maintain a thesaurus within a domain.  

This is illustrated in a small way by our experi-
ment on the Training1 corpus where the term in-
dex was not statistically significant for it to ap-
pear in the trigrams that populate the local 
grammar.  However, in Training2, the larger cor-
pus did contain significant frequency of the term 
index for it to make into a pattern of its own.  
Furthermore, many of the patterns in Training1 
persisted in Training2.  Smaller N-grams persist 
as well in the various Training and Test corpora 
– these patterns in themselves act like units 
around which other trigrams nucleate. 

The evaluation of our Algorithm is still con-
tinuing and we are in the process of setting up 
experiments with human volunteers, especially 
those with some knowledge of financial matters 
to evaluate the output of LoLo.  We intend to use 
information retrieval metrics of recall and the 
various Fβ measures. 

 The local grammar movement has made er-
ratic progress since its inception in the 1960’s.  
Now, with the advent of accessible computers 
with substantive memories, with the advent of 
the Internet and the concomitant treasure of 
multi-lingual text deposits and text streams, one 
can explore the use of such grammars in address-
ing the major challenges in information extrac-
tion.   
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Abstract

Many information extraction (IE) systems
rely on manually annotated training data
to learn patterns or rules for extracting in-
formation about events. Manually anno-
tating data is expensive, however, and a
new data set must be annotated for each
domain. So most IE training sets are rel-
atively small. Consequently, IE patterns
learned from annotated training sets of-
ten have limited coverage. In this paper,
we explore the idea of using the Web to
automatically identify domain-specific IE
patterns that were not seen in the training
data. We use IE patterns learned from the
MUC-4 training set as anchors to identify
domain-specific web pages and then learn
new IE patterns from them. We compute
the semantic affinityof each new pattern
to automatically infer the type of informa-
tion that it will extract. Experiments on
the MUC-4 test set show that these new IE
patterns improved recall with only a small
precision loss.

1 Introduction

Information Extraction (IE) is the task of identi-
fying event descriptions in natural language text
and extracting information related to those events.
Many IE systems use extraction patterns or rules
to identify the relevant information (Soderland et
al., 1995; Riloff, 1996; Califf and Mooney, 1999;
Soderland, 1999; Yangarber et al., 2000). Most of
these systems use annotated training data to learn
pattern matching rules based on lexical, syntactic,
and/or semantic information. The learned patterns
are then used to locate relevant information in new
texts.

IE systems typically focus on information about
events that are relevant to a specific domain, such
as terrorism (Sundheim, 1992; Soderland et al.,
1995; Riloff, 1996; Chieu et al., 2003), man-
agement succession (Sundheim, 1995; Yangarber
et al., 2000), or job announcements (Califf and
Mooney, 1999; Freitag and McCallum, 2000).
Supervised learning systems for IE depend on
domain-specific training data, which consists of
texts associated with the domain that have been
manually annotated with event information.

The need for domain-specific training data has
several disadvantages. Because of the manual la-
bor involved in annotating a corpus, and because a
new corpus must be annotated for each domain,
most annotated IE corpora are relatively small.
Language is so expressive that it is practically
impossible for the patterns learned from a rela-
tively small training set to cover all the different
ways of describing events. Consequently, the IE
patterns learned from manually annotated train-
ing sets typically represent only a subset of the IE
patterns that could be useful for the task. Many
recent approaches in natural language processing
(Yarowsky, 1995; Collins and Singer, 1999; Riloff
and Jones, 1999; Nigam et al., 2000; Wiebe and
Riloff, 2005) have recognized the need to use
unannotated data to improve performance.

While the Web provides a vast repository of
unannotated texts, it is non-trivial to identify texts
that belong to a particular domain. The difficulty
is that web pages are not specifically annotated
with tags categorizing their content. Nevertheless,
in this paper we look to the Web as a vast dynamic
resource for domain-specific IE learning. Our ap-
proach exploits an existing set of IE patterns that
were learned from annotated training data to auto-
matically identify new, domain-specific texts from
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the Web. These web pages are then used for ad-
ditional IE training, yielding a new set of domain-
specific IE patterns. Experiments on the MUC-4
test set show that the new IE patterns improve cov-
erage for the domain.

This paper is organized as follows. Section 2
presents the MUC-4 IE task and data that we use in
our experiments. Section 3 describes how we cre-
ate a baseline IE system from the MUC-4 training
data. Section 4 describes the collection and pre-
processing of potentially relevant web pages. Sec-
tion 5 then explains how we use the IE patterns
learned from the MUC-4 training set as anchors to
learn new IE patterns from the web pages. We also
compute thesemantic affinityof each new pattern
to automatically infer the type of information that
it will extract. Section 6 shows experimental re-
sults for two types of extractions, victims and tar-
gets, on the MUC-4 test set. Finally, Section 7
compares our approach to related research, and
Section 8 concludes with ideas for future work.

2 The MUC-4 IE Task and Data

The focus of our research is on the MUC-4 infor-
mation extraction task (Sundheim, 1992), which is
to extract information about terrorist events. The
MUC-4 corpus contains 1700 stories, mainly news
articles related to Latin American terrorism, and
associatedanswer key templatescontaining the in-
formation that should be extracted from each story.

We focused our efforts on two of the MUC-4
string slots, which require textual extractions: hu-
man targets (victims) and physical targets. The
MUC-4 data has proven to be an especially dif-
ficult IE task for a variety of reasons, including
the fact that the texts are entirely in upper case,
roughly 50% of the texts are irrelevant (i.e., they
do not describe a relevant terrorist event), and
many of the stories that are relevant describe mul-
tiple terrorist events that need to be teased apart.
The best results reported across all string slots
in MUC-4 were in the 50%-70% range for re-
call and precision (Sundheim, 1992), with most
of the MUC-4 systems relying on heavily hand-
engineered components. Chieu et al. (2003) re-
cently developed a fully automatic template gen-
erator for the MUC-4 IE task. Their best system
produced recall scores of 41%-44% with precision
scores of 49%-51% on the TST3 and TST4 test
sets.

3 Learning IE Patterns from a Fixed
Training Set

As our baseline system, we created an IE
system for the MUC-4 terrorism domain us-
ing the AutoSlog-TS extraction pattern learn-
ing system (Riloff, 1996; Riloff and Phillips,
2004), which is freely available for research use.
AutoSlog-TS is a weakly supervised learner that
requires two sets of texts for training: texts that
are relevant to the domain and texts that are irrel-
evant to the domain. The MUC-4 data includes
relevance judgments (implicit in the answer keys),
which we used to partition our training set into rel-
evant and irrelevant subsets.

AutoSlog-TS’ learning process has two phases.
In the first phase, syntactic patterns are applied
to the training corpus in an exhaustive fashion,
so that extraction patterns are generated for (lit-
erally) every lexical instantiation of the patterns
that appears in the corpus. For example, the syn-
tactic pattern“ <subj> PassVP” would generate
extraction patterns for all verbs that appear in the
corpus in a passive voice construction. The sub-
ject of the verb will be extracted. In the terrorism
domain, some of these extraction patterns might
be: “ <subj> PassVP(murdered)”and “ <subj>
PassVP(bombed).”These would match sentences
such as: “the mayor was murdered”, and “the em-
bassy and hotel were bombed”. Figure 1 shows
the 17 types of extraction patterns that AutoSlog-
TS currently generates. PassVP refers to passive
voice verb phrases (VPs), ActVP refers to active
voice VPs, InfVP refers to infinitive VPs, and
AuxVP refers to VPs where the main verb is a
form of “to be” or “to have”. Subjects (subj), di-
rect objects (dobj), PP objects (np), and posses-
sives can be extracted by the patterns.

In the second phase, AutoSlog-TS applies all
of the generated extraction patterns to the training
corpus and gathers statistics for how often each
pattern occurs in relevant versus irrelevant texts.
The extraction patterns are subsequently ranked
based on their association with the domain, and
then a person manually reviews the patterns, de-
ciding which ones to keep1 and assigning thematic
roles to them. We manually defined selectional
restrictions for each slot type (victim and target)

1Typically, many patterns are strongly associated with the
domain but will not extract information that is relevant to the
IE task. For example, in this work we only care about patterns
that will extract victims and targets. Patterns that extract other
types of information are not of interest.
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Pattern Type Example Pattern
<subj> PassVP <victim> was murdered
<subj> ActVP <perp> murdered
<subj> ActVP Dobj <weapon> caused damage
<subj> ActInfVP <perp> tried to kill
<subj> PassInfVP <weapon> was intended to kill
<subj> AuxVP Dobj <victim> was casualty
<subj> AuxVP Adj <victim> is dead
ActVP <dobj> bombed<target>
InfVP <dobj> to kill <victim>

ActInfVP <dobj> planned to bomb<target>
PassInfVP<dobj> was planned to kill<victim>

Subj AuxVP<dobj> fatality is<victim>

NP Prep<np> attack against<target>
ActVP Prep<np> killed with <weapon>
PassVP Prep<np> was killed with<weapon>
InfVP Prep<np> to destroy with<weapon>
<possessive> NP <victim>’s murder

Figure 1: AutoSlog-TS’ pattern types and sample
IE patterns

and then automatically added these to each pattern
when the role was assigned.

On our training set, AutoSlog-TS generated
40,553 distinct extraction patterns. A person man-
ually reviewed all of the extraction patterns that
had a score≥ 0.951 and frequency≥ 3. This
score corresponds to AutoSlog-TS’ RlogF metric,
described in (Riloff, 1996). The lowest ranked pat-
terns that passed our thresholds had at least 3 rel-
evant extractions out of 5 total extractions. In all,
2,808 patterns passed the thresholds. The reviewer
ultimately decided that 396 of the patterns were
useful for the MUC-4 IE task, of which 291 were
useful for extracting victims and targets.

4 Data Collection

In this research, our goal is to automatically learn
IE patterns from a large, domain-independent text
collection, such as the Web. The billions of freely
available documents on the World Wide Web and
its ever-growing size make the Web a potential
source of data for many corpus-based natural lan-
guage processing tasks. Indeed, many researchers
have recently tapped the Web as a data-source
for improving performance on NLP tasks (e.g.,
Resnik (1999), Ravichandran and Hovy (2002),
Keller and Lapata (2003)). Despite these suc-
cesses, numerous problems exist with collecting
data from the Web, such as web pages contain-
ing information that is not free text, including ad-
vertisements, embedded scripts, tables, captions,
etc. Also, the documents cover many genres, and
it is not easy to identify documents of a particular
genre or domain. Additionally, most of the doc-

uments are in HTML, and some amount of pro-
cessing is required to extract the free text. In the
following subsections we describe the process of
collecting a corpus of terrorism-related CNN news
articles from the Web.

4.1 Collecting Domain-Specific Texts

Our goal was to automatically identify and collect
a set of documents that are similar in domain to the
MUC-4 terrorism text collection. To create such
a corpus, we used hand-crafted queries given to
a search engine. The queries to the search engine
were manually created to try to ensure that the ma-
jority of the documents returned by the search en-
gine would be terrorism-related. Each query con-
sisted of two parts: (1) the name of a terrorist or-
ganization, and (2) a word or phrase describing a
terrorist action (such asbombed, kidnapped, etc.).
The following lists of 5 terrorist organizations and
16 terrorist actions were used to create search en-
gine queries:

Terrorist organizations: Al Qaeda,
ELN, FARC, HAMAS, IRA

Terrorist actions: assassinated, assas-
sination, blew up, bombed, bombing,
bombs, explosion, hijacked, hijacking,
injured, kidnapped, kidnapping, killed,
murder, suicide bomber, wounded.

We created a total of 80 different queries repre-
senting each possible combination of a terrorist or-
ganization and a terrorist action.

We used theGoogle2 search engine with the
help of the freely availableGoogle API3 to lo-
cate the texts on the Web. To ensure that we re-
trieved only CNN news articles, we restricted the
search to the domain “cnn.com” by adding the
“site:” option to each of the queries. We also
restricted the search to English language docu-
ments by initializing the API with thelang en
option. We deleted documents whose URLs con-
tained the word “transcript” because most of these
were transcriptions of CNN’s TV shows and were
stylistically very different from written text. We
ran the 80 queries twice, once in December 2005
and once in April 2005, which produced 3,496
documents and 3,309 documents, respectively.
After removing duplicate articles, we were left

2http://www.google.com
3http://www.google.com/apis
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with a total of 6,182 potentially relevant terrorism
articles.

4.2 Processing the Texts

The downloaded documents were all HTML doc-
uments containing HTML tags and JavaScript in-
termingled with the news text. The CNN web-
pages typically also contained advertisements, text
for navigating the website, headlines and links to
other stories. All of these things could be problem-
atic for our information extraction system, which
was designed to process narrative text using a shal-
low parser. Thus, simply deleting all HTML tags
on the page would not have given us natural lan-
guage sentences. Instead, we took advantage of
the uniformity of the CNN web pages to “clean”
them and extract just the sentences corresponding
to the news story.

We used a tool calledHTMLParser4 to parse
the HTML code, and then deleted all nodes in the
HTML parse trees corresponding to tables, com-
ments, and embedded scripts (such as JavaScript
or VBScript). The system automatically extracted
news text starting from the headline (embedded
in anH1 HTML element) and inferred the end of
the article text using a set of textual clues such as
“Feedback:”, “Copyright 2005”, “contributed to
this report”, etc. In case of any ambiguity, all of
the text on the web page was extracted.

The size of the text documents ranged from 0
bytes to 255 kilobytes. The empty documents
were due to dead links that the search engine had
indexed at an earlier time, but which no longer ex-
isted. Some extremely small documents also re-
sulted from web pages that had virtually no free
text on them, so only a few words remained af-
ter the HTML had been stripped. Consequently,
we removed all documents less than 10 bytes in
size. Upon inspection, we found that many of the
largest documents were political articles, such as
political party platforms and transcriptions of po-
litical speeches, which contained only brief refer-
ences to terrorist events. To prevent the large doc-
uments from skewing the corpus, we also deleted
all documents over 10 kilobytes in size. At the end
of this process we were left with a CNN terrorism
news corpus of 5,618 documents, each with an av-
erage size of about 648 words. In the rest of the
paper we will refer to these texts as “the CNN ter-
rorism web pages”.

4http://htmlparser.sourceforge.net

5 Learning Domain-Specific IE Patterns
from Web Pages

Having created a large domain-specific corpus
from the Web, we are faced with the problem
of identifying the useful extraction patterns from
these new texts. Our basic approach is to use the
patterns learned from the fixed training set asseed
patternsto identify sentences in the CNN terror-
ism web pages that describe a terrorist event. We
hypothesized that extraction patterns occurring in
the same sentence as a seed pattern are likely to be
associated with terrorism.

Our process for learning new domain-specific
IE patterns has two phases, which are described in
the following sections. Section 5.1 describes how
we produce a ranked list of candidate extraction
patterns from the CNN terrorism web pages. Sec-
tion 5.2 explains how we filter these patterns based
on thesemantic affinityof their extractions, which
is a measure of the tendency of the pattern to ex-
tract entities of a desired semantic category.

5.1 Identifying Candidate Patterns

The first goal was to identify extraction patterns
that were relevant to our domain: terrorist events.
We began by exhaustively generating every pos-
sible extraction pattern that occurred in our CNN
terrorism web pages. We applied the AutoSlog-TS
system (Riloff, 1996) to the web pages to automat-
ically generate all lexical instantiations of patterns
in the corpus. Collectively, the resulting patterns
were capable of extracting every noun phrase in
the CNN collection. In all, 147,712 unique extrac-
tion patterns were created as a result of this pro-
cess.

Next, we computed the statistical correlation
of each extraction pattern with the seed patterns
based on the frequency of their occurrence in the
same sentence. IE patterns that never occurred
in the same sentence as a seed pattern were dis-
carded. We used Pointwise Mutual Information
(PMI) (Manning and Scḧutze, 1999; Banerjee and
Pedersen, 2003) as the measure of statistical corre-
lation. Intuitively, an extraction pattern that occurs
more often than chance in the same sentence as a
seed pattern will have a high PMI score.

The 147,712 extraction patterns acquired from
the CNN terrorism web pages were then ranked
by their PMI correlation to the seed patterns. Ta-
ble 1 lists the most highly ranked patterns. Many
of these patterns do seem to be related to terrorism,
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<subj> killed sgt <subj> destroyed factories
<subj> burned flag explode after<np>
sympathizers of<np> <subj> killed heir
<subj> kills bystanders <subj> shattered roof
rescued within<np> fled behind<np>

Table 1: Examples of candidate patterns that are
highly correlated with the terrorism seed patterns

but many of them are not useful to our IE task (for
this paper, identifying the victims and physical tar-
gets of a terrorist attack). For example, the pattern
“explode after<np>” will not extract victims or
physical targets, while the pattern“sympathizers
of <np>” may extract people but they would not
be thevictimsof an attack. In the next section, we
explain how we filter and re-rank these candidate
patterns to identify the ones that are directly useful
to our IE task.

5.2 Filtering Patterns based upon their
Semantic Affinity

Our next goal is to filter out the patterns that are
not useful for our IE task, and to automatically
assign the correct slot type (victim or target) to
the ones that are relevant. To automatically deter-
mine the mapping between extractions and slots,
we define a measure calledsemantic affinity. The
semantic affinity of an extraction pattern to a se-
mantic category is a measure of its tendency to
extract NPs belonging to that semantic category.
This measure serves two purposes:

(a) It allows us to filter out candidate patterns
that do not have a strong semantic affinity to
our categories of interest.

(b) It allows us to define a mapping between the
extractions of the candidate patterns and the
desired slot types.

We computed the semantic affinity of each can-
didate extraction pattern with respect to six seman-
tic categories:target, victim, perpetrator, organi-
zation, weaponandother. Targets and victims are
our categories of interest. Perpetrators, organiza-
tions, and weapons are common semantic classes
in this domain which could be “distractors”. The
other category is a catch-all to represent all other
semantic classes. To identify the semantic class of
each noun phrase, we used the Sundance package
(Riloff and Phillips, 2004), which is a freely avail-
able shallow parser that uses dictionaries to assign
semantic classes to words and phrases.

We counted the frequencies of the semantic cat-
egories extracted by each candidate pattern and
applied the RLogF measure used by AutoSlog-TS
(Riloff, 1996) to rank the patterns based on their
affinity for the target and victim semantic classes.
For example, the semantic affinity of an extraction
pattern for the target semantic class would be cal-
culated as:

affinitypattern =
ftarget

fall

· log2ftarget (1)

where ftarget is the number of target semantic
class extractions andfall = ftarget + fvictim +
fperp +forg +fweapon +fother. This is essentially
a probabilityP (target) weighted by the log of the
frequency.

We then used two criteria to remove patterns
that are not strongly associated with a desired se-
mantic category. If the semantic affinity of a pat-
tern for categoryC was (1) greater than a thresh-
old, and (2) greater than its affinity for theother
category, then the pattern was deemed to have a
semantic affinity for categoryC. Note that we
intentionally allow for a pattern to have an affin-
ity for more than one semantic category (except
for the catch-allotherclass) because this is fairly
common in practice. For example, the pattern“at-
tack on <np>” frequently extracts both targets
(e.g., “an attack on the U.S. embassy”) and vic-
tims (e.g.,“an attack on the mayor of Bogota”).
Our hope is that such a pattern would receive a
high semantic affinity ranking for both categories.

Table 2 shows the top 10 high frequency
(freq ≥ 50) patterns that were judged to have a
strong semantic affinity for the target and victim
categories. There are clearly some incorrect en-
tries (e.g.,“ <subj> fired missiles”is more likely
to identify perpetrators than targets), but most of
the patterns are indeed good extractors for the de-
sired categories. For example,“fired into <np>” ,
“went off in <np>” , and“car bomb near<np>”
are all good patterns for identifying targets of a
terrorist attack. In general, the semantic affinity
measure seemed to do a reasonably good job of
filtering patterns that are not relevant to our task,
and identifying patterns that are useful for extract-
ing victims and targets.

6 Experiments and Results

Our goal has been to use IE patterns learned from
a fixed, domain-specific training set to automat-
ically learn additional IE patterns from a large,
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Target Patterns Victim Patterns
<subj> fired missiles wounded in<np>
missiles at<np> <subj> was identified
bomb near<np> wounding<dobj>
fired into<np> <subj> wounding
died on<np> identified<dobj>
went off in<np> <subj> identified
car bomb near<np> including<dobj>
exploded outside<np> <subj> ahmed
gunmen on<np> <subj> lying
killed near<np> <subj> including

Table 2: Top 10 high-frequency target and victim
patterns learned from the Web

domain-independent text collection, such as the
Web. Although many of the patterns learned
from the CNN terrorism web pages look like good
extractors, an open question was whether they
would actually be useful for the original IE task.
For example, some of the patterns learned from
the CNN web pages have to do with behead-
ings (e.g.,“beheading of<np>” and“beheaded
<np>” ), which are undeniably good victim ex-
tractors. But the MUC-4 corpus primarily con-
cerns Latin American terrorism that does not in-
volve beheading incidents. In general, the ques-
tion is whether IE patterns learned from a large, di-
verse text collection can be valuable for a specific
IE task above and beyond the patterns that were
learned from the domain-specific training set, or
whether the newly learned patterns will simply not
be applicable. To answer this question, we evalu-
ated the newly learned IE patterns on the MUC-4
test set.

The MUC-4 data set is divided into 1300 devel-
opment (DEV) texts, and four test sets of 100 texts
each (TST1, TST2, TST3, and TST4).5 All of
these texts have associated answer key templates.
We used 1500 texts (DEV+TST1+TST2) as our
training set, and 200 texts (TST3+TST4) as our
test set.

The IE process typically involves extracting
information from individual sentences and then
mapping that information into answer key tem-
plates, one template for each terrorist event de-
scribed in the story. The process of template gen-
eration requires discourse processing to determine
how many events took place and which facts cor-
respond to which event. Discourse processing and

5The DEV texts were used for development in MUC-3
and MUC-4. The TST1 and TST2 texts were used as test sets
for MUC-3 and then as development texts for MUC-4. The
TST3 and TST4 texts were used as the test sets for MUC-4.

template generation are not the focus of this paper.
Our research aims to produce a larger set of extrac-
tion patterns so that more information will be ex-
tracted from the sentences, before discourse anal-
ysis would begin. Consequently, we evaluate the
performance of our IE system at that stage: after
extracting information from sentences, but before
template generation takes place. This approach di-
rectly measures how well we are able to improve
the coverage of our extraction patterns for the do-
main.

6.1 Baseline Results on the MUC-4 IE Task

The AutoSlog-TS system described in Section 3
used the MUC-4 training set to learn 291 target
and victim IE patterns. These patterns produced
64% recall with 43% precision on the targets, and
50% recall with 52% precision on the victims.6

These numbers are not directly comparable to
the official MUC-4 scores, which evaluate tem-
plate generation, but our recall is in the same ball-
park. Our precision is lower, but this is to be ex-
pected because we do not perform discourse anal-
ysis.7 These 291 IE patterns represent ourbase-
line IE system that was created from the MUC-4
training data.

6.2 Evaluating the Newly Learned Patterns

We used all 396 terrorism extraction patterns
learned from the MUC-4 training set8 as seeds to
identify relevant text regions in the CNN terrorism
web pages. We then produced a ranked list of new
terrorism IE patterns using a semantic affinity cut-
off of 3.0. We selected the topN patterns from the
ranked list, withN ranging from 50 to 300, and
added theseN patterns to the baseline system.

Table 3 lists the recall, precision and F-measure
for the increasingly larger pattern sets. For the tar-

6We used ahead nounscoring scheme, where we scored
an extraction as correct if its head noun matched the head
noun in the answer key. This approach allows for different
leading modifiers in an NP as long as the head noun is the
same. For example, “armed men” will successfully match
“5 armed men”. We also discarded pronouns (they were not
scored at all) because our system does not perform corefer-
ence resolution.

7Among other things, discourse processing merges seem-
ingly disparate extractions based on coreference resolution
(e.g., “the guerrillas” may refer to the same people as “the
armed men”) and applies task-specific constraints (e.g., the
MUC-4 task definition has detailed rules about exactly what
types of people are considered to be terrorists).

8This included not only the 291 target and victim patterns,
but also 105 patterns associated with other types of terrorism
information.
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Targets Victims
Precision Recall F-measure Precision Recall F-measure

baseline 0.425 0.642 0.511 0.498 0.517 0.507
50+baseline 0.420 0.642 0.508 0.498 0.517 0.507

100+baseline 0.419 0.650 0.510 0.496 0.521 0.508
150+baseline 0.415 0.650 0.507 0.480 0.521 0.500
200+baseline 0.412 0.667 0.509 0.478 0.521 0.499
250+baseline 0.401 0.691 0.507 0.478 0.521 0.499
300+baseline 0.394 0.691 0.502 0.471 0.542 0.504

Table 3: Performance of new IE patterns on MUC-4 test set

get slot, the recall increases from 64.2% to 69.1%
with a small drop in precision. The F-measure
drops by about 1% because recall and precision
are less balanced. But we gain more in recall
(+5%) than we lose in precision (-3%). For the
victim patterns, the recall increases from 51.7% to
54.2% with a similar small drop in precision. The
overall drop in the F-measure in this case is neg-
ligible. These results show that our approach for
learning IE patterns from a large, diverse text col-
lection (the Web) can indeed improve coverage on
a domain-specific IE task, with a small decrease in
precision.

7 Related Work

Unannotated texts have been used successfully for
a variety of NLP tasks, including named entity
recognition (Collins and Singer, 1999), subjectiv-
ity classification (Wiebe and Riloff, 2005), text
classification (Nigam et al., 2000), and word sense
disambiguation (Yarowsky, 1995). The Web has
become a popular choice as a resource for large
quantities of unannotated data. Many research
ideas have exploited the Web in unsupervised or
weakly supervised algorithms for natural language
processing (e.g., Resnik (1999), Ravichandran and
Hovy (2002), Keller and Lapata (2003)).

The use of unannotated data to improve in-
formation extraction is not new. Unannotated
texts have been used for weakly supervised train-
ing of IE systems (Riloff, 1996) and in boot-
strapping methods that begin with seed words
or patterns (Riloff and Jones, 1999; Yangarber
et al., 2000). However, those previous sys-
tems rely on pre-existing domain-specific cor-
pora. For example, EXDISCO (Yangarber et
al., 2000) used Wall Street Journal articles for
training. AutoSlog-TS (Riloff, 1996) and Meta-
bootstrapping (Riloff and Jones, 1999) used the

MUC-4 training texts. Meta-bootstrapping was
also trained on web pages, but the “domain” was
corporate relationships so domain-specific web
pages were easily identified simply by gathering
corporate web pages.

The KNOWITALL system (Popescu et al., 2004)
also uses unannotated web pages for information
extraction. However, this work is quite differ-
ent from ours because KNOWITALL focuses on
extracting domain-independent relationships with
the aim of extending an ontology. In contrast,
our work focuses on using the Web to augment
a domain-specific, event-oriented IE system with
new, automatically generated domain-specific IE
patterns acquired from the Web.

8 Conclusions and Future Work

We have shown that it is possible to learn new
extraction patterns for a domain-specific IE task
by automatically identifying domain-specific web
pages using seed patterns. Our approach produced
a 5% increase in recall for extracting targets and a
3% increase in recall for extracting victims of ter-
rorist events. Both increases in recall were at the
cost of a small loss in precision.

In future work, we plan to develop improved
ranking methods and more sophisticated seman-
tic affinity measures to further improve coverage
and minimize precision loss. Another possible av-
enue for future work is to embed this approach in a
bootstrapping mechanism so that the most reliable
new IE patterns can be used to collect additional
web pages, which can then be used to learn more
IE patterns in an iterative fashion. Also, while
most of this process is automated, some human in-
tervention is required to create the search queries
for the document collection process, and to gener-
ate the seed patterns. We plan to look into tech-
niques to automate these manual tasks as well.
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