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Abstract

In this paper we describe machine learn-

ing experiments that aim to characterise

the content selection process for distin-

guishing descriptions. Our experiments

are based on two large corpora of human-

produced descriptions of objects in rela-

tively small visual scenes; the referring ex-

pressions are annotated with their seman-

tic content. The visual context of refer-

ence is widely considered to be a primary

determinant of content in referring expres-

sion generation, so we explore whether a

model can be trained to predict the col-

lection of descriptive attributes that should

be used in a given situation. Our exper-

iments demonstrate that speaker-specific

preferences play a much more important

role than existing approaches to referring

expression generation acknowledge.

1 Introduction

Since at least the late 1980s, referring expression

generation (REG) has been a key topic of inter-

est in the natural language generation community

(see, for example, (Dale, 1989; Dale and Had-

dock, 1991; Dale and Reiter, 1995; van der Sluis,

2001; Krahmer and Theune, 2002; Krahmer et

al., 2003; Jordan and Walker, 2005; van Deemter,

2006; Gatt and van Deemter, 2006; Kelleher and

Kruijff, 2006)); and it has recently served as the

focus for the first major evaluation efforts in nat-

ural language generation (see, for example, (Belz

et al., 2009; Gatt et al., 2009)). This level of atten-

tion is due in large part to the consensus view that

has arisen as to what is involved in referring ex-

pression generation: the task is widely accepted as

involving a process of selecting those attributes of

an intended referent that distinguish it from other

potential distractors in a given context, resulting

in what is often referred to as a distinguishing de-

scription.

Most existing REG algorithms rely on hand-

crafted decision procedures whose behaviour is ei-

ther entirely deterministic (Dale, 1989; Dale and

Haddock, 1991; Gardent, 2002) or can be influ-

enced to some degree using parameters such as

preference orderings or cost functions over the

available properties in order to choose those that

should appear in a referring expression (Dale and

Reiter, 1995; van der Sluis, 2001; Krahmer and

Theune, 2002; Krahmer et al., 2003; van Deemter,

2006; Gatt and van Deemter, 2006; Kelleher and

Kruijff, 2006). However, only very limited at-

tempts have been made to determine how these

parameters should best be instantiated in order to

allow an algorithm to mimic human-produced re-

ferring expressions. Furthermore, the results of re-

cent evaluation exercises (Gupta and Stent, 2005;

Viethen and Dale, 2006; Belz and Gatt, 2007; Gatt

et al., 2007; Gatt et al., 2008) show that none of

these algorithms can be considered an accurate

model of human production of referring expres-

sions in any of their instantiations.

In this paper, we take a speaker-oriented per-

spective on REG that is aimed in part at exploring

the factors that impact on the choices that humans

make when they refer, and ultimately at finding

models for REG which can claim at least a cer-

tain level of cognitive plausibility by being able

to replicate human referring behaviour. To this

end we use two large corpora of referring expres-

sions to train machine learning models on the task

of content determination. The larger of these cor-

pora is being introduced for the first time here. We

first attempt to build models that are able to predict

the content of a referring expression based only on

the visual characteristics of the surrounding scene.

We then contrast the results of this experiment to

those of a second set of experiments in which the

machine learner was told which participant had
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% Relative Frequency

Content Pattern Example Description GRE3D3 GRE3D7

R 〈tg size, tg col, tg type〉 the small blue ball 22.70 47.88

D 〈tg col, tg type〉 the blue ball 27.30 36.70

W 〈tg size, tg col, tg type, rel, lm size, lm col, lm type〉 the small blue ball on top of the large green cube 4.76 5.31

F 〈tg col, tg type, rel, lm col, lm type〉 the blue ball on top of the green cube 7.78 2.70

T 〈tg size, tg col, tg type, rel, lm col, lm type〉 the small blue ball on top of the green cube 4.92 2.08

I 〈tg col, tg type, rel, lm size, lm col, lm type〉 the blue ball on top of the large green cube 1.90 1.03

ZF 〈tg type〉 the ball 8.25 0.07

Z 〈tg size, tg type〉 the small ball 4.44 0.38

N 〈tg size, tg col, tg loc, tg type〉 the small blue ball in the left 0.32 0.87

ZK 〈tg type, rel, lm type〉 the ball on top of the cube 3.49 0.40

Table 1: The ten most common content patterns that occur in both GRE3D3 and GRE3D7.

these trial sets. So, each participant in the

GRE3D3 collection provided ten descriptions,

while each GRE3D7 participant described 16

stimulus scenes. This resulted in 630 GRE3D3 de-

scriptions (30 for each scene in Trial Set 1, and 33

for each scene in Trial Set 2) and 4480 GRE3D7

descriptions (140 for each stimulus scene).

3.3 Annotation of Semantic Content

In order to be able to analyse the semantic content

of the referring expressions, we annotated the at-

tributes and relations contained in each of them.

The attributes that participants used in the refer-

ring expressions contained in the two corpora, and

their possible values, are as follows:

• type [ball, cube]

• colour [blue, green, red, yellow]

• size [large, small]

• location [right, left, front, top]

• relation [on-top-of, in-front-of, left-of,

right-of]

In our annotations, each attribute is prefixed by ei-

ther tg or lm to mark whether it pertains to the tar-

get or the landmark object. For example, tg size

indicates that the size of the target was mentioned.

This results in nine component properties.3

Each description contained in the GRE3D3 and

GRE3D7 corpora can be characterised in terms of

a content pattern defined by the presence or ab-

sence of each of these nine component proper-

ties. Table 1 lists the ten most common of these

3As noted by one reviewer, the ethno-cultural background
of speakers can have a large impact especially on the use of
spatial information. The data would look very different if it
had been collected from speakers of languages that mostly
make absolute reference to points of the compass rather than
using relative information such as ‘left’ and ‘right’.

content patterns along with example descriptions

and the relative frequency with which these pat-

terns occurred in each corpus. 37 different content

patterns can be found across the two corpora; the

GRE3D3 corpus contains 31 of these 37 content

patterns, four more than the much larger GRE3D7

corpus. 21 of the patterns occur in both corpora.

4 Experimental Setup

Most work on referring expression generation at-

tempts to determine what attributes should be used

in a description by taking account of aspects of the

context of reference. An obvious question is then

whether we can learn the content patterns in this

data from the contexts in which they were pro-

duced. To explore this, we define a number of

features that capture the relevant aspects of the vi-

sual context in our stimulus scenes. Importantly,

these features are general enough to be able to

capture both GRE3D3 and GRE3D7 scenes. We

use two types of features: direct property features,

which simply record the attribute value of a cer-

tain object in the scene, and comparative features,

which compare the attribute values of one object

to those of the other objects. In a second step,

we additionally include Participant ID as a scene-

independent feature. The complete list of 12 fea-

tures used is shown in Table 2.

The features pay particular attention to the prop-

erties of the target and the landmark objects for

two reasons: firstly, the nature of the task is such

that these two objects can be expected to be clos-

est to the participant’s focus of attention; and sec-

ondly, these are the only two objects that can be

identified as corresponding to each other across all

scenes, in particular in the GRE3D7 stimuli.

As direct property features we use the type of

spatial relation holding between target and land-

mark, as people generally show a preference for
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Attribute Explanation Values

direct

property

features

TG Size size of the target object small, large

LM Size size of the landmark object small, large

Relation Type type of relation between target and landmark horizontal, vertical

comparative

features

Num TG Size number of objects of same size as the target numeric

Num LM Size number of objects of same size as landmark numeric

TG LM Same Size target and landmark share size Boolean

Num TG Col number of objects of same colour as target numeric

Num LM Col number of objects of same colour as landmark numeric

TG LM Same Col target and landmark share colour Boolean

Num TG Type number of objects of same type as target numeric

Num LM Type number of objects of same type as landmark numeric

TG LM Same Type target and landmark share type Boolean

Participant ID ID number of the description giver alphanumeric

Table 2: The features and their value formats.

vertical relations over horizontal ones (Lyons,

1977; Gapp, 1995; Bryant et al., 2000; Landau,

2003; Arts, 2004; Tenbrink, 2005), and the sizes

of these two objects. We do not include colour or

type as features because the actual values of these

attributes are unlikely to have an impact on their

use. Rather, we expect the proportion of objects

sharing these properties, captured in the compara-

tive features, to be of importance. This is different

for size, as a large object stands out more from

its surroundings than a small one, even indepen-

dently of the sizes of the other objects. location

is not included as it was almost constant across all

scenes and can therefore not be used to distinguish

between them.

We used the C4.5 decision tree learning algo-

rithm (Quinlan, 1993) implemented in the Weka

workbench (Witten and Frank, 2005). We tested

both pruned and unpruned trees, but in what fol-

lows we comment on the results of the unpruned

trees only where they are different from those of

the pruned trees. Decision tree pruning is a post-

training step that simplifies the trees to reduce

over-fitting to the training data. This is especially

relevant if the trained models are used on unseen

data. However, if the ability of a feature set to

characterise a set of natural data is at question, un-

pruned trees can also be of interest.

5 Results and Discussion

In the following, the fit of the trained models is

measured by the Accuracy with which they predict

held-out test data or characterise the training data.

It is defined as the number of instances predicted

correctly divided by the total number of instances

in the test or training set.

5.1 Content Selection Based on Scene

Characteristics

The Accuracy results achieved by the models

trained on the scene-based feature set, without tak-

ing into account Participant ID, are shown in Ta-

ble 3. As a baseline we report the success rate of

a model that simply chooses the majority class in

each case. We used three different test methods:

(1) testing on the complete training set shows how

well the learned model characterises the data and

thereby gives an indication of the extent to which

the chosen features can explain the variation in the

data; (2) ten-fold cross-validation is used to assess

the ability of the learned model to generalise to

unseen data; and finally, (3) cross-corpus testing

gives insights into the difference in variation be-

tween the two data sets.

Both models significantly outperform the ma-

jority class baseline in all three test methods.4 No

difference can be found between the results for

testing on the training sets and cross-corpus test-

ing. However, three interesting observations can

be made from these results:

1. Training and testing on the GRE3D7 corpus

achieves better results than training and test-

ing on the GRE3D3 corpus.

2. Both the baseline and the decision trees

trained on GRE3D3 perform better on

GRE3D7 than on GRE3D3 itself, while the

GRE3D7-trained models achieve the lowest

results when tested on GRE3D3.

3. Overall, none of the decision trees achieve

very high Accuracy levels.

4We used χ2 with a maximum p<.05 for all significance
tests in this paper.
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+[scene features] −[scene features] +[scene features]

−Participant ID +Participant ID +Participant ID

training test pruned n/a pruned unpruned

corpus method Acc nodes Acc nodes Acc nodes Acc nodes

GRE3D3
training set 46.51%

3
41.91%

64
91.27%

415
98.10%

573
10 fold X 46.51% 31.11% 54.44% 57.61%

GRE3D7
training set 64.93%

15
62.28%

281
82.59%

1023
93.77%

2798
10 fold X 64.71% 57.12% 67.01% 63.71%

Table 4: Accuracy and tree size for the models based on scene and participant information. (Bold values

are statistically significantly different to the participant-insensitive trees.)

on scene features only.6

Combining the scene-based features with

Participant ID gives better results than either of

the two exclusive models achieve. To the best of

our knowledge, their cross-validation scores are

also higher than any Accuracy scores reported in

the literature for any existing algorithm instanti-

ated with a set parameter setting.7 However, in 10-

fold cross-validation, only the unpruned GRE3D3

model achieves a statistically significant improve-

ment over the participant-insensitive model. When

testing on the training set, the pruned and un-

pruned trees for both corpora vastly outperform

the models that do not take participant preferences

into account. In particular, the Accuracy scores

achieved by the unpruned models are very high.

These results confirm the hypothesis that

speaker preferences play a very important role

in shaping the semantic content of referring ex-

pressions in identification tasks. Trees using

Participant ID as the only feature perform surpris-

ingly well, and the trees that take account of both

the features of the scene and the preferences dis-

played by individual speakers are able to charac-

terise our two data sets with very high accuracy.

Our particular choice of scene-based features is

also supported by these results, as they do seem

to capture the factors that individual speakers rely

on when they build referring expressions.

The fact that they only achieve high scores if

tested directly on the training set shows that these

models are very specific to the data they were

trained on, and would not necessarily generalise

well to unseen data. A likely explanation for the

large differences between the cross-validation re-

sults and results on the training set is the low num-

6Note that pruning has no effect on trees using only one
feature, in this case Participant ID.

7This comparison must be viewed with caution, as the
other evaluations were carried out on different test corpora.

ber of instances per participant in both corpora.

We have ten descriptions from each participant in

the GRE3D3 corpus and 16 in GRE3D7, and nei-

ther of the corpora contains multiple descriptions

from the same participant for a given stimulus.

6 Conclusions and Future Work

This paper is based on the view that a primary

consideration in the study of REG should be the

development of systems that are able to explain

and replicate the semantic content found in human

data. We hold this view for two reasons: firstly,

such systems can aid the exploration of factors that

impact on the semantic choices that people make

when they refer and ultimately might be able to

claim some level of psychological reality; and sec-

ondly, generating the same referring expressions

as humans can also serve a utilitarian purpose, as

only human-like reference is likely to be accepted

as fully natural by listeners.

We have chosen a straightforward approach

to building REG models that take into account

what people do by training decision trees on two

human-produced corpora of distinguishing de-

scriptions in visual scenes. We defined a set of

features to capture the relevant visual aspects of

the stimuli used in the data collection exercises for

the two corpora. In our first experiment we estab-

lished that decision trees trained using these fea-

tures are able to outperform a majority class base-

line, but are not able to replicate a large enough

proportion of the data to be considered accurate

models of human reference behaviour. In a sec-

ond experiment we added the Participant ID fea-

ture, which allowed the machine learner to estab-

lish participant-specific behaviour patterns. Trees

based on this feature alone achieved surprisingly

good results, and the participant-sensitive trees

which also took into account the features of the

scene achieved much higher Accuracy scores than
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the participant-insensitive trees.

The main conclusion we draw from these exper-

iments is that speaker-dependent variation is one

of the most important factors shaping content se-

lection processes in the referring behaviour of hu-

mans. This is an observation that has been over-

looked in the development of most existing algo-

rithms for REG. However, if our aim is to build

algorithms that are able to accurately model cor-

pora of human referring expressions, as was the

case in the recent public evaluation campaigns in

REG (Belz and Gatt, 2007; Gatt et al., 2008; Gatt

et al., 2009), then we cannot ignore this fact.

Our next step is to take this work further by

training individual models for each speaker. Such

speaker-specific trees will allow us to explore the

different strategies that people follow when they

refer, and to compare the strategies of different

speakers to each other. We think it unlikely that

every individual speaker is idiosyncratic in this

regard; our hypothesis is that it will be possible

to use automatic clustering techniques to identify

groups of people who follow the same strategies.

Such clusters can then be used to make predic-

tions that are sensitive to between-participant dif-

ferences while benefitting from the commonalities

in people’s behaviour. It might also be interest-

ing to see if non-linguistic characteristics of speak-

ers, such as age, gender, and social or cultural

background, can account for some of the between-

participant variation in reference behaviour.

In a second strand of work we are exploring an

alternative approach to learning human reference

behaviour from this data. We are training attribute-

specific trees that make binary decisions about the

use of each individual attribute in a given refer-

ence situation, instead of predicting whole content

patterns. The attribute-specific trees for a given

participant can then be combined into a speaker

profile predicting complete referring expressions

produced by this speaker.
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USP-EACH: Frequency-based greedy attribute se-
lection for referring expressions generation. In Pro-
ceedings of the 5th International Natural Language
Generation Conference, 219–220, Salt Fork OH,
USA.

Diego Jesus de Lucena and Ivandré Paraboni. 2009.
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2003. Graph-based generation of referring expres-
sions. Computational Lingustics, 29(1):53–72.

Barbara Landau. 2003. Axes and direction in spatial
language and spatial cognition. In Emilie van der
Zee and Jon M. Slack (Eds.), Representing Direction
in Language and Space, 18–38. Oxford University
Press, Oxford, UK.

John Lyons. 1977. Semantics, volume 2. Cambridge
University Press.

Massimo Poesio, Renate Henschel, Janet Hitzeman,
and Rodger Kibble. 1999. Statistical NP genera-
tion: A first report. In Proceedings of the ESSLLI
Workshop on NP Generation, Utrecht, The Nether-
lands.

J. Ross Quinlan. 1993. C4.5: Programs for Machine
Learning. Morgan Kaufmann, San Francisco CA,
USA.

Laura Stoia, Darla Magdalene Shockley, Donna K. By-
ron, and Eric Fosler-Lussier. 2006. Noun phrase
generation for situated dialogs. In Proceedings of
the 4th International Conference on Natural Lan-
guage Generation, 81–88, Sydney, Australia.

Thora Tenbrink. 2005. Semantics and application of
spatial dimensional terms in English and German.
Technical Report Series of the Transregional Collab-
orative Research Center SFB/TR 8 Spatial Cogni-
tion, No. 004-03/2005, Universities of Bremen and
Freiburg, Germany.

Kees van Deemter. 2006. Generating referring ex-
pressions that involve gradable properties. Compu-
tational Linguistics, 32(2):195–222.

Ielka van der Sluis. 2001. An empirically motivated
algorithm for the generation of multimodal refer-
ring expressions. In Proceedings of the 39th Annual
Meeting of the Association for Computational Lin-
guistics, Student Session, 67–72, Toulouse, France.

Jette Viethen and Robert Dale. 2006. Algorithms for
generating referring expressions: Do they do what
people do? In Proceedings of the 4th International
Conference on Natural Language Generation, 63–
70, Sydney, Australia.

Jette Viethen and Robert Dale. 2008. Generating refer-
ring expressions: What makes a difference? In Aus-
tralasian Language Technology Association Work-
shop 2008, 160—168, Hobart, Australia, Dec.

Ian H. Witten and Eibe Frank. 2005. Data Mining:
Practical machine learning tools and techniques.
Morgan Kaufmann, San Francisco CA, USA.

89


