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Abstract

This paper describes our participation in the
SemEval 2019 Task 3 - Contextual Emotion
Detection in Text. This task aims to identify
emotions, viz. happiness, anger, sadness in
the context of a text conversation. Our system
is a stacked Bidirectional LSTM, equipped
with attention on top of word embeddings pre-
trained on a large collection of Twitter data. In
this paper, apart from describing our official
submission, we elucidate how different deep
learning models respond to this task.

1 Introduction

Sentiment analysis is an established field in NLP,
but just identifying positive and negative senti-
ments may not be enough. Applications require
systems to go further beyond sentiment analysis
and perform emotion analysis, which deals with
identifying discrete emotions like anger, joy, sad-
ness, etc. The task is challenging because the im-
portance of context in emotion analysis cannot be
overstated (Malik et al., 2017; Vanzo et al., 2014).
Also, text in a conversation often contains lan-
guage slangs, emoticons, emojis and other noisy
data that make it difficult to identify the type of
feeling expressed.

Many approaches have been put forward to
identify emotions in a text. Purver and Battersby
(2012); Balabantaray et al. (2012) used SVM clas-
sifier on twitter data to carry out emotion analysis.
Potapova and Gordeev (2016) deployed a model
based on Random Forests to identify aggression
in texts. These approaches are often assisted by
lexicons and require heavy feature engineering.

In recent years, deep learning approaches have
outperformed traditional algorithms in NLP tasks
(Bahdanau et al., 2014). Felbo et al. (2017); Gupta
et al. (2017) utilized LSTMs to achieve emotion
identification in text. Abdul-Mageed and Ungar

happy sad angry others
14.06% 18.11% 18.25% 49.56%

Table 1: Train dataset composition.

(2017) showed that GRNNs achieved a very good
performance on 24 fine-grained types of emotions.
Kratzwald et al. (2018) proposed sent2affect, a tai-
lored form of transfer learning for affective com-
puting, where the network is pre-trained for sen-
timent analysis task, and subsequently the output
layer is tuned to the task of emotion recognition.
In this paper, we propose a stacked Bidirectional
LSTM architecture to recognize emotions in text.

The rest of the paper is organized as follows. In
sec. 2 we give a brief explanation of the shared
task. In sec. 3 we describe the process of fea-
ture engineering from the text. In sec. 4 we dis-
cuss system architecture. It is followed by sec. 5
which contains the various settings used in our ex-
periments. In sec. 6, we analyse the results and
conclude our paper in sec. 7 with future ideas and
vision.

2 Shared Task Description

The SemEval 2019 Task 3 is as follows: Given
three turns of a conversation by two users, say
turn1 by user1, turn2 by user2 and turn3 by user1,
the system must identify the emotion of turn3
based on the conversation. It has to be one of the
four values - happy, sad, angry and others. The
dataset is provided by the organizers of the task.
The composition of the dataset is described in Ta-
ble 1. More details about the task can be found in
the task description paper (Chatterjee et al., 2019).
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3 Feature Engineering

3.1 Pre Processing

We perform the following pre-processing opera-
tions on the text before feature engineering.

• All text is converted to lower case.

• All contractions are replaced with their full
form. For example, don’t will be replaced by
do not and can’t will be replaced by can not.

• All punctuation marks are removed.

• Spell correction and Emoji expansion:
Many conversations include words in an
elongated form (nooooo, youuuuu, heyyyyyy
etc.,) and slangs(wassup, 4u, lolz etc.,). We
perform spell corrections (Jurafsky and Mar-
tin, 2018) on these words to reduce the vo-
cabulary size and to account for better results.
Text81 is utilized to generate unigram and bi-
gram word statistics with ekphrasis (Baziotis
et al., 2017) to perform spell correction.

Emojis play a crucial part in identifying the
emotion of a conversation. A conversation
often contains a high number of emojis that
intrinsically determines its nature. Identi-
fying this quintessential importance, we use
a python package named emoji2 to expand
the emojis into representative keywords. Eg:
’unamused face’

• Parts Of Speech: Part-of-speech (POS) tag-
ging is an important and fundamental step
in Natural Language Processing. The Part-
of-speech gives a large amount of informa-
tion about a word and its neighbours, syn-
tactic categories of words and similarities
and dissimilarities between them. NLTK
(Steven Bird and Loper, 2009) is used to ex-
tract the Parts Of Speech tags for each word
in the conversation, and then concatenated
them with GloVe vectors. As a result, Glove
vectors will have syntactic information of
words (Rezaeinia et al., 2017).

3.2 Feature Extraction

• Word Embeddings: Glove840B - common
crawl (Pennington et al., 2014) pre-trained

1http://mattmahoney.net/dc/textdata.
html

2https://github.com/carpedm20/emoji/

word embeddings are used to convert each
of the words in the conversation to a 300-
dimensional feature vector.

• One Hot Encoding: The POS tags gener-
ated in the previous step are converted to a
constant vector using One-Hot Encoding

• Lexicon: We exploit the DepecheMood
affective lexicon Deepechemood++ (Araque
et al., 2018) that has been built in a com-
pletely unsupervised fashion, from affec-
tive scores assigned by readers to news ar-
ticles. DepecheMood++ allows for both
high-coverage and high-precision, providing
scores for 187k entries on the following af-
fective dimensions: Afraid, Happy, Angry,
Sad, Inspired, Don’t Care, Inspired, Amused,
Annoyed.

4 System Architecture

4.1 Embedding Layer1 (EL1)

This embedding layer takes as input a fixed se-
quence of 200 words and converts each word
into its corresponding 300 dimensional glove word
vector (Pennington et al., 2014).

4.2 Embedding Layer2 (EL2)

This embedding layer takes as input a fixed se-
quence of 200 Parts Of Speech tags and converts
each of them into a constant one-hot vector.

4.3 Embedding Layer3 (EL3)

This embedding layer takes as input a fixed se-
quence of 200 words and converts each of them
into a vector based on the values in DepecheMood
affective lexicon.

4.4 BiLSTM

Long Short-Term Memory (LSTM) is a recurrent
neural network (RNN) architecture that has been
designed to address the vanishing and exploding
gradient problems of conventional RNNs. Unlike
feed-forward neural networks, RNNs have cyclic
connections making them powerful for modelling
sequences. They have been successfully used for
sequence labelling and sequence prediction tasks
(Sak et al., 2014). An LSTM has 3 types of gates,
the forget gate, the input gate and the output gate.
The information flow is governed by the following
equations.

http://mattmahoney.net/dc/textdata.html
http://mattmahoney.net/dc/textdata.html
https://github.com/carpedm20/emoji/
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S.No Setting F1µavg

1 EL1 + LSTM(256) + dropout(0.3) 0.8891
2 EL1 + BiLSTM(256) + dropout(0.2) 0.8903
3 EL1 + LSTM(256) + dropout(0.3) + Attention 0.8950
4 EL1 + BiLSTM(256) + dropout(0.3) + Attention 0.8918
5 EL1 + BiLSTM(128) + dropout(0.2) + BILSTM(128) + dropout(0.3) 0.8951
6 EL1 + BiLSTM(128) + dropout(0.2) + BILSTM(128) + dropout(0.3) + Attention 0.8956
7 EL1 + EL2 + BiLSTM(128) + dropout(0.2) + BiLSTM(128) + dropout(0.3) 0.8965
8 EL1 + EL3 + BiLSTM(128) + dropout(0.2) + BiLSTM(128) + dropout(0.3) 0.8969
9 EL1 + EL2 + EL3 + BiLSTM(128) + dropout(0.2) + BiLSTM(128) + dropout(0.3) 0.8931

Table 2: Results of different settings. S.No 1-6 are the variations of the system that are evaluated for the competi-
tion. S.No 7-9 provide further analysis of the system after the competition ended. All results shown are obtained
with five fold cross validation on the train set.

f t = σ(W f · [ht-1, xt] + bf) (1)

it = σ(W i · [ht-1, xt] + bi) (2)

C̃ t = tanh(WC · [ht-1, xt] + bC) (3)

C t = f t × C t-1 + it ∗ C̃ t (4)

ot = σ(W o · [ht-1, xt] + bo) (5)

ht = ot × tanhC t (6)

Where:

• Wi, Wf, Wo, Wc : are the trained weights.

• bi, bf, bo, bc : are the trained biases

• σ: is the sigmoid function.

• xt : is the input at time step t

• ct : is the cell state at time t

• ht : is the output at time step t

Single directional LSTM can only use the con-
textual information from the past. Bidirectional
LSTM can use the contexts of the past as well as
the future, generating two independent sequences
of LSTM output vectors (Schuster and Paliwal,
1997). The output at each time step is the con-
catenation of two output vectors from both the di-
rections, i.e.,

ht =
−→
ht ⊕

←−
ht

4.5 Dropout
Dropout is a regularization technique in which
units and their connections are randomly dropped
from the neural network during training (Srivas-
tava et al., 2014). This prevents units from co-
adapting too much. Dropout of p sets p fraction

of units to 0 at each update during training time.
We employ dropout in our system to avoid overfit-
ting.

4.6 Attention

Not all words in a sentence contribute to a senti-
ment. A neural network armed with an attention
mechanism can actually understand how to disre-
gard the noise and focus on what’s relevant. This
is especially effective in sequence tasks as the net-
work can choose to remember only that context
that’s relevant (Zhang et al., 2018).

5 Experiments

5.1 Evaluation Metrics

Evaluation will be done by calculating micro aver-
aged F1 score(F1µ) for the three emotion classes
i.e. Happy, Sad and Angry. The Others class is
ignored in the evaluation.

• Pµ = (
∑
TPi)÷ (

∑
(TPi+ FPi))

∀i ∈ Happy, Sad,Angry

• Rµ = (
∑
TPi)÷ (

∑
(TPi+ FNi))

∀i ∈ Happy, Sad,Angry

• F1µ = (2× Pµ×Rµ)÷ (Pµ+Rµ)

TPi is the number of samples of class i which are
correctly predicted, FNi and FPi are the counts of
Type-I and Type-II errors respectively for the sam-
ples of class i. Please note that both the precision
and recall are micro-averaged.

5.2 Methodology

All the experiments are developed using the
Scikit-Learn (Pedregosa et al., 2011) machine
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learning library and keras deep learning library
(Chollet et al., 2015) with Tensorflow backend
(Abadi et al., 2015). We concatenate turn1, turn2
and turn3 using a separator ’eos’, read as ’end of
sentence’. Similarly, we concatenate the POS tags
of all the turns as well using the same separator.
Five-fold cross validation is used to evaluate our
models. In all our experiments, the batch size is
200, the learning rate is 0.008 and the number of
epochs is 10. The loss is categorical cross-entropy
and the optimizer used is rmsprop. In all the set-
tings, the activation for LSTM/BiLSTM is tanh
and the last layer is a dense layer of 4 units with
sigmoid activation. Attention layer, if employed,
is used after the last LSTM/BiLSTM layer. All our
code is publicly available in a Github repository.3

Table 2 shows the results of different variations
of the system.

6 Results and Analysis

The results show that attention based models out-
perform their corresponding equivalents. It is in-
teresting to see from S.No 1-4 that BiLSTM out-
performs LSTM when no attention is used but in
the presence of attention, LSTM performs better
than BiLSTM. The two layer BiLSTM with atten-
tion in S.No 6 surmounted all the other variations
during the competition. Hence, we submitted this
model and achieved an F1µ score of 0.6939.

S.No 7-9 show our further analysis of the sys-
tem when different embedding layers are merged.
We see that concatenating any one of POS and De-
pecheMood to the word vectors increased the per-
formance in S.No 7-8, but not by much. How-
ever, concatenation of word vectors, POS and De-
pecheMood decreased performance, as shown in
S.No 9.

7 Conclusion and Future Work

In this paper, we described a stacked BiLSTM
deep learning model to detect emotion in context.
We used glove pre-trained embeddings to convert
each word into its corresponding word vector and
then passed it on to two layers of BiLSTM, ap-
plied attention mechanism and finally, passed the
intermediate inputs on to a dense layer of 4 units
with sigmoid activations. We also depicted the re-
sults of adding different features to the pre-trained
word vectors. Inspired by the work of Rezaeinia

3https://git.io/fhFG4

et al. (2017), in the future, we would like to ex-
amine more lexicon combinations to analyze the
performance of the system. We would also like
to make the system deeper to scrutinize how it re-
sponds.
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