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Abstract

This paper presents our approach for SemEval
2016 task 4: Sentiment Analysis in Twitter.
We participated in Subtask A: Message Polar-
ity Classification. The aim is to classify Twit-
ter messages into positive, neutral, and nega-
tive polarity. We used a lexical resource for
pre-processing of social media data and train
a neural network model for feature represen-
tation. Our resource includes dictionaries of
slang words, contractions, abbreviations, and
emoticons commonly used in social media.
For the classification process, we pass the fea-
tures obtained in an unsupervised manner into
an SVM classifier.

1 Introduction

In this paper, we describe our approach for the Se-
mEval 2016 task 4 “Sentiment Analysis in Twitter”
subtask A (Nakov et al., 2016), where the goal is
to classify a tweet message as either positive, neu-
tral, or negative. The main goal of our approach
is to improve the feature representation obtained by
a well-known neural network method–Doc2vec (Le
and Mikolov, 2014), using dictionaries of abbrevia-
tions, contractions, slang words, and emoticons.

Approaches based on neural networks for unsu-
pervised feature representation (or embeddings) of-
ten do not perform data cleaning (Le and Mikolov,
2014; Socher et al., 2011), considering that the net-
work itself would solve the related problems. These
approaches treat special characters such as ,.!?# and
user mentions as a regular word (Le and Mikolov,
2014; Brigadir et al., 2014). Still, in some works

which use embeddings a basic data cleaning process
(i.e., stopwords removal, URL filtering, and removal
of rare terms) improves the feature representation
and, consequently, the performance of the classifi-
cation task (Yan et al., 2014; Rangarajan Sridhar,
2015; Jiang et al., 2014).

The problem with the content of social media
messages is that they usually have a lot of non-
standard language expressions (Pinto et al., 2012;
Atkinson et al., 2013). Due to the short nature of the
messages, most of the users use a large vocabulary
of slang words, abbreviations, and emoticons (Das
and Bandyopadhyay, 2011). Slang words are not
considered as a part of the standard vocabulary of
a language, and they are mostly used in informal
messages, while abbreviations are shortened forms
of a word or name that are used in order to replace
the full forms. Emoticons usually convey the current
feeling of the message writer.

For this task we propose a preprocessing phase
using the dictionaries that we previously built for
the task of Authorship Atribution (Posadas-Durán
et al., 2015). These dictionaries are useful for pre-
processing and cleaning messages obtained from
several social networks, such as Facebook, Google+,
Instagram, etc.

The rest of the paper is structured as follows. Sec-
tion 2 describes related work. Section 3 introduces
the social media lexical resource used for this work.
Section 4 presents our proposed approach. Section 5
presents the evaluation of the task using the neural
network based feature representation. Finally, Sec-
tion 6 draws the conclusions from our experiments
and points out the possible directions of future work.
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2 Related Work

There are many works that tackle the problem of
social media texts pre-processing (Baldwin, 2012;
Clark and Araki, 2011; Das and Bandyopadhyay,
2011); however, to the best of our knowledge, the re-
search based on neural network for feature represen-
tation did not consider the effect that data cleaning
have on the quality of the representation (specially
on social media data).

Several approaches have been proposed for
vector-space distributed representations of words
and phrases. These models are used mainly for pre-
dicting a word given a surrounding context. How-
ever, most of the authors indicate that distributed
representations of words and phrases can also cap-
ture syntactic and semantic similarity or relatedness
(Le and Mikolov, 2014; Socher et al., 2013; Mikolov
et al., 2013). This particular behaviour makes these
methods attractive to solve several NLP tasks, nev-
ertheless, at the same time, it raises new issues, such
as dealing with unnormalized texts, which are typi-
cally present in social media forums such as Twitter,
Facebook, Instagram, among others. Researchers
have proposed several pre-processing steps in order
to overcome this issue, which led to an overall per-
formance increase. Yan et al. (Yan et al., 2014)
obtained almost 2% increase using standard NLP
pre-processing, which consists in tokenization, low-
ercasing, removing stopwords and rare terms. Ku-
mar et al. (Rangarajan Sridhar, 2015) focused on the
spelling issues in social media messages, which in-
cludes repeated letters, omitted vowels, use of pho-
netic spellings, substitution of letters with numbers
(typically syllables), use of shorthands and user cre-
ated abbreviations for phrases. In a data-driven ap-
proach, Brigadir et al. (Brigadir et al., 2014) ap-
ply URL filtering combined with standard NLP pre-
processing techniques.

3 Resources

We developed the dictionaries with the aim of pre-
processing tweets for the author profiling task at
PAN 2015 (Posadas-Durán et al., 2015). First, we
reviewed the tweets present in the PAN corpus and
found excessive use of shortened vocabulary, which
can be divided into three categories: slang words,
abbreviations, and contractions. Moreover, we came

Table 1: Number of entries of the English dictionary

Type of Dictionary English

Abbreviations 1,346
Contractions 131
Slang words 1,249
Emoticons 482

Total 3,208

across a large number of emoticons, which are a ty-
pographic display of a facial representation.

The lexical resource was originally built for 4 lan-
guages, but for the purposes of this work we only use
the English dictionary. The statistics for the English
dictionary are presented in Table 1. The dictionaries
are freely available on our website1.

4 Approach to Sentiment Classification

From a machine learning point of view, the Message
Polarity Classification task can be considered as a
supervised multi-class classification problem, where
a set of tweets T = {t1, t2, . . . , ti} is given, and
each sample is assigned to one of the target classes
{positive, negative, neutral}. So, the problem is
to build a classifier F that assigns a sentiment class
to unclassified tweets.

Since the tweets are very noisy, we perform the
preprocessing over each dataset (train, unlabeled
and test). In the preprocessing phase, we executed
the following steps:

Expand slang words and abbreviations Not all
tweets use slang words and abbreviation in
the same way. There are Twitter users that do
not use slang words and due to this reason we
expanded all slang words and abbreviations
with their full meaning using the dictionaries
described in section 3.

Remove url ULR do not provide information about
the sentiment of the tweet and because of this
reason every ULR is removed from the text.

Remove hashtags symbols Hashtags in tweets
carry useful information about the topic and

1http://www.cic.ipn.mx/˜sidorov/lexicon.
zip
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polarity of the message. We only remove the
hashtag symbol, keeping the words.

Remove emoticons In order to obtain a distributed
representation of a tweet, we used only words
and punctuation symbols. So, unlike tradi-
tional preprocessing for sentiment analysis we
removed the emoticons from tweets by looking
up in our emoticons dictionary.

For training, a vector representation of each tweet
is obtained in an unsupervised manner by a neural
network based model, i.e., vi = {v1, v2, . . . , vj}
where vi is the vector representation of the tweet
ti. In order to obtain the vector representation of
the tweets, a neural network based distributed rep-
resentation model is trained using the doc2vec algo-
rithm (Le and Mikolov, 2014). It is an unsupervised
algorithm that aggregates all the words in a sentence
(of variable length) into a vector of fixed length. The
algorithm takes into account the contexts of words,
and it is able to capture the semantics of the input
texts. We used a freely available implementation
of doc2vec included in the Gensim2 python module.
The doc2vec model is trained with both labeled and
unlabeled tweets in order to learn the distributed rep-
resentation. The learned vector representations have
300 dimentions, we set the windows size to 3 and
minimal word frequency is set to 2. Then, a classi-
fier is trained using the vector representations of the
labeled tweets. We perform the experiments with the
SVM liblinear classifier (Fan et al., 2008), especif-
ically the LinearSVC algorithm the implemented in
the Scikit Learn3 python module with default param-
eters.

For the evaluation, the vector representations of
the test tweets are obtained retraining the doc2vec
model built in the training stage, plus the test tweets.
Finally, the vector representation of the tweets are
passed to the SVM model in order to assign the cor-
responding polarity label to each tweet.

We used the train set of SemEval-2014 Task 9:
Sentiment Analysis in Twitter - subtask B (Rosen-
thal et al., 2014), consisting of 6124 tweets (remov-
ing the tweets with the objective class). Besides, we

2https://radimrehurek.com/gensim/
3http://scikit-learn.org/stable/index.

html

expanded the training set with some tweets of this
year training set (the ones we could download) and
with Stanford Sentiment Analysis Dataset (Go et al.,
2009). So, in total we employed 11377 classified
tweets for training. For the neural network based
feature representation we used the 1.7 millons unla-
beled tweets for training the Doc2Vec model.

5 Results

In this section we present the results obtained in
the competition when various test datasets are used.
The evaluation metric used in the competition is
the macro-averaged F measure calculated over the
positive and negative classes. Table 2 presents the
overall performance of our approach for different
datasets. It can be observed that our approach over-
come the baseline for almost all datasets.

Table 2: Obtained results for 2016 Test and Progress

Year Corpus Ours Baseline
score

2013 Tweet 0.194 0.292

SMS 0.193 0.190
2014 Tweet 0.335 0.346

Tweet Sarcasm 0.393 0.277
Live-Journal 0.326 0.272

2015 Tweet 0.303 0.303
2016 Tweet 0.303 0.255

6 Conclusions

We presented our results for sentiment analysis on
Twitter. We rely on a supervised approach, which
is based on top of a deep learning system enhanced
with special preprocesing techniques using a lexical
social media resource. We reported the overall ac-
curacy for the sentiment classification task in three
classes: positive, negative and neutral.

In the future, we will improve our preprocessing
phase by removing the target mentions, numbers and
repeated sequences of characters.
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