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Abstract

Question answering (QA) systems permit
the user to ask a question using natu-
ral language, and the system provides a
concise and correct answer. QA systems
can be implemented for different types of
datasets, structured or unstructured. In this
paper, some of the recent studies will be
reviewed and the limitations will be dis-
cussed. Consequently, the current issues
are analyzed with the proposed solutions.

1 Introduction

Question answering (QA), are a type of systems
in which a user can ask a question using natural
language, and the system provides a concise and
correct answer. A QA system is different from a
search engine in that the user asks a question and
the output is an accurate answer instead of a list
of relevant documents. A considerable amount of
literature has been published on QA, as it has been
an object of research since the 1960s (Green et al.,
1961).

There are three paradigms of question answer-
ing systems, which are:

• The information retrieval approach or free
text QA, in which a question is analyzed to
determine the answer type, and then Infor-
mation Retrieval (IR) methods are performed
to search a corpus for an answer (Tan et al.
2015; Feng et al. 2015).

• The knowledge base approach (KB-QA),
where the question is reformulated as a pred-
icate that has a semantic representation and
the system will search datasets of facts.
(Zhang et al. 2016; Hao et al. 2017; Yin et al.
2016).

• Hybrid paradigm, where the system com-
bines free text with a KB. Therefore, the cov-
erage of the system will be wider (the proba-
bility to find correct answer will be high)(Das
et al., 2017).

Researchers have suggested different measures
for evaluating a QA system, including precision
and recall. The selection of evaluation metrics is
mainly dependent on the QA application or track.

There are many types of questions, but they are
generally classified into two types: factoid and
non-factoid, also known as complex questions. In
factoid questions, the question has a specific an-
swer. In contrast, non-factoid questions are open-
ended and may have a variety of possible an-
swers (Cohen and Croft, 2016). Moreover, com-
plex questions compromise multi-relations which
means that the reasoning is essential.

Our goal is tackling a standard QA system over
KB and free text in addition to a reading compre-
hension QA. To be specific, we will try to build a
system that accurately provides answers for tem-
poral questions. Based on my reading, extracting
temporal relations is a challenging process that in-
volves capturing the meaning of temporal prepo-
sitions, such as before or during. The main chal-
lenge in my research is determining how to over-
come the complexity and difficulty of answering
complex questions that involve reasoning. Fur-
thermore, we will need to consider the domain de-
pendency issue and the effectiveness of using deep
learning approaches. The ultimate objective of this
research is to improve the accuracy and efficiency
of the state of the art.

2 Related Work

The first attempted question answering system
was developed in the 1960s when (Green et al.,
1961) built a baseball system, which is a sim-
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ple closed domain system that answers a ques-
tion asked in a natural language using a structured
database. This study was followed by different
systems with many limitations.

Research began to focus on open-domain ques-
tions when the Text REtrieval Conference (TREC)
started a QA track in 1999. The TREC an-
nual competition has encouraged many research
projects in different languages. There are now
some other competitions, such as the SQuAD
leaderboard and MS MACRO leaderboard. All of
that led to a proliferation of studies in QA.

QA can be applied to closed or open domains.
In a closed domain, questions are focused on a par-
ticular domain, and the answer is extracted from
datasets built for this domain only, such as the in-
suranceQA dataset (Feng et al., 2015). In contrast,
in an open domain, the question can be on any sub-
ject, and the QA system uses a large corpus with a
variety of topics, such as TREC QA.

There are various research areas and applica-
tions for QA, including:

• Standard question answering, where the an-
swer comes from the KB or a free text.

• Dialog systems or chatbots are the system
used for chatting with an agent. An example
of such a system is Siri.

• Community question answering system,
where the user asks or posts a question and
receives a variety of answers from other users
(community). The system has to validate the
answers and choose the most relevant and ac-
curate one.

• Multimedia QA, where the question is about
an image or video. So, the system has to be
able to capture and understand the features of
the image or video.

• Reading comprehension QA (RC-QA),
where the system is given a question with a
passage, and the answer is selected from that
passage.

Each path differs from the other in terms of
challenges and problems and may depend on dif-
ferent techniques. However, the number of re-
search is increasing in all applications. That be-
cause of the emergence and development of deep
learning techniques and availability of datasets.
The following sub-sections focus on two tracks
that are the scope of the study.

2.1 Question Answering over
Knowledge-Bases (KB-QA)

Recently, with the rapid growth of large-scale
knowledge bases on the Web, such as DBpedia1

and Freebase, knowledge bases have become very
important resources and promising approaches for
open-domain question answering. Three basic
approaches are adopted in research into KB-QA
(Hao et al., 2017):

• The semantic parsing based (SP-based) ap-
proach is focused on constructing a seman-
tic parser that converts a question into struc-
tured expressions like logical forms (Yih
et al., 2015). Semantic parser is also used
to turn natural-language questions into struc-
tured queries (SPARQL). It is well known
that semantic parser is not a straightforward
task.

• The information retrieval or relation extrac-
tion (IR-based) approach searches for the an-
swer from the KB based on the question.
Ranking is used to select the best answers
from the candidate list.

• Deep learning or embedding based: ques-
tions and answers are represented using se-
mantic vectors (Hao et al., 2017). Then, a
similarity matrix is applied to find the most
similar answer. The crucial step is comput-
ing the similarity.

The recent methodology has three core stages,
mentioned below:

• Topic entity: The goal of this step is to de-
fine the main topic of the question. Some
researchers have used an API to extract the
topic of the questions (Yih et al. 2015; Hao
et al. 2017).

• Fact finding: Also known as relation extrac-
tion. This used to search for a relation with
the defined topic entity, which is mentioned
in the question, and then provide candidate
knowledge triples. Knowledge completion
can be used(Yih et al., 2015).

• Answer selection: This method is used to
match the question and candidate triples into
semantic vectors, and then calculate the se-
mantic relevance score between them using

1http://dbpedia.org
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the predefined similarity measure. Then, the
most similar answer is chosen(Hao et al.,
2017).

KB-QA are generally classified into two types:
Multi-Relation questions and Single-Relation
questions. Multi-Relation questions measure the
ability of the system to answer multi-constrained
questions. According to (Bao et al., 2016) there
are six main constraints. There are three widely
used datasets for KB-QA, and all of them are
based on the Freebase KB. This means that all
of the questions can be answered using Freebase.
The SimpleQuestions dataset, introduced by (Hill
et al., 2015) named simple because it is tackled
the single-relation questions. On the other hand,
WebQuestions (Berant et al., 2013) and Com-
plexQuestions (Bao et al., 2016) are based on
multi-relations questions.

Despite the fact that KBs are very large, they are
still quite incomplete, missing large percentages
of facts. For the QA system, although the answer
might not exist in the knowledge base, it can be
discovered by using knowledge completion tech-
niques. Some researches have adopted this track to
improve the accuracy of QA systems (Toutanova
et al., 2016).

The deep learning approach has been widely
used in different NLP tasks, including QA. The
DL can overcome some limitations, such as the
complexity of feature extraction. Also, it can be
beneficial for reducing dependency on the rule-
based as in the existing SP-based KB-QA sys-
tems which affect the generalization. However,
the DL methodology has not achieved human per-
formance in QA applications. Hence, Some chal-
lenges remain to be tackled, including the lexical
gap or vocabulary gap. This means that the user
question has a different vocabulary than the KB
does. So, the system requires to bridge the gap be-
tween the user question and the KB. The problem
of the lexical gap can be minimized using word
embedding. (Das et al., 2017) tried to overcome
the incompleteness and lexical gap by combining
text with the KB and using word embedding.

2.2 Reading Comprehension

Reading comprehension (RC) uses questions and
answers to test the level of text understanding.
Reading comprehension tests are normally used
to test the reading level of language learners or
children. When RC tests are used to test NL un-

derstanding by a computer, this is called machine
comprehension. This task requires a machine to
answer a question or set of questions from a given
passage. The question can be either a multiple-
choice or a short-answer question.

RC-QA is challenging, as it involves combi-
nation of multiple difficult tasks such as reading,
processing, comprehending, reasoning, and finally
providing the answer. One of the earliest systems
designed to answer reading comprehension tests
was QUALM, developed by Lehnert in 1977.

Reading comprehension has gained interest in
recent research. There is also a gap between
human and machine performance in answering
questions because reading comprehension is not
about word-based search and context matching.
Challenges of machine comprehension QA arise
mainly because of reasoning. They include:

• Synthesis: Answering a question requires in-
tegrating information distributed across mul-
tiple sentences in a passage.

• Paraphrasing: A single sentence in the article
may entail or paraphrase the question. Para-
phrase recognition may require synonymy
and word knowledge.

• Inference: Some answers must be inferred
from incomplete information in the passage.

Various deep learning techniques have been ap-
plied for reading comprehension. Generally, a va-
riety of models of RNN and attention have been
used in recent research such as: (Yu et al. 2018;
Xiong et al. 2016; Seo et al. 2016) . Figure 1 re-
veals the common deep learning architecture that
has been used for reading comprehension QA. The
main components are:

• Embedding layer: The representation model
of the input (the question and the passage),
typically Word2Vec or GloVe.

• Encoding layer: The neural network model
used for encoding the question and the pas-
sage separately. Usually, one of the RNN
techniques applied.

• Attention layer: An attention mechanism is
applied to capture the relation between the
question and the passage.

• Output layer: Generating or finding the an-
swer, depending on the answer type. if the
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answer is a text span, the output will be the
start and the end position of the answer in the
passage. A pointer network can be used.

Figure 1: Common Architecture of RC-QA SYS-
TEM

2.3 Temporal Processing
Temporal language consists of time, event, and
temporal relations. Events include occasions, ac-
tions, occurrences, and states (Derczynski, 2017).
Temporal relations are categorized into three main
categories (Pustejovsky et al., 2017):

• Temporal relation (TLINK): Represent the
temporal relationship between two events, an
event and a time or two times. For example:
She submitted the report last week.

• Subordinate (SLINK): Used for modality,
evidential and factual. For example: She
refused to submit the report.

• Aspectual (ALINK): Only between two
events, describing an aspectual connection.
For instance: She finished writing the report.

Based on (Bethard et al., 2016), temporal rela-
tional extraction is the most difficult step of tem-
poral representation. Temporal QA means the
ability to answer any temporal-based question.
This encapsulates extracting the temporal infor-
mation and requires some reasoning. According
to (Jia et al., 2018a) and (Bao et al., 2016), the

Temporal question can be classified to four cate-
gories:

• Temporal answer, where the question asks
about time or date.

• Explicit temporal, in which the question con-
tains an explicit date, time, or event, such as:
Who was the king of Saudi Arabia at 2014?

• Implicit temporal, in which the question has
no explicit temporal term but contains a term
such as before, after, or during.

• Ordinal constraints, in which the rank is
needed to answer the question, such as What
is the third largest continent?

(Jia et al., 2018a) has indroduced TemQuestions
datasets. It has been extracted from three KB-
QA datasets (Free917, WebQuestions, and Com-
plexQuestions), whose answer sets are based on
Freebase. The released of this datasets has been
followed by an implementation of Temporal QA
system called TEQUILA by (Jia et al., 2018b).
The main limitation of TEQUILA is that it is based
on the rule-based approach.

3 Problem Statement and Proposed
Contribution

Different types of temporal-based questions of
various levels of complexity can be tackled. Tem-
poral reasoning is challenging, and complicated
because some events are vague. Also, extracting
the temporal relations, which is essential step to
answer a temporal question, is challenging. A
brief summarization of the recent studies in dif-
ferent directions of KB-QA are provided in Table
1.

As previously mentioned in this paper, the ex-
traction of temporal relations has not yet been
solved. Temporal questions can found in KB-
QA and RC-QA. Therefore, both tracks might be
addressed and different issues might be consid-
ered. For example, as mentioned previously, KB-
QA has many challenges including: lexical gap,
scalability and complexity of understanding nat-
ural language questions. On the other hand, the
main issue with the RC-QA is understanding the
text and reasoning over multiple sentences.

3.1 Research Questions
Based on the explanation above, we must consider
the following research questions:
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Dataset State of the art Evaluation metrics Methodology Limitations
WebQuestions (Yih et al., 2015) F1=52.5% SP-based..CNN for semantic similarity Handcrafted features
WebQuestions (Hao et al., 2017) F1=42.9% IR-based.. Bi-LSTM with cross attention model
TempQuestions (Jia et al., 2018b) F1=36.7% SP-based.. Hand-coded query templates

Table 1: Summarize some of the recent work on KB-QA.

• What methods can alleviate the out-of-
vocabulary problem? How to bridge the lexi-
cal gap between the vocabulary of the natural
language question and the KB or the context
lexical?

• How to understand and model the semantic
feature of the complex questions? What is
the best method: Is it the semantic parsing or
decomposition using reinforcement learning?
How to minimize the reliance on the hand-
coded rules?

• How to handle the reasoning over the com-
plex questions. And what is the most efficient
memory and attention mechanism that should
be considered?

• How to represent the temporal questions
without using the pre-defiend list of expres-
sions that has been used in (Yih et al., 2015)
and in and (Bao et al., 2016)?

3.2 Potential Contribution

Neural turing machines (NTMs) (Graves et al.,
2014) together with reinforcement learning (RL)
is expected to provide new mechanisms for han-
dling long-term memory that is vital for QA.
Hence, the application of NTMs and reinforce-
ment learning for QA and RC will be studied. Us-
ing NTM in some problem such as question an-
swering can improve the system because it can
mimic the human memory. As NTM can save the
information that is useful for answering the ques-
tion. Although LSTM has internal memory stored
in its hidden states, NTM has external memory.
Hence, the system can have unlimited memory,
and that effectively extended the capabilities of
NN. Therefore, using NTM is promising for solv-
ing QA problems as QA systems require large and
persistent memory. Moreover, considering the dif-
ficulty of temporal reasoning, a temporal linkage
can be added to the NTM which is an inspiration
from the DNC (Graves et al., 2016). Also, apply-
ing RL either for query graph generation or for the
question decomposition is promising.

In order to overcome the out-of-vocabulary is-
sue as well as the lexical gap, three main strategies
will be applied: firstly, using character embedding
for the question to overcome the misspelled word
or typos. Secondly, using pre-trained word em-
bedding for the question and the context. Also,
combine the context with global knowledge, such
as Wikipedia or commonsense knowledge.

The proposed approaches will be applied to dif-
ferent datasets (KB and RC) such as WebQues-
tions and MS MARCO or SQuAD. Additionally,
answering temporal questions will be tackled.

4 Conclusion and Future Direction

Despite the promising results of applying deep
learning for QA, there are some issued that need
to be tackled. Therefore, we will try to handle
some of the limitations. This encapsulate under-
standing of the complex questions, reasoning, and
lexical gap. The importance and originality of
this study are that it will explore the application
of NTMs and reinforcement learning for the com-
plex and temporal questions in KB-QA and RC-
QA. Research questions that could be asked in-
clude whether one architecture can be applied for
both KB-QA and RC-QA and provide high accu-
racy. Most research studies have considered them
as two different problems, but they might not be,
as the input text in RC can be seen as a KB.
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