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Abstract 

Translation and translation studies rely heavily 

on distinctive text resources, such as compara-

ble corpora. Comparable corpora gather great-

er diversity of language-dependent phrases in 

comparison to multilingual electronic diction-

aries or parallel corpora; and present a robust 

language resource. Therefore, we see compa-

rable corpora compilation as impending in this 

technological era and suggest an automatic 

approach to their gathering. The originality of 

the research lies within the newly-proposed 

methodology that is guiding the compilation 

process. We aim to contribute to translation 

and translation studies professionals’ work by 

suggesting an approach to obtaining compara-

ble corpora without intermediate human eval-

uation. This contribution reduces time and 

presents such professionals with non-static 

text resources. In our experiment we compare 

the automatic compilation results to the labels, 

which two human evaluators have given to the 

relevant documents. 

1 Introduction 

In translation and translation studies large collec-

tions of texts serve as invaluable resources, 

which help translators interpret better and faster 

previously unseen text, extract terms, and look 

for context-dependent translation equivalents. 

These big sets of texts are referred to as corpora 

within professional literature. According to Aarts 

(1991) “a corpus is understood to be a collection 

of samples of running texts. The texts may be 

spoken, written or intermediate forms, and the 

samples may be of any length”. Furthermore, the 

corpus content is collected by following unam-

biguous linguistic criterion (EAGLES, 1996). A 

widely used translator's working tool are elec-

tronic multilingual dictionaries, which store 

words and their equivalents in different lan-

guages. Nevertheless, the electronic dictionaries 

lack some translation equivalents and as they are 

static, this gap is not filled in.  

The constant enrichment of the languages 

themselves results in the birth of new words, 

terms and translation equivalents on a regular 

basis. The static electronic dictionaries are diffi-

cult to update frequently, hence they are not de-

scribed as a highly-robust resource for mining 

translation alternatives. A valuable alternative 

source of textual materials that aids translators is 

parallel corpus. The parallel corpus is compiled 

of snippets of text that are aligned on sentence 

level and are exact translations of each other in 

one or more languages. This kind of corpora is a 

perfect language resource for translators. When 

in doubt, the translators can explore the available 

parallel corpora, either with the use of special-

ised software or not, to analyse language struc-

tures, unknown phrases, register, and so on. Tal-

vensaari et al. (2007) state the translation process 

with the use of comparable corpora as a similari-

ty thesaurus improves the quality of the transla-

tions. However, collections of compiled parallel 

texts are scarce and their domain coverage is 

poor. Some topic specific parallel corpora exist, 

such as the EuroParl set (Koehn, 2005), grouping 

legislative documents written in one of the twen-

ty-three official European Languages. Here 

comes the advantages of using comparable cor-

pora over parallel ones or dictionaries - the com-

parable corpora are more robust than electronic 

dictionaries, and are more available than parallel 

corpora. 

A good stimulus motivating the current re-

search is that comparable corpora preserve the all 

language structures and ways of expressions, 

thereupon keeping all cultural aspects of the lan-

guage. This is also suggested by Bekavac et al. 

(2004). They emphasise on the importance of 
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comparable corpora with respect to the fact such 

collections preserve the cultural variations of the 

languages involved. Contrary to direct translation 

snippets, comparable texts can convey the most 

important information to the readers, following 

each specific language construction and struc-

ture. In this like of thought the parallel text cor-

pora can suffer from lack of language-specific 

cultural marks because of the fact they require 

exact translations rather than preserving the lan-

guage variety richness. Another idea that inspires 

research in the compilation of comparable corpo-

ra problem is that similar texts may be easier to 

find. Therefore, when a good methodology to the 

gathering of such collections is presented, the 

accessible similar texts can be collected to help 

researchers and professionals in translation. 

Likewise, Skadiņa et al. (2010 b) and Skadiņa et 

al. (2010a) argue that the advantages of compa-

rable corpora in Machine Translation are consid-

erable and more beneficial than those of parallel 

corpora. The researchers state that comparable 

corpora are a good substitute for parallel ones 

and they can compensate for the parallel cor-

pora's lack. 

2 Corpus. Parallel and Comparable. 

Definition and explanation of the most important 

terms to be known is provided: a corpus and the 

different types of corpora that can be collected. 

In the work of Bowker and Pearson (2002) a de-

tailed explanation on the importance of corpora 

is given. Depending on the purpose of the cor-

pus, several different types of corpora can be 

categorised. Bowker and Pearson (2002) argue 

distinct corpora exist. Relying on the purpose 

they have been constructed for, the corpora can 

be general reference ones or specific purpose 

ones. Written and spoken corpora are classified 

depending on the electronic format data they 

consist of: either text or speech files accordingly. 

The variety of languages to be identified in the 

corpora group them into monolingual and multi-

lingual. “A monolingual corpus is one that con-

tains texts in a single language, while multilin-

gual corpora contain texts in two or more lan-

guages.” (Bowker and Pearson 2002) The corpo-

ra build from collections of documents in two 

languages are called bilingual, and in the cases 

with more than two present languages, the corpo-

ra are referred as multilingual. 

2.1 A Parallel Corpus 

The multilingual corpora are divided into sub-

categories that are parallel and comparable cor-

pora. Bowker and Pearson (2002) restrict the 

monolingual corpora in the sense they do not 

dissemble them into parallel and comparable. In 

translation and translation studies a monolingual 

corpus can be built to be comparable but not par-

allel. The definition of parallel corpora according 

to Bowker and Pearson (2002) is “parallel corpo-

ra contain texts in language A alongside their 

translations into language B, C, etc.” Thus a cor-

pus build from documents in the same language 

cannot contain more than one ways of presenting 

the same exact information, meaning that the 

only translation a snippet of text can have in the 

same language is the initial snippet of text itself. 

In other hand, the comparable corpora consist of 

texts in several languages that are not exact in-

terpretations of one another, but having the same 

communicative function. Some comparable cor-

pora indicators are listed as time-frame, topic, 

degree of technicality, and type of text. 

2.2 A Comparable Corpus 

The degree of similarity between comparable 

corpora documents has not yet been formalised 

strictly and leaves space for different interpreta-

tions of similarity, thus contributing to abundant 

text collections of similar or semi-similar docu-

ments. The current research endeavors to assem-

ble a collection of comparable documents that 

are closely related to each other and can be used 

by professional translators in their everyday 

work. The adopted definition of comparable cor-

pora for this work is provided by McEnery 

(2003) - “Comparable corpora are corpora where 

series of monolingual corpora are collected for a 

range of languages, preferably using the same 

sampling and frame and with similar balance and 

representativeness, to enable the study of those 

languages in contrast” (McEnery 2003). 

Otero and López (2010) provide a simplified de-

scription of comparable corpora than McEnery 

(2003). Their definition is “a comparable corpus 

is one which selects similar texts in more than 

one language or variety”. 

In like manner, Talvensaari et al. (2007) inter-

pret comparable corpora. In their views, “compa-

rable corpora consist of document pairs that are 

not translations of each other but share similar 

topics.” According to Tao and Zhao (2005) 

"Comparable text corpora are collections of text 

documents in different languages that are similar 
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about topics; such text corpora are often natural-

ly available (e.g., news articles in different lan-

guages published in the same time period)". In a 

like manner they argue that "comparable text 

corpora are collections of text documents in dif-

ferent languages that are about the same or simi-

lar topics." Fung and Cheung (2004) define 

comparable corpora as being noisy-parallel: "A 

noisy parallel corpus, sometimes also called a 

'comparable' corpus, contains non-aligned sen-

tences that are nevertheless mostly bilingual 

translations of the same document. Another type 

of corpus is one that contains non-sentence-

aligned, non-translated bilingual documents that 

are topic-aligned. For example, newspaper arti-

cles from two sources in different languages, 

within the same windows of published dates, can 

constitute a comparable corpus." (Fung and 

Cheung 2004). 

Skadiņa et al. (2010a) describe comparable 

corpora in a slightly different manner. They are 

referring to a comparable corpus as a “collection 

of similar documents that are collected according 

to a set of criteria, e.g. the same proportions of 

texts of the same genre in the same domain from 

the same period ... in more than one language or 

variety of languages ... that contain overlapping 

information.” The comparability features they 

are using hence are genre, domain, size, and time 

span. The level of comparability of corpora can 

be distinct depending on the texts in the docu-

ments. An important is that Skadiņa et al. 

(2010a) define different levels of comparability 

between documents. They distinguish three dif-

ferent types of comparable corpora or three sepa-

rate levels of similarity. The first one is called 

strongly comparable corpora. The strongly com-

parable texts are “closely related texts reporting 

the same event or describing the same subject. 

These texts could be heavily edited translations 

or independently created, such as texts coming 

from the same source with the same editorial 

control, but written in different languages... or 

independently written texts concerning the same 

object, e.g. news items concerning the same spe-

cific event from different news agencies”. The 

second level of similarity is when the documents 

are marked as weakly comparable. The weakly 

comparable documents are “texts which include 

texts in the same narrow subject domain and gen-

re, but varying in subdomains and specific gen-

res”. Hence the similarity features of the docu-

ments collected in a weakly comparable corpus 

are genre and domain. The reason these types of 

documents are classified as weakly similar is that 

in the different genres of distinct domains the 

texts are not restricted to be describing the same 

event as if they were strongly comparable. The 

last type of comparable texts Skadiņa et al. 

(2010a) propose is a non-comparable corpus. 

The non-comparable texts are described as “pairs 

of texts drawn at random from a pair of a very 

large collection of texts (e.g. the Web) in the two 

languages”. 

3 Relevant Literature 

Relevantly to the current research, Gatto (2010) 

gives a perspective on how comparable corpora 

are built and explored from translators in LSP 

translation. She emphasises on the fact the man-

ual acquisition of comparable corpora “for a spe-

cific translation task ... is deemed too time-

consuming, and the results are more often than 

not disappointing.” Gatto (2010) explores the 

benefits of a semi-automatic comparable corpora 

compilation tool in a class-based environment for 

translators. As most of the work on building 

comparable corpora, for example as in Tao and 

Zhai (2005), Gatto is focused on bilingual docu-

ment sets instead of exploring multilingual texts. 

She indicates the scarcity of the parallel and 

comparable corpora resources available ad hoc to 

translators. In her study she investigates the 

problem of building a similar document collec-

tion that is fast to assemble and in the same time 

beneficial and appropriate to the translators' 

needs. She seeks for a tool that can support trans-

lation trainees in their activities that is “primarily 

conceived of as a tool helping language profes-

sionals build the corpus they need, whenever 

they need, and as quickly as possible” (Gatto 

2010). The tool Gatto evaluates  with her stu-

dents has web access and performs seed word 

searches online. Therefore, using the Web as a 

corpus (Kilgarriff 2003) and information retriev-

al techniques, a comparable corpus is assembled. 

The aspect that Gatto ephrasises on in her work 

is that at each step the tool waits for human veri-

fication of results. She argues the latter is an im-

portant contribution to more accurate comparable 

document selection for the reason dubious texts 

is manually checked for relevance and compara-

bility. In Gatto's research, the retrieved web pag-

es are based on automatic criterion and human 

intelligence selection. An important remark stat-

ed by Gatto (2010) is that a web crawling tool for 

building comparable corpora performs “better 

than a student can manually do, while still allow-

ing significant interaction with the machine”. 
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The conclusion is that such a semi-automatic 

system outperforms translation students' efforts 

to compiling a comparable corpus. This assump-

tion gives motivation further research in the 

manners of developing software to collect similar 

documents to ease translator's work to be under-

taken. 

Corpora, being parallel or comparable, can be 

extracted from the Web. The work of many re-

searchers, as Gatto (2010), Ion et al. (2010), 

Otero and López (2010), Skadiņa et al. (2010b), 

Talvensaari et al. (2008), shows different tech-

niques to their automatic and semi-automatic 

gathering. Kilgarriff (2003) argues that the entire 

Web can be recognised as one corpus. Skadiņa et 

al. (2010b) note that the comparable documents 

are mined without great difficulty since they are 

more available than the parallel texts.  

Contrary to mining corpora from the Web, 

many research papers are dedicated to employing 

multiple similarity metrics. These evaluate the 

degree of comparability between documents in 

the collections. Examples of works that aim to 

find comparability features and scores between 

documents are those of Bekavac et al. (2004), 

Sharoff (2010), Steinberg et al. (2006), and Tal-

vensaari (2007).  

As in the work of Talvensaari et al. (2008), the 

web crawling of the potential similar texts is ini-

tiated by providing a set of seed words to be que-

ried to a web search engine. The results are re-

trieved and post-processed, and new keywords to 

serve as seed words for a consecutive search are 

extracted. The technique to election of keywords 

is a simple frequency word count. In the current 

research we concentrate on using whole docu-

ments as seeds to mine similarity. 

A good stimulus motivating the current re-

search is that comparable corpora preserve the all 

language structures and ways of expressions, 

thereupon keeping all cultural aspects of the lan-

guage. This is also suggested by Bekavac et al. 

(2004). They emphasise the importance of com-

parable corpora with respect to the fact they pre-

serve the cultural variations of the languages in-

volved. 

Skadiņa et al. (2010b) and Skadiņa et al. 

(2010a) argue that the advantages of comparable 

corpora in Machine Translation are considerable 

and more beneficial than those of parallel corpo-

ra. The researchers suggest that comparable cor-

pora are easier and more available to collect 

online than parallel ones as one of obvious bene-

fits. Also, they suggest the texts in the compara-

ble corpora gather greater diversity of language-

dependent phrases, terms, and ways of expres-

sion. An interesting observation that Skadiņa et 

al. (2010a) make is that comparable corpora are a 

good substitute for parallel ones and they can 

compensate for the parallel corpora's lack. 

Concentrating on comparability metrics is vi-

tal for the research of automatic compilation of 

comparable corpora. Skadiņa et al. (2010b) focus 

additionally on relevance evaluation metric de-

sign. The aim of Kilgarriff (2003) includes the 

comparability evaluation between two collec-

tions of documents and the ad-

vantages/disadvantages of known evaluation 

metrics. Saralegi et al. (2008), as Tao and Zhao 

(2005), compare documents based on time-frame 

topic distributions delineated metric. Similarity 

metrics on word level are discussed by 

Deerwester et al. (1990); Dagan, Lee and Pereira 

(1999); and Baeza-Yates and Ribeiro-Netto 

(1999). Lee (1999) and Dagan et al. (1999) rely 

on word-co-occurrence text comparison. The 

current research incorporates a Latent Semantic 

Analysis (LSA) technique as in Radinsky et al. 

(2001) and in Deerwester et al. (1990). 

4 Approach 

The proposed methodology incorporates Latent 

Semantic Analysis (LSA) and unsupervised ma-

chine learning (ML), the k-means algorithm, to 

automatically collect a comparable document 

corpus from a given set of texts (Stambolieva 

2013). LSA is employed to identify word simi-

larity and map this similarity to concepts. By 

identifying such concepts LSA reduces the space 

of the documents to be asserted to a two-

dimensional one. In the current scenario, each 

concept consists of a normalized word form, a 

lemma, with its correspondent context-dependent 

part-of-speech tag. In order to for the concepts to 

be more context-aware, noun phrases in both 

languages are identified and included in the con-

cept space with a NP part-of-speech tag.  

Additionally, the ML algorithm learns from 

the similar concept space and predicts which 

documents are comparable to each other and 

which are not. Moreover, a possibility to identify 

more than one comparable corpus is presented to 

the learning algorithm. 

To the best of our knowledge, an approach to 

the compilation of comparable corpora that relies 

on LSA with k-means has not been suggested 

yet. We invest into presenting a reasoned defini-

tion of the notion of comparable corpora. Ac-

companying to that, we perform language analy-
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sis tasks such as lemmatization and noun phrase 

identification to investigate whether these tasks 

help learn comparable corpora more accurately.  

5 Data 

The experimental corpus is manually collected 

following a procedure of document collection 

translators follow (Zanettin 2002), when compil-

ing their own specific purpose comparable cor-

pora. The corpus contains documents in the nar-

row topic of psychometrics, in particular psy-

chometric properties and evaluation. Noise is 

included in the corpora as some texts that are not 

on psychometrics, but still on psychology, are 

added. Additionally, newswire texts than have no 

resemblance at all with the suggested similar 

psychometrics documents are provided as a sup-

plementary noise. The domain of the collected 

documents is psychology since psychometrics is 

a sub-topic of psychology. The corpus is con-

sistent of documents written either in English or 

Spanish. The total number of documents, which 

are manually collected, is 26. We try to mimic 

the process translators choose related linguistics 

resources during translation. As time is of im-

portance they would not invest much of it in 

searching for comparable documents, therefore 

we decided 26 is a sufficient number for the cur-

rent experiment. 

 The distribution of topics in the psychometrics 

corpus is 6 psychometrics texts in Spanish, 9 

psychometrics texts in English, 3 psychology but 

not psychometrics texts, and 8 non-psychology 

texts in English. Two manual evaluators label the 

documents in the corpus as comparable or not 

according to a set of evaluation guidelines. Table 

1. shows the how the evaluators label the collec-

tion of Spanish and English texts. 

 

Evaluator Psychometrics 

+ Psychology 

Newswire 

Evaluator 1 15 11 

Evaluator 2 18 8 

 
Table 1: Evaluators’ manual  

comparability labels 

6 Evaluation Metrics 

The evaluation metrics used to evaluate the per-

formance of the suggested methodology are pre-

cision, recall, purity, mutual information (MI), 

entropy (H) and normalized mutual information 

(NMI). These metrics are all explained in details 

by Manning et al. (2008). 

7 Experiment 

The aim of this experiment is to assemble a 

comparable corpus from different documents, in 

which some are found comparable and others are 

withdrawn from the elected comparable set due 

to similarity disagreement. Thus, the experi-

mental corpus accumulates roughly two types of 

texts, therefore can be separated into two sub-

sets – psychometrics (and psychology), and 

newswire category. Therefore, we aim at compil-

ing a weakly-comparable bilingual corpus 

(Skadiņa et al. 2010a), whose domain is psychol-

ogy and which contains psychology and psy-

chometrics texts. Experiments with different k, 

number of resulting clusters, are performed. 

When k equals the number of manually evaluat-

ed number of categories, namely two, the purity 

of the resulting corpus is calculated. The purity 

score is 0.6538, which is not close to 1. Purity 

translates the corpus quality trade-off dependent-

ly on the number of clusters The purity result 

indicates that documents from both the two dif-

ferent labels are collected together into a compa-

rable cluster. The precision scores of the run ex-

periments with 2, 3, 4 and 5 clusters to be identi-

fied are shown in Table 2. The recall scores of 

the run experiments with 2, 3, 4 and 5 clusters to 

be identified are shown in Table 3. 2cl, 3cl, 4cl, 

and 5cl respectively show learning text compara-

bility results when 2, 3, 4 and 5 resulting clusters 

are compiled. 

 

Topic 2cl 3cl 4cl 5cl 

Psychometrics 

+  Psychology 

1 1 1 1 

Newswire 0.42 1 1 1 

 
Table 2: Clustering precision 

 

Topic 2cl 3cl 4cl 5cl 

Psychometrics 

+  Psychology 

0.35 0.65 0.83 0.65 

Newswire 1 0.34 0.61 0.42 

 
Table 3: Clustering recall 

 

The precision of most of the resulting clusters 

equals 1, which means the documents from the 

same category, psychology, are appropriately 

grouped together. The recall shows another fash-

ion that is occurring in the resulting clusters. The 

lower the score is, the closer to 0, the larger 

number of documents labeled in the other cate-

gory, newswire, are also grouped together with 
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the correctly identified psychology ones. The last 

observation means in the case of correctly 

grouped documents that are comparable to each 

other, texts that are not similar to them are also 

nominated and selected as part of the comparable 

corpus. 

The corpus is very heterogeneous in the sense 

it consists of articles written in both Spanish and 

English in categories such as psychometric eval-

uation, psychometric properties, psychology, and 

press texts. Hence, the learning algorithm is not 

able to produce better results by learning from 

the identified concepts in the corpus. A cause for 

that fact, except the heterogeneity of the experi-

mental corpus, can be the distribution of con-

cepts over the documents. Moreover, when Span-

ish documents are preprocessed, a translation 

engine, Google Translate
1
, is used as the main 

source of mining translation equivalents into 

English. Nevertheless it is constantly being en-

riched with new translation pairs and is a very 

robust source of interpretations; the translations 

it has provided are not to be considered perfect 

and can leave room for mistakes. Therefore, the 

translation output reflects directly on the distri-

bution of concepts in the documents of the Span-

ish-English corpus. 

To further explore the clustering quality of the 

comparable corpus selected, when two clusters 

are expected, 2cl, NMI is calculated (see Table 

5.). NMI requires MI, H(Ω) and H(C) calcula-

tions, which are respectfully the mutual infor-

mation between the documents in the cluster, or 

the comparable corpus, the entropy of the docu-

ments with the same label, and the entropy be-

tween the document with the same class – com-

parable or non-comparable. Opposed to purity, 

the NMI metric is used to show the quality of 

clusters independently on the number of clusters. 

NMI is roughly 0.54, which indicates the nor-

malized mutual information between the texts in 

the automatically compiled comparable collec-

tion is not high. In it, there are 11 psychology 

documents and 8 newswire ones, out of 18 psy-

chology and 8 newswire texts. This results show 

the approach has difficulties disambiguating be-

tween the newswire and psychology texts and 

that text similarity is found between then when it 

should not. We hope further investigations will 

suggest improvements to the methodology in 

order for it to increase performance.  

 

 

                                                 
1
 http://translate.google.com 

No. 

Clusters 

MI H(Ω) H(C) NMI 

2  0.5025 0.8511 0.9842 0.5475 

 
Table 5: Mutual Information, Entropy and Normal-

ized Mutual Information over clustering results of two 

corpora 

8 Future Work 

A further improvement of the methodology is to 

involve human translators in judging the results 

of the comparable corpora compiled. The lin-

guistic analysis tasks are prone to mistakes, 

which can reflect on the learning algorithm per-

formance. Further improvement of their perfor-

mance can only prove beneficial to our research. 

Furthermore, a new source of translation, which 

suggests better translation equivalents, is wel-

come. Recognition of diasystematic text markers, 

such as diachronic ones, can suggest new poten-

tial meta-information features to be considered 

when searching for comparability between doc-

uments. 

Including all of the aforementioned, we aim at 

collecting a bigger initial document set on which 

we can evaluate our approach. Future works ad-

ditionally include extending the methodology to 

cover other languages than English and Spanish. 

9 Conclusions 

This paper presents preliminary results on the 

automatic compilation of comparable corpora 

with respect to their usage in translator’s work. 

We aim to develop a systematic methodology, 

which relies on LSA and a ML algorithm, to ease 

the comparable corpora collection by translation 

professional. We critically discuss our results 

obtained on a small experimental bilingual cor-

pus and propose further development sugges-

tions. 
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