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Preface

Welcome to the proceedings of the system demonstration session. This volume contains the papers of
the system demonstrations presented at the 50th Annual Meeting of the Association for Computational
Linguistics, held in Jeju, Republic of Korea, on July 10, 2012.

The system demonstrations program offers the presentation of early research prototypes as well as
interesting mature systems. The system demonstration chair and the members of the program committee
received 49 submissions, 29 of which were selected for inclusion in the program after review by three
members of the program committee.

I would like to thank the members of the program committee for their excellent job in reviewing the
submissions and providing their support for the final decision.
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Abstract 

We demonstrate applications of psycholin-
guistic and sublexical information for learn-
ing Chinese characters. The knowledge 
about the grapheme-phoneme conversion 
(GPC) rules of languages has been shown to 
be highly correlated to the ability of reading 
alphabetic languages and Chinese. We build 
and will demo a game platform for 
strengthening the association of phonologi-
cal components in Chinese characters with 
the pronunciations of the characters. Results 
of a preliminary evaluation of our games 
indicated significant improvement in learn-
ers’ response times in Chinese naming 
tasks. In addition, we construct a Web-
based open system for teachers to prepare 
their own games to best meet their teaching 
goals. Techniques for decomposing Chinese 
characters and for comparing the similarity 
between Chinese characters were employed 
to recommend lists of Chinese characters 
for authoring the games. Evaluation of the 
authoring environment with 20 subjects 
showed that our system made the authoring 
of games more effective and efficient. 

1 Introduction 

Learning to read and write Chinese characters is a 
challenging task for learners of Chinese. To read 
everyday news articles, one needs to learn thou-
sands of Chinese characters. The official agents in 
Taiwan and China, respectively, chose 5401 and 
3755 characters as important basic characters in 
national standards. Consequently, the general pub-
lic has gained the impression that it is not easy to 
read Chinese articles, because each of these thou-
sands of characters is written in different ways. 

Teachers adopt various strategies to help learn-
ers to memorize Chinese characters. An instructor 
at the University of Michigan made up stories 
based on decomposed characters to help students 
remember their formations  (Tao, 2007). Some take 
linguistics-based approaches. Pictogram is a major 
formation of Chinese characters, and radicals carry 

partial semantic information about Chinese charac-
ters. Hence, one may use radicals as hints to link 
the meanings and writings of Chinese characters. 
For instance, “河”(he2, river) [Note: Chinese char-
acters will be followed by their pronunciations, 
denoted in Hanyu pinyin, and, when necessary, an 
English translation.], “海”(hai3, sea), and 
“洋”(yang2, ocean) are related to huge water sys-
tems, so they share the semantic radical, 氵, which 
is a pictogram for “water” in Chinese. Applying 
the concepts of pictograms, researchers designed 
games, e.g.,  (Lan et al., 2009) and animations, e.g., 
(Lu, 2011) for learning Chinese characters. 

The aforementioned approaches and designs 
mainly employ visual stimuli in activities. We re-
port exploration of using the combination of audio 
and visual stimuli. In addition to pictograms, more 
than 80% of Chinese characters are phono-
semantic characters (PSCs, henceforth)  (Ho and 
Bryant, 1997). A PSC consists of a phonological 
component (PC, henceforth) and a semantic com-
ponent. Typically, the semantic components are the 
radicals of PSCs. For instance, “讀”(du2), 
“瀆”(du2), “犢” (du2), “牘”(du2) contain different 
radicals, but they share the same phonological 
components, “賣”(mai4), on their right sides. Due 
to the shared PC, these four characters are pro-
nounced in exactly the same way. If a learner can 
learn and apply this rule, one may guess and read 
“黷”(du2) correctly easily. 

In the above example, “賣” is a normal Chinese 
character, but not all Chinese PCs are standalone 
characters. The characters “檢”(jian3), “撿” 
(jian3), and “儉”(jian3) share their PCs on their 
right sides, but that PC is not a standalone Chinese 
character. In addition, when a PC is a standalone 
character, it might not indicate its own or similar 
pronunciation when it serves as a PC in the hosting 
character, e.g., “賣” and “讀” are pronounced as 
/mai4/ and /du2/, respectively. In contrast, the pro-
nunciations of “匋”, “淘”, “陶”, and “啕” are 
/tao2/. 

Pronunciations of specific substrings in words of 
alphabetic languages are governed by grapheme-
phoneme conversion (GPC) rules, though not all 
languages have very strict GPC rules. The GPC 
rules in English are not as strict as those in Finish 
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 (Ziegler and Goswami, 2005), for instance. The 
substring “ean” are pronounced consistently in 
“bean”, “clean”, and “dean,” but the substring “ch” 
does not have a consistent pronunciation in 
“school”, “chase”, and “machine.” PCs in Chinese 
do not follow strict GPC rules either, but they re-
main to be good agents for learning to read. 

Despite the differences among phoneme systems 
and among the degrees of strictness of the GPC 
rules in different languages, ample psycholinguis-
tic evidences have shown that phonological aware-
ness is a crucial factor in predicting students’ read-
ing ability, e.g.,  (Siok and Fletcher, 2001). Moreo-
ver, the ability to detect and apply phonological 
consistency in GPCs, including the roles of PCs in 
PSCs in Chinese, plays an instrumental role in 
learners’ competence in reading Chinese. Phono-
logical consistency is an important concept for 
learners of various alphabetic languages  (Jared et 
al., 1990; Ziegler and Goswami, 2005) and of Chi-
nese, e.g., (Lee et al., 2005), and is important for 
both young readers  (Ho and Bryant, 1997; Lee, 
2009) and adult readers  (Lin and Collins, 2012). 

This demonstration is unique on two aspects: (1) 
students play games that are designed to strengthen 
the association between Chinese PCs and the pro-
nunciations of hosting characters and (2) teachers 
compile the games with tools that are supported by 
sublexical information in Chinese. The games aim 
at implicitly informing players of the Chinese GPC 
rules, mimicking the process of how infants would 
apply statistical learning  (Saffran et al., 1996). We 
evaluated the effectiveness of the game platform 
with 116 students between grade 1 and grade 6 in 
Taiwan, and found that the students made progress 
in the Chinese naming tasks. 

As we will show, it is not trivial to author games 
for learning a GPC rule to meet individualized 
teaching goals. For this reason, techniques reported 
in a previous ACL conference for decomposing 
and comparing Chinese characters were employed 
to assist the preparation of games (Liu et al., 2011). 
Results of our evaluation showed that the author-
ing tool facilitates the authoring process, improv-
ing both efficiency and effectiveness. 

We describe the learning games in Section 2, 
and report the evaluation results of the games in 
Section 3. The authoring tool is presented in Sec-
tion 4, and its evaluation is discussed in Section 5. 
We provide some concluding remarks in Section 6. 

2 The Learning Games 

A game platform should include several functional 

components such 
as the manage-
ment of players’ 
accounts and the 
maintenance of 
players’ learning 
profiles. Yet, due 
to the page limits, 
we focus on the 
parts that are 
most relevant to the demonstration. 

Figure 1 shows a screenshot when a player is 
playing the game. This is a game of “whac-a-
mole” style. The target PC appears in the upper 
middle of the window (“里”(li3) in this example), 
and a character and an accompanying monster (one 
at a time) will pop up randomly from any of the six 
holes on the ground. The player will hear the pro-
nunciation of the character (i.e., “裡”(li3)), such 
that the player receives both audio and visual stim-
uli during a game. Players’ task is to hit the mon-
sters for the characters that contain the shown PC. 
The box at the upper left corner shows the current 
credit (i.e., 3120) of the player. The player’s credit 
will be increased or decreased if s/he hits a correct 
or an incorrect character, respectively. If the player 
does not hit, the credit will remain the same. Play-
ers are ranked, in the Hall of Fame, according to 
their total credits to provide an incentive for them 
to play the game after school. 

In Figure 1, the player has to hit the monster be-
fore the monster disappears to get the credit. If the 
player does not act in time, the credit will not 
change. 

On ordinary computers, the player manipulates 
the mouse to hit the monster. On multi-touch tablet 
computers, the play can just touch the monsters 
with fingers. Both systems will be demoed. 

2.1 Challenging Levels 

At the time of logging into the game, players can 
choose two parameters: (1) class level: lower class 
(i.e., grades 1 and 2), middle class (i.e., grades 3 
and 4), or upper class (i.e., grades 5 and 6) and (2) 
speed level: the duration between the monsters’ 
popping up and going down. The characters for 
lower, middle, and upper classes vary in terms of 
frequency and complexity of the characters. A stu-
dent can choose the upper class only if s/he is in 
the upper class or if s/he has gathered sufficient 
credits. There are three different speeds for the 
monsters to appear and hide: 2, 3, and 5 seconds. 
Choosing different combinations of these two pa-

Figure 1. The learning game 
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rameters affect how the credits are added or de-
ducted when the players hit the monsters correctly 
or incorrectly, respectively. Table 1 shows the in-
crements of credits for different settings. The num-
bers on the leftmost column are speed levels. 

2.2  Feedback Information 

After finishing a 
game, the player 
receives feed-
back about the 
correct and in-
correct actions 
that were taken 
during the game. 
Figure 2 shows 
such an example. 
The feedback informs the players what characters 
were correctly hit (“埋”(mai2), “理”(li3), 
“裡”(li3), and “鯉”(li3)), incorrectly hit 
(“婷”(ting2) and “袖”(show4)), and should have 
been hit (“狸”(li2)). When the player moves mouse 
over these characters, a sample Chinese word that 
shows how the character is used in daily lives will 
show up in a vertical box near the middle (i.e., 
“裡面”(li3 mian4)). 

The main purpose of providing the feedback in-
formation is to allow players a chance to reflect on 
what s/he had done during the game, thereby 
strengthening the learning effects. 

On the upper right hand side of Figure 2 are four 
tabs for more functions. Clicking on the top tab 
(繼續玩) will take the player to the next game. In 
the next game, the focus will switch to a different 
PC. The selection of the next PC is random in the 
current system, but we plan to make the switching 
from a game to another adaptive to the students’ 
performance in future systems. Clicking on the 
second tab (看排行) will see the player list in the 
Hall of Fame, clicking on the third tab 
(返回主選單) will return to the main menu, and 
clicking on the fourth (加分題) will lead to games 
for extra credits. We have extended our games to 
lead students to learning Chinese words from char-
acters, and details will be illustrated during the 
demo. 

2.3 Behind the Scene 

The data structure of a game is simple. When com-
piling a game, a teacher selects the PC for the 
game, and prepares six characters that contain the 
PC (to be referred as an In-list henceforth) and 
four characters as distracter characters that do not 
contain the PC (to be referred as an Out-list hence-
forth). The simplest internal form of a game looks 
like {target PC= “里”, In-list= “裡理鯉浬哩鋰”, 
Out-list= “塊鰓嘿鉀” }. We can convert this struc-
ture into a game easily. Through this simple struc-
ture, teachers choose the PCs to teach with charac-
ter combinations of different challenging levels. 

During the process of playing, our system ran-
domly selects one character from the list of 10 
characters. In a game, 10 characters will be pre-
sented to the player. 

3 Preliminary Evaluation and Analysis 

The game platform was evaluated with 116 stu-
dents, and was found to shorten students’ response 
times in Chinese naming tasks. 

3.1 Procedure and Participants 

The evaluation was conducted at an elementary 
school in Taipei, Taiwan, during the winter break 
between late January and the end of February 
2011. The lunar new year of 2011 happened to be 
within this period. 

Students were divided into an experimental 
group and a control group. We taught students of 
the experimental group and showed them how to 
play the games in class hours before the break be-
gan. The experimental group had one month of 
time to play the games, but there were no rules 
asking the participants how much time they must 
spend on the games. Instead, they were told that 
they would be rewarded if they were ranked high 
in the Hall of Fame. Table 2 shows the numbers of 
participants and their actual class levels. 

As we explained in Section 2.1, a player could 
choose the class level before the game begins. 
Hence, for example, it is possible for a lower class 
player to play the games designed for middle or 
even upper class levels to increase their credits 
faster. However, if the player is not competent, the 
credits may be deducted faster as well. In the eval-
uation, 20 PCs were used in the games for each 
class level in Table 1. 

Pretests and posttests were administered with the 
standardized (1) Chinese Character Recognition 

Figure 2. Feedback information

 Lower Middle Upper 
Experimental 11 23 24 

Control 11 23 24 
Table 2. Number of participants 

 Lower Middle Upper 
5 10 20 30 
3 15 25 35 
2 20 30 40 

Table 1.Credits for challenging levels
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Test (CCRT) and (2) Rapid Automatized Naming 
Task (RAN). In CCRT, participants needed to 
write the pronunciations in Jhuyin, which is a pho-
netic system used in Taiwan, for 200 Chinese 
characters. The number of correctly written 
Jhuyins for the characters was recorded. In RAN, 
participants read 20 Chinese characters as fast as 
they could, and their speeds and accuracies were 
recorded. 

3.2 Results and Analysis 

Table 3 shows the statistics for the control group. 
After the one month evaluation period, the perfor-
mance of the control group did not change signifi-
cantly, except participants in the upper class. This 
subgroup improved their speeds in RAN. (Statisti-
cally significant numbers are highlighted.) 

Table 4 shows the statistics for the experimental 
group. After the evaluation period, the speeds in 
RAN of all class levels improved significantly. 

The correct rates in RAN of the control group 
did not improve or fall, though not statistically sig-
nificant. In contrast, the correct rates in RAN of 
the experimental group improved, but the im-
provement was not statistically significant either. 

The statistics for the CCRT tests were not statis-
tically significant. The only exception is that the 
middle class in the experimental group achieved 
better CCRT results. We were disappointed in the 
falling of the performance in CCRT of the lower 
class, though the change was not significant. The 

lower class students were very young, so we con-
jectured that it was harder for them to remember 
the writing of Jhuyin symbols after the winter 
break. Hence, after the evaluation, we strengthened 
the feedback by adding Jhuyin information. In Fig-
ure 2, the Jhuyin information is now added beside 
the sample Chinese words, i.e., “裡面” (li3 mian4). 

4 An Open Authoring Tool for the Games 

Our game platform has attracted the attention of 
teachers of several elementary schools. To meet 
the teaching goals of teacher in different areas, we 
have to allow the teachers to compile their own 
games for their needs. 

The data structure for a game, as we explained 
in Section  2.3, is not complex. A teacher needs to 
determine the PC to be taught first, then s/he must 
choose an In-list and an Out-list. In the current im-
plementation, we choose to have six characters in 
the In-list and four characters in the Out-list. We 
allow repeated characters when the qualified char-
acters are not enough. 

This authoring process is far less trivial as it 
might seem to be. In a previous evaluation, even 
native speakers of Chinese found it challenging to 
list many qualified characters out of the sky. Be-
cause PCs are not radicals, ordinary dictionaries 
would not help very much. For instance, “埋” 
(mai2), “狸”(li2), “裡”(li3), and “鯉”(li3) belong 
to different radicals and have different pronuncia-
tions, so there is no simple way to find them at just 
one place. 

Identifying characters for the In-list of a PC is 
not easy, and finding the characters for the Out-list 
is even more challenging. In Figure 1, “里” (li3) is 
the PC to teach in the game. Without considering 
the characters in In-list for the game, we might 
believe that “甲” (jia3) and “呈” (cheng2) look 
equally similar to “里”, so both are good distract-
ers. If, assuming that “理”(li3) is in the In-list, 
“玾” (jia3) will be a better distracter than “埕” 
(cheng2) for the Out-list, because “玾” and “理” 
are more similar in appearance. By contrast, if we 
have “裡” in the In-list, we may prefer to having 
“程” (cheng2) than having “玾” in the Out-list. 

Namely, given a PC to teach and a selected In-
list, the “quality” of the Out-list is dependent on 
the characters in In-list. Out-lists of high quality 
influence the challenging levels of the games, and 
will become a crucial ingredient when we make the 
games adaptive to players’ competence. 

4.1 PC Selection 

Control Group 
 Class Pretests Posttests p-value 

CCRT 
(charac-

ters) 

Lower 59 61 .292 
Middle 80 83 .186 
Upper 117 120 .268 

RAN 
Correct 

Rate 

Lower 83% 79% .341 
Middle 59% 64% .107 
Upper 89% 89% 1.00 

RAN 
Speed 

(second) 

Lower 23.1 20.6 .149 
Middle 24.3 20.2 .131 
Upper 15.7 14.1 .026 

Table 3. Results for control group

Experimental Group 
 Class Pretests Posttests p-value 

CCRT 
(charac-

ters) 

Lower 64 61 .226 
Middle 91 104 .001 
Upper 122 124 .52 

RAN 
Correct 

Rate 

Lower 73% 76% .574
Middle 70% 75% .171 
Upper 89% 91% .279 

RAN 
Speed 

(second) 

Lower 21.5 16.9 .012 
Middle 24.6 19.0 .001 
Upper 16.9 14.7 <0.001 

Table 4. Results for experimental group 
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In a realistic teaching situation, a teacher will be 
teaching new characters and would like to provide 
students games that are related to the structures of 
the new characters. Hence, it is most convenient 
for the teachers that our tool decomposes a given 
character and recommends the PC in the character. 
For instance, given “理”, we show the teacher that 
we could compile a game for “里”. This is achiev-
able using the techniques that we illustrate in the 
next subsection. 

4.2 Character Recommendation 

Given a selected PC, a teacher has to prepare the 
In-list and Out-list for the game. Extending the 
techniques we reported in  (Liu et al., 2011), we 
decompose every Chinese character into a se-
quence of detailed Cangjie codes, which allows us 
to infer the PC contained in a character and to infer 
the similarity between two Chinese characters. 

For instance, the internal codes for “里”, “理”, 
“裡”, and “玾” are, respectively, “WG”, 
“MGWG”, “LWG”, and “MGWL”. The English 
letters denote the basic elements of Chinese char-
acters. For instance, “WG” stands for “田土”, 
which are the upper and the lower parts of “里”, 
“WL” stands for “田中”, which could be used to 
rebuild “甲” in a sense. By comparing the internal 
codes of Chinese characters, it is possible to find 
that (1) “理” and “裡” include “里” and that (2) 
“理” and “玾” are visually similar based on the 
overlapping codes. 

For the example problem that we showed in 
Figures 1 and 2, we may apply an extended proce-
dure of  (Liu et al., 2011) to find an In-list for “里”: 
“鋰裡浬狸埋理娌哩俚”. This list includes more 
characters than most native speakers can produce 
for “里” within a short period. Similar to what we 
reported previously, it is not easy to find a perfect 
list of characters. More specifically, it was relative-
ly easy to achieve high recall rates, but the preci-
sion rates varied among different PCs. However, 
with a good scoring function to rank the characters, 
it is not hard to achieve quality recommendations 
by placing the characters that actually contain the 
target PCs on top of the recommendation. 

Given that “里” is the target PC and the above 
In-list, we can recommend characters that look like 
the correct characters, e.g., “鈿鉀鍾” for “鋰”, 
“裸袖嘿” for “裡”, “湮湩渭＂ for “浬”, 
“狎猥狠狙” for “狸” , and “黑墨＂ for  “里”. 

We employed similar techniques to recommend 
characters for In-lists and Out-lists. The database 
that contains information about the decomposed 

Chinese charac-
ters was the 
same, but we 
utilized different 
object functions 
in selecting and 
ranking the 
characters.  We 
considered all 
elements in a 
character to rec-
ommend charac-
ters for In-lists, but focused on the inclusion of 
target PCs in the decomposed characters to rec-
ommend characters for Out-lists. Again our rec-
ommendations for the Out-lists were not perfect, 
and different ranking functions affect the perceived 
usefulness of the authoring tools.  

Figure 3 shows the step to choose characters in 
the Out-list for characters in the In-list. In this ex-
ample, six characters for the In-list for the PC “ ” 
had been chosen, and were listed near the top: 
“搖遙謠瑤鷂搖”.  Teachers can find characters 
that are similar to these six correct characters in 
separate pull-down lists. The screenshot shows the 
operation to choose a character that is similar to 
“遙” (yao2) from the pull-down list. The selected 
character would be added into the Out-list. 

4.3 Game Management 

We allow teachers to apply for accounts and pre-
pare the games based on their own teaching goals. 
However, we cannot describe this management 
subsystem for page limits. 

5 Evaluation of the Authoring Tool 

We evaluated how well our tools can help teachers 
with 20 native speakers. 

5.1 Participants and Procedure 

We recruited 20 native speakers of Chinese: nine 
of them are undergraduates, and the rest are gradu-
ate students. Eight are studying some engineering 
fields, and the rest are in liberal arts or business. 

The subjects were equally split into two groups. 
The control group used only paper and pens to au-
thor the games, and the experimental group would 
use our authoring tools. We informed and showed 
the experimental group how to use our tool, and 
members of the experimental group must follow an 
illustration to create a sample game before the 
evaluation began. 

Every subject must author 5 games, each for a 

Figure 3. Selecting a character for 
an Out-list 
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different PC. A game needed 6 characters in the In-
list and 4 characters in the Out-list. Every evalua-
tor had up to 15 minutes to finish all tasks. 

The games authored by the evaluators were 
judged by psycholinguists who have experience in 
teaching. The highest possible scores for the In-list 
and the Out-list were both 30 for a game. 

5.2 Gains in Efficiency and Effectiveness 

Table 5 shows the results of the evaluation. The 
experimental group outperformed the control 
group in both the quality of the games and in the 
time spent on the authoring task. The differences 
are clearly statistically significant. 

Table 6 shows the scores for the In-list and Out-
list achieved by the control and the experimental 
groups. Using the authoring tools helped the evalu-
ators to achieved significantly higher scores for the 
Out-list. Indeed, it is not easy to find characters 
that (1) are similar to the characters in the In-list 
and (2) cannot contain the target PC. 

Due to the page limits, we could not present the 
complete authoring system, but hope to have the 
chance to show it during the demonstration. 

6 Concluding Remarks 

We reported a game for strengthening the associa-
tion of the phonetic components and the pronun-
ciations of Chinese characters. Experimental re-
sults indicated that playing the games helped stu-
dents shorten the response times in naming tasks. 
To make our platform more useable, we built an 
authoring tool so that teachers could prepare games 
that meet specific teaching goals. Evaluation of the 
tool with college and graduate students showed 
that our system offered an efficient and effective 
environment for this authoring task. 

Currently, players of our games still have to 
choose challenge levels. In the near future, we 
wish to make the game adaptive to players’ compe-
tence by adopting more advanced techniques, in-
cluding the introduction of “consistency values” 

 (Jared et al., 1990). Evidence shows that foreign 
students did not take advantage of the GPC rules in 
Chinese to learn Chinese characters  (Shen, 2005). 
Hence, it should be interesting to evaluate our sys-
tem with foreign students to see whether our ap-
proach remains effective. 
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Abstract 

Metaphors pervade our language because 
they are elastic enough to allow a speaker 
to express an affective viewpoint on a topic 
without committing to a specific meaning. 
This balance of expressiveness and inde-
terminism means that metaphors are just as 
useful for eliciting information as they are 
for conveying information. We explore 
here, via a demonstration of a system for 
metaphor interpretation and generation 
called Metaphor Magnet, the practical uses 
of metaphor as a basis for formulating af-
fective information queries. We also con-
sider the kinds of deep and shallow 
stereotypical knowledge that are needed for 
such a system, and demonstrate how they 
can be acquired from corpora and the web. 

1 Introduction 

Metaphor is perhaps the most flexible and adaptive 
tool in the human communication toolbox. It is 
suited to any domain of discourse, to any register, 
and to the description of any concept we desire. 
Speakers use metaphor to communicate not just 
meanings, but their feelings about those meanings. 
The open-ended nature of metaphor interpretation 
means that we can use metaphor to simultaneously 
express and elicit opinions about a given topic. 
Metaphors are flexible conceits that allow us to 
express a position while seeking elaboration or 
refutation of this position from others. A metaphor 
is neither true or false, but a conceptual model that 
allow speakers to negotiate a common viewpoint. 

Computational models for the interpretation and 
elaboration of metaphors should allow speakers to 
exploit the same flexibility of expression with ma-
chines as they enjoy with other humans. Such a 
goal clearly requires a great deal of knowledge, 
since metaphor is a knowledge-hungry mechanism 
par excellance (see Fass, 1997). However, much of 
the knowledge required for metaphor interpretation 
is already implicit in the large body of metaphors 
that are active in a community (see Martin, 1990; 
Mason, 2004). Existing metaphors are themselves 
a valuable source of knowledge for the production 
of new metaphors, so much so that a system can 
mine the relevant knowledge from corpora of fig-
urative text (e.g. see Veale, 2011; Shutova, 2010). 

One area of human-machine interaction that can 
clearly benefit from a competence in metaphor is 
that of information retrieval (IR). Speakers use 
metaphors with ease when eliciting information 
from each other, as e.g. when one suggests that a 
certain CEO is a tyrant or a god, or that a certain 
company is a dinosaur while another is a cult. 
Those that agree might respond by elaborating the 
metaphor and providing substantiating evidence, 
while those that disagree might refute the metaphor 
and switch to another of their own choosing. A 
well-chosen metaphor can provide the talking 
points for an informed conversation, allowing a 
speaker to elicit the desired knowledge as a combi-
nation of objective and subjective elements. 

In IR, such a capability should allow searchers 
to express their information needs subjectively, via 
affective metaphors like “X is a cult”. The goal, of 
course, is not just to retrieve documents that make 
explicit use of the same metaphor – a literal match-
ing of non-literal texts is of limited use –  but to 
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retrieve texts whose own metaphors are consonant 
with those of the searcher, and which elaborate 
upon the same talking points. This requires a com-
puter to understand the user’s metaphor, to appre-
ciate how other metaphors might convey the same 
affective viewpoint, and to understand the different 
guises these metaphors might assume in a  text. 

IR extends the reach of its retrieval efforts by 
expanding the query it is given, in an attempt to 
make explicit what the user has left implicit. Meta-
phors, like under-specified queries, have rich 
meanings that are, for the most part, implicit: they 
imply and suggest much more than they specify. 
An expansionist approach to metaphor meaning, in 
which an affective metaphor is interpreted by gen-
erating the space of related metaphors and talking 
points that it implies, is thus very much suited to a 
more creative vision of IR, as e.g. suggested by 
Veale (2011). To expand a metaphorical query 
(like “company-X is a cult” or “company-Y is a 
dinosaur” or “Z was a tyrant”), a system must first 
expand the metaphor itself, into a set of plausible 
construals of the metaphor (e.g. a company that is 
viewed as a dinosaur will likely be powerful, but 
also bloated, lumbering and slow). 

The system described in this paper, Metaphor 
Magnet, demonstrates this expansionist approach 
to metaphorical inference. Users express queries in 
the form of affective metaphors or similes, perhaps 
using explicit + or – tags to denote a positive or 
negative spin on a given concept. For instance, 
“Google is as –powerful as Microsoft” does not 
look for documents that literally contain this simi-
le, but documents that express viewpoints that are 
implied by this simile, that is, documents that dis-
cuss the negative implications of Google’s power, 
where these implications are first understood in 
relation to Microsoft. The system does this by first 
considering the metaphors that are conventionally 
used to describe Microsoft, focusing only on those 
metaphors that evoke the property powerful, and 
which cast a negative light on Microsoft. The im-
plications of these metaphors (e.g., dinosaur, bully, 
monopoly, etc.) are then examined in the context of 
Google, using the metaphors that are typically used 
to describe Google as a guide to what is most apt. 
Thus, since Google is often described as a giant in 
web texts, the negative properties and behaviors of 
a stereotypical giant – like lumbering and sprawl-
ing – will be considered apt and highlighted. 

To perform this kind of analysis reliably, for a 

wide range of metaphors and an even wider range 
of topics,  requires a  robustly shallow approach. 
We exploit the fact that the Google n-grams 
(Brants and Franz, 2006) contains a great many 
copula metaphors of the form “X is a Y” to under-
stand how X is typically viewed on the web. We 
further exploit a large dictionary of affective stere-
otypes to provide an understanding of the +/- prop-
erties and behaviors of each source concept Y. 
Combining these resources allows the Metaphor 
Magnet system to understand the implications of a 
metaphorical query “X as Z” in terms of the quali-
ties that are typically considered salient for Z and 
which have been corpus-attested as apt for X. 

We describe the construction of our lexicon of 
affective stereotypes in section 2. Each stereotype 
is associated with a set of typical properties and 
behaviors (like sprawling for giant, or inspiring for 
guru), where the overall affect of each stereotype 
depends on which subset of qualities is activated in 
a given context (e.g., giant can be construed posi-
tively or negatively, as can baby, soldier, etc.). We 
describe how Metaphor Magnet exploits these ste-
reotypes in section 3, before providing a worked 
example in section 4 and screenshots in section 5. 

2 An Affective Lexicon of Stereotypes 

We construct the lexicon in two stages. In the first 
stage, a large collection of stereotypical descrip-
tions is harvested from the Web. As in Liu et al. 
(2003), our goal is to acquire a lightweight com-
mon-sense representation of many everyday con-
cepts. In the second stage, we link these common-
sense qualities in a support graph that captures 
how they mutually support each other in their co-
description of a stereotypical idea. From this graph 
we can estimate positive and negative valence 
scores for each property and behavior, and default 
averages for the stereotypes that exhibit them. 

Similes and stereotypes share a symbiotic rela-
tionship: the former exploit the latter as reference 
points for an evocative description, while the latter 
are perpetuated by their constant re-use in similes. 
Expanding on the approach in Veale (2011), we 
use two kinds of query for harvesting stereotypes 
from the web. The first, “as ADJ as a NOUN”, ac-
quires typical adjectival properties for noun con-
cepts; the second, “VERB+ing like a NOUN” and 
“VERB+ed like a NOUN”, acquires typical verb 
behaviors. Rather than use a wildcard * in both 
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positions (ADJ and NOUN, or VERB and NOUN), 
which yields limited results with a search engine 
like Google, we generate fully instantiated similes 
from hypotheses generated via the Google n-
grams. Thus, from the 3-gram “a drooling zombie” 
we generate the query “drooling like a zombie”, 
and from the 3-gram “a mindless zombie” we gen-
erate “as mindless as a zombie”. 

Only those similes whose queries retrieve one 
or more web documents via Google are considered 
to contain promising associations. But this still 
gives us over 250,000 web-validated simile associ-
ations for our stereotypical model. We quickly fil-
ter these candidates manually, to ensure that the 
contents of the lexicon are of the highest quality. 
As a result, we obtain rich descriptions for many 
stereotypical ideas, such as Baby, which is de-
scribed via 163 typical properties and behaviors 
like crying, drooling and guileless. After this filter-
ing phase, the stereotype lexicon maps 9,479 stere-
otypes to a set of 7,898 properties and behaviors, 
to yield more than 75,000 pairings. 

We construct the second level of the lexicon by 
automatically linking these properties and behav-
iors to each other in a support graph. The intuition 
here is that properties which reinforce each other in 
a single description (e.g. “as lush and green as a 
jungle” or “as hot and humid as a sauna”) are more 
likely to have a similar affect than properties which 
do not support each other. We first gather all 
Google 3-grams in which a pair of stereotypical 
properties or behaviors X and Y are linked via co-
ordination, as in “hot and humid” or “kicking and 
screaming”. A bidirectional link between X and Y 
is added to the support graph if one or more stereo-
types in the lexicon contain both X and Y. If this is 
not so, we consider whether both descriptors ever 
reinforce each other in web similes, by posing the 
web query “as X and Y as”. If this query has  non-
zero hits, we also add a link between X and Y. 

Let N denote this support graph, and N(p) de-
note the set of neighboring terms to p, that is, the 
set of properties and behaviors that can mutually 
support p. Since every edge in N represents an af-
fective context, we can estimate the likelihood that 
a property p is ever used in a positive or negative 
context if we know the positive or negative affect 
of enough members of N(p). So if we label enough 
vertices of N as +  or -, we can interpolate a posi-
tive/negative valence score for all vertices p in N. 

To do this, we build a reference set -R of typi-

cally negative words, and a set +R of typically 
positive words. Given a few seed members of -R 
(such as sad, disgusting, evil, etc.) and a few seed 
members of +R (such as happy, wonderful, etc.), 
we find many other candidates to add to +R and -R 
by considering neighbors of these seeds in N. After 
three iterations in this fashion, we populate +R and 
-R with approx. 2000 words each. 

For a property p we can now define N+(p) and 
N-(p) as follows: 

   (1)        N+(p) = N(p) ∩ +R 

   (2)        N-(p) = N(p) ∩ -R 

We can now assign positive and negative valence 
scores to each vertex p  by interpolating from ref-
erence values to their neighbors in N: 

   (3)   pos(p)   =           |N+(p)|   

|N+(p) ∪ N-(p)| 

   (4)   neg(p)   =        1  -  pos(p) 

If a term S denotes a stereotypical idea and is de-
scribed via a set of typical properties and behaviors 
typical(S) in the lexicon, then: 

   (5)        pos(S)   =        Σp∈typical(S) 
pos(p) 

              |typical(S)| 

   (6)        neg(S)   = 1  -  pos(S) 

Thus, (5) and (6) calculate the mean affect of the 
properties and behaviors of S, as represented via 
typical(S). We can now use (3) and (4) to separate 
typical(S) into those elements that are more nega-
tive than positive (putting a negative spin on S) and 
into those that are more positive than negative 
(putting a positive spin on S): 

(7)  posTypical(S)  = {p | p ∈ typical(S) ∧ pos(p) > 0.5} 

(8)  negTypical(S)  = {p | p ∈ typical(S) ∧ neg(p) > 0.5} 

2.1 Evaluation of Stereotypical Affect 

In the process of populating +R and -R, we identi-
fy a reference set of 478 positive stereotypes (such 
as saint and hero) and 677 negative stereotypes 
(such as tyrant and monster). When we use these 
reference points to test the effectiveness of (5) and 
(6) – and thus, indirectly, of (3) and (4) and of the 
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stereotype lexicon itself – we find that 96.7% of 
the positive stereotypes in +R are correctly as-
signed a positivity score greater than 0.5 (pos(S) > 
neg(S)) by (5), while 96.2% of the negative stereo-
types in -R are correctly assigned a negativity 
score greater than 0.5  (neg(S) > pos(S)) by (6). 

3 Expansion/Interpretation of Metaphors  

The Google n-grams are a rich source of affective 
metaphors of the form Target is Source, such as 
“politicians are crooks”, “Apple is a cult”, “racism 
is a disease” and “Steve Jobs is a god”. Let src(T) 
denote the set of stereotypes that are commonly 
used to describe T, where commonality is defined 
as the presence of the corresponding copula meta-
phor in the Google n-grams. To find metaphors for 
proper-named entities like “Bill Gates”, we also 
analyze n-grams of the form stereotype First 
[Middle] Last, such as “tyrant Adolf Hitler”. Thus:  

src(racism)  =    {problem, disease, joke, sin, poi-
son, crime, ideology, weapon} 

src(Hitler) = {monster, criminal, tyrant, idiot, 
madman, vegetarian, racist, …} 

We do not try to discriminate literal from non-
literal assertions, nor do we even try to define liter-
ality. We simply assume each putative metaphor 
offers a potentially useful perspective on a topic T. 
 Let srcTypical(T) denote the aggregation of all 
properties ascribable to T via metaphors in src(T): 

   (9) srcTypical (T)   =   M∈src(T)
typical(M)

 

We can also use the posTypical and negTypical 
variants in (7) and (8) to focus only on metaphors 
that project positive or negative qualities onto T.
  (9) is especially useful when the source S in the 
metaphor  T is S  is not a known stereotype in the 
lexicon, as happens when one describes Apple as 
Scientology. When the set typical(S) is empty, src-
Typical(S) may not be, so srcTypical(S) can act as 
a proxy representation for S in these cases.  
 The properties and behaviors that are salient to 
the interpretation of   T is S   are given by: 

   (10)  salient (T,S)  =  |srcTypical(T) ∪  typical(T)|  
         ∩ 
            |srcTypical(S) ∪  typical(S)| 

In the context of T is S, the metaphorical stereotype  

M ∈ src(S)∪src(T)∪{S} is an apt vehicle for T if: 

   (11)   apt(M, T,S)  = |salient(T,S) ∩  typical(M)| > 0 

and the degree to which M is apt for T is given by: 

  (12)  aptness(M,T,S)  =     |salient(T, S) ∩  typical(M)| 

                 |typical(M)| 

We can construct an interpretation for  T is S  by 
considering not just {S}, but the stereotypes in 
src(T) that are apt for T in the context of T is S, as 
well as the stereotypes that are commonly used to 
describe S – that is, src(S) – that are also apt for T: 
 
   (13)  interpretation(T, S)  
      = {M|M ∈ src(T)∪src(S)∪{S} ∧ apt(M, T, S)} 

In effect then, the interpretation of  T is S  is itself a 
set of apt metaphors for T that expand upon S. The 
elements {Mi} of interpretation(T, S) can now be 
sorted by  aptness(Mi T, S)  to produce a ranked list 
of interpretations (M1, M2 … Mn). For any inter-
pretation M, the salient features of M are thus: 

   (14)  salient(M, T,S) = typical(M) ∩  salient (T,S)   

If  T is S  is a creative IR query – to find docu-
ments that view T as S – then interpretation(T, S) 
is an expansion of  T is S  that includes the com-
mon metaphors that are consistent with T viewed 
as S. For any viewpoint Mi, salient(Mi, T, S) is an 
expansion of Mi that includes all of the qualities 
that T is likely to exhibit when it behaves like Mi. 

4 Metaphor Magnet: A Worked Example 

Consider the query “Google is Microsoft”, which 
expresses a need for documents in which Google 
exhibits qualities typically associated with Mi-
crosoft. Now, both Google and Microsoft are com-
plex concepts, so there are many ways in which 
they can be considered similar or dissimilar, either 
in a good or a bad light. However, the most salient 
aspects of Microsoft will be those that underpin 
our common metaphors for Microsoft, i.e., stereo-
types in src(Microsoft). These metaphors will pro-
vide the talking points for the interpretation. 
 The Google n-grams yield up the following 
metaphors, 57 for Microsoft and 50 for Google: 

src(Microsoft) = {king, master, threat, bully, giant, 
leader, monopoly, dinosaur …} 

∪ 
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 src(Google)   = {king, engine, threat, brand, giant, 
leader, celebrity, religion …} 

So the following qualities are aggregated for each: 

srcTypical(Microsoft) = {trusted, menacing, ruling,  
threatening, overbearing,  
admired, commanding, …} 

srcTypical(Google)  = {trusted, lurking reigning, 
ruling, crowned, shining, 
determined, admired …} 

Now, the salient qualities highlighted by the meta-
phor, namely salient(Google, Microsoft),  are: 

{celebrated, menacing, trusted, challenging, estab-
lished,  threatening, admired, respected, …} 

Thus, interpretation(Google, Microsoft) contains: 

{king, criminal, master, leader, bully,  threatening, 
giant, threat, monopoly, pioneer, dinosaur, …} 

Suppose we focus on the metaphorical expansion 
“Google is king”, since king is the most highly 
ranked element of the interpretation. Now,  sali-
ent(king, Google, Microsoft)  contains: 

{celebrated, revered, admired, respected, ruling, 
arrogant, commanding, overbearing, reigning, …} 

These properties and behaviors are already implicit 
in our perception of Google, insofar as they are 
salient aspects of the stereotypes to which Google 
is frequently compared. The metaphor “Google is 
Microsoft” – and its expansion “Google is king” – 
simply crystalizes these qualities, from perhaps 
different comparisons, into a single act of ideation. 

Consider the metaphor “Google is -Microsoft”. 
Since -Microsoft is used to impart a negative spin 
(+ would impart a positive spin), negTypical is 
here used in place of typical in (9) and (10). Thus: 

  srcTypical(-Microsoft)  =   
 {menacing, threatening, twisted, raging, feared, 

sinister, lurking, domineering, overbearing, …} 

  salient(Google, -Microsoft) =  
  {menacing, bullying, roaring, dreaded…} 

Now interpretation(Google, -Microsoft) becomes: 
    {criminal, giant, threat, bully, victim, devil, …} 
In contrast, interpretation(Google, +Microsoft) is:  

    {king, master, leader, pioneer, partner, …}  

More focus is achieved with the simile query 
“Google is as –powerful as Microsoft”. In explicit 
similes, we need to focus on just a subset of  the 
salient properties, using e.g. this variant of (10): 

 {p |  p ∈ salient(Google, Microsoft) ∩ N(powerful) 
            ∧ neg(p) > pos(p)} 

In this -powerful case, the interpretation becomes: 
   {bully, giant, devil, monopoly, dinosaur, …}  

5 The  Metaphor Magnet Web App 

Metaphor Magnet is designed to be a lightweight 
web application that provides both HTML output 
(for humans) and XML (for client applications).  
The system allows users to enter queries such as 
Google is –Microsoft, life is a +game, Steve Jobs is 
Tony Stark, or even Rasputin is Karl Rove (queries 
are case-sensitive). Each query is expanded into a 
set of apt metaphors via mappings in the Google n-
grams, and each metaphor is expanded into a set of 
contextually apt qualities. In turn, each quality is 
then expanded into an IR query that is used to re-
trieve relevant hits from Google. In effect, the sys-
tem allows users to interface with a search engine 
like Google using metaphor and other affective 
language forms. The demonstration system can be 
accessed using a standard browser at this URL: 

     http://boundinanutshell.com/metaphor-magnet 

Metaphor Magnet can exploit the properties and 
behaviors of its stock of almost 10,000 stereotypes, 
and can infer salient qualities for many proper-
named entities like Karl Rove and Steve Jobs using 
a combination of copula statements from the 
Google n-grams (e.g., “Steve Jobs is a visionary”) 
and category assignments from Wikipedia. 

The interpretation of the simile/query “Google is 
as -powerful as Microsoft” thus highlights a selec-
tion of affective viewpoints on the source concept, 
Microsoft, and picks out an apt selection of view-
points on the target Google. Metaphor Magnet dis-
plays both selections as phrase clouds in which 
each hyperlinked phrase – a combination of an apt 
stereotype and a salient quality – is clickable, to 
yield linguistic evidence for the selection and cor-
responding web-search results (via a Google gadg-
et). The phrase cloud representing Microsoft in this 
simile is shown in the screenshot of Figure 1, while 
the phrase cloud for Google is shown in Figure 2. 
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Figure 1. A screenshot of a phrase cloud for the 
perspective cast upon the source “Microsoft” by 
the simile “Google is as –powerful as Microsoft”.  

 

Figure 2. A screenshot of a phrase cloud for the 
perspective cast upon the target term “Google” by 
the simile “Google is as –powerful as Microsoft”. 

 
Metaphor Magnet demonstrates the potential utili-
ty of affective metaphors in human-computer lin-
guistic interaction, and acts as a web service from 
which other NL applications can derive a measure 
of metaphorical competence. When accessed as a 
service, Metaphor Magnet returns either HTML or 
XML data, via simple get requests. For illustrative 
purposes, each HTML page also provides the URL 
for the corresponding XML-structured data set. 
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Abstract

Tweets have become a comprehensive repos-
itory for real-time information. However, it
is often hard for users to quickly get informa-
tion they are interested in from tweets, ow-
ing to the sheer volume of tweets as well as
their noisy and informal nature. We present
QuickView, an NLP-based tweet search plat-
form to tackle this issue. Specifically, it ex-
ploits a series of natural language process-
ing technologies, such as tweet normalization,
named entity recognition, semantic role label-
ing, sentiment analysis, tweet classification, to
extract useful information, i.e., named entities,
events, opinions, etc., from a large volume
of tweets. Then, non-noisy tweets, together
with the mined information, are indexed, on
top of which two brand new scenarios are en-
abled, i.e., categorized browsing and advanced
search, allowing users to effectively access
either the tweets or fine-grained information
they are interested in.

1 Introduction

Tweets represent a comprehensive fresh informa-
tion repository. However, users often have diffi-
culty finding information they are interested in from
tweets, because of the huge number of tweets as well
as their noisy and informal nature. Tweet search,
e.g., Twitter 1, is a kind of service aiming to tackle
this issue. Nevertheless, existing tweet search ser-
vices provide limited functionality. For example, in
Twitter, only a simple keyword-based search is sup-

1http://twitter.com/

ported, and the returned list often contains meaning-
less results.

This demonstration introduces QuickView, which
employs a series of NLP technologies to extract
useful information from a large volume of tweets.
Specifically, for each tweet, it first conducts nor-
malization, followed by named entity recognition
(NER). Then it conducts semantic role labeling
(SRL) to get predicate-argument structures, which
are further converted into events, i.e., triples of who
did what. After that, it performs sentiment analysis
(SA), i.e., extracting positive or negative comments
about something/somebody. Next, tweets are clas-
sified into predefined categories. Finally, non-noisy
tweets together with the mined information are in-
dexed.

On top of the index, QuickView enables two brand
new scenarios, allowing users to effectively access
the tweets or fine-grained information mined from
tweets.
Categorized Browsing. As illustrated in Figure
1(a), QuickView shows recent popular tweets, enti-
ties, events, opinions and so on, which are organized
by categories. It also extracts and classifies URL
links in tweets and allows users to check out popular
links in a categorized way.
Advanced Search. As shown in Figure 1(b), Quick-
View provides four advanced search functions: 1)
search results are clustered so that tweets about the
same/similar topic are grouped together, and for
each cluster only the informative tweets are kept;
2) when the query refers to a person or a company,
two bars are presented followed by the words that
strongly suggest opinion polarity. The bar’s width
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is proportional to the number of associated opin-
ions; 3) similarly, the top six most frequent words
that most clearly express event occurrences are pre-
sented; 4) users can search tweets with opinions
or events, e.g., search tweets containing any posi-
tive/negative opinion about “Obama” or any event
involving “Obama”.

The implementation of QuickView requires adapt-
ing existing NLP components trained on formal
texts, which often performs poorly on tweets. For
example, the average F1 of the Stanford NER
(Finkel et al., 2005) drops from 90.8% (Ratinov
and Roth, 2009) to 45.8% on tweets, while Liu et
al. (2010) report that the F1 score of a state-of-
the-art SRL system (Meza-Ruiz and Riedel, 2009)
falls to 42.5% on tweets as apposed to 75.5% on
news. However, the adaptation of those components
is challenging, owing to the lack of annotated tweets
and the inadequate signals provided by a noisy and
short tweet. Our general strategy is to leverage ex-
isting resources as well as unsupervised or semi-
supervised learning methods to reduce the labeling
efforts, and to aggregate as much evidence as pos-
sible from a broader context to compensate for the
lack of information in a tweet.

This strategy is embodied by various components
we have developed. For example, our NER com-
ponent combines a k-nearest neighbors (KNN) clas-
sifier, which collects global information across re-
cently labeled tweets with a Conditional Random
Fields (CRF) labeler, which exploits information
from a single tweet and the gazetteers. Both the
KNN classifier and the CRF labeler are repeatedly
retrained using the results that they have confidently
labeled. The SRL component caches and clusters
recent labeled tweets, and aggregates information
from the cluster containing the tweet. Similarly, the
classifier considers not only the current tweet but
also its neighbors in a tweet graph, where two tweets
are connected if they are similar in content or have a
tweet/retweet relationship.

QuickView has been internally deployed, and re-
ceived extremely positive feedback. Experimental
results on a human annotated dataset also indicate
the effectiveness of our adaptation strategy.

Our contributions are summarized as follows.

1. We demonstrate QuickView, an NLP-based

tweet search. Different from existing methods,
it exploits a series of NLP technologies to ex-
tract useful information from a large volume
of tweets, and enables categorized browsing
and advanced search scenarios, allowing users
to efficiently access information they are inter-
ested in from tweets.

2. We present core components of QuickView, fo-
cusing on how to leverage existing resources
and technologies as well as how to make up
for the limited information in a short and often
noisy tweet by aggregating information from a
broader context.

The rest of this paper is organized as follows. In
the next section, we introduce related work. In Sec-
tion 3, we describe our system. In Section 4, we
evaluate our system. Finally, Section 5 concludes
and presents future work.

2 Related Work

Information Extraction Systems. Essentially,
QuickView is an information extraction (IE) system.
However, unlike existing IE systems, such as Evita
(Saurı́ et al., 2005), a robust event recognizer for QA
system, and SRES (Rozenfeld and Feldman, 2008),
a self-supervised relation extractor for the web, it
targets tweets, a new genre of text, which are short
and informal, and its focus is on adapting existing IE
components to tweets.
Tweet Search Services. A couple of tweet search
services exist, including Twitter, Bing social search
2 and Google social search 3. Most of them provide
only keyword-based search interfaces, i.e., return-
ing a list of tweets related to a given word/phrase.
In contrast, our system extracts fine-grained in-
formation from tweets and allows a new end-to-
end search experience beyond keyword search, such
as clustering of search results, and search with
events/opinions.
NLP Components. The NLP technologies adopted
in our system , e.g., NER, SRL and classification,
have been extensively studied on formal text but
rarely on tweets. At the heart of our system is
the re-use of existing resources, methodologies as

2http://www.bing.com/social
3http://www.google.com/realtime
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(a) A screenshot of the categorized browsing scenario.

(b) A screenshot of the advanced search scenario.

Figure 1: Two scenarios of QuickView.

well as components, and the the adaptation of them
to tweets. The adaptation process, though varying
across components, consists of three common steps:
1) annotating tweets; 2) defining the decision con-
text that usually involves more than one tweet, such
as a cluster of similar tweets; and 3) re-training mod-
els (often incrementally) with both conventional fea-
tures and features derived from the context defined
in step 2.

3 System Description

We first give an overview of our system, then present
more details about NER and SRL, as two represen-
tative core components, to illustrate the adaptation
process.

3.1 Overview

Architecture. QuickView can be divided into four
parts, as illustrated in Figure 2. The first part in-
cludes a crawler and a buffer of raw tweets. The
crawler repeatedly downloads tweets using the Twit-
ter APIs, and then pre-filters noisy tweets using
some heuristic rules, e.g., removing a tweet if it is
too short, say, less than 3 words, or if it contains
any predefined banned word. At the moment, we
focus on English tweets, so non-English tweets are
filtered as well. Finally, the un-filtered are put into
the buffer.

The second part consists of several tweet extrac-
tion pipelines. Each pipeline has the same configura-
tion, constantly fetching a tweet from the raw tweet
buffer, and conducting the following processes se-
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Figure 2: System architecture of QuickView.

quentially: 1) normalization; 2) parsing including
part-of-speech (POS), chunking, and dependency
parsing; 3) NER; 4) SRL; 5) SA and 6) classifica-
tion. The normalization model identifies and cor-
rects ill-formed words. For example, after normal-
ization, “loooove” in “· · · I loooove my icon· · · ”
will be transformed to “love”. A phrase-based trans-
lation system without re-ordering is used to imple-
ment this model. The translation table includes man-
ually compiled ill/good form pairs, and the language
model is a trigram trained on LDC data 4 using
SRILM (Stolcke, 2002). The OpenNLP 5 toolkit
is directly used to implement the parsing model.
In future, the parsing model will be re-trained us-
ing annotated tweets. The SA component is imple-
mented according to Jiang et al. (2011), which incor-
porates target-dependent features and considers re-
lated tweets by utilizing a graph-based optimization.
The classification model is a KNN-based classifier
that caches confidently labeled results to re-train it-
self, which also recognizes and drops noisy tweets.

4http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp ?cata-
logId=LDC2005T12

5http://sourceforge.net/projects/opennlp/

Each processed tweet, if not identified as noise, is
put into a shared buffer for indexing.

The third part is responsible for indexing and
querying. It constantly takes from the indexing
buffer a processed tweet, which is then indexed with
various entries including words, phrases, metadata
(e.g., source, publish time, and account), named en-
tities, events, and opinions. On top of this, it answers
any search request, and returns a list of matched re-
sults, each of which contains both the original tweet
and the extracted information from that tweet. We
implement an indexing/querying engine similar to
Lucene 6 in C#. This part also maintains a cache of
recent processed tweets, from which the following
information is extracted and indexed: 1) top tweets;
2) top entities/events/opinions in tweets; and 3)
top accounts. Whether a tweet/entity/event/opinion
ranks top depends on their re-tweeted/mentioned
times as well as its publisher, while whether an ac-
count is top relies on the number of his/her followers
and tweets.

The fourth part is a web application that returns
related information to end users according to their
browsing or search request. The implementation of
the web application is organized with the model-
view-control pattern so that other kinds of user in-
terfaces, e.g., a mobile application, can be easily im-
plemented.
Deployment. QuickView is deployed into 5 work-
stations 7 including 2 processing pipelines, as illus-
trated in Table 1. The communication between com-
ponents is through TCP/IP. On average, it takes 0.01
seconds to process each tweet, and in total about
10 million tweets are indexed every day. Note that
QuickView’s processing capability can be enhanced
in a straightforward manner by deploying additional
pipelines.

3.2 Core Components
Because of limited space, we only discuss two core
components of QuickView: NER and SRL.
NER. NER is the task of identifying mentions of
rigid designators from text belonging to named-
entity types such as persons, organizations and loca-
tions. Existing solutions fall into three categories: 1)

6http://lucene.apache.org/java/docs/index.html
7Intelr Xeonr 2.33 CPU 5140 @2.33GHz, 4G of RAM,

OS of Windows Server 2003 Enterprise X64 version
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Table 1: Current deployment of QuickView.
Workstation Hosted components

#1 Crawler,Raw tweet buffer
#2, 3 Process pipeline
#4 Indexing Buffer, Indexer/Querier
#5 Web application

the rule-based (Krupka and Hausman, 1998); 2) the
machine learning based (Finkel and Manning, 2009;
Singh et al., 2010); and 3) hybrid methods (Jansche
and Abney, 2002). With the availability of annotated
corpora, such as ACE05, Enron and CoNLL03, the
data-driven methods become the dominating meth-
ods. However, because of domain mismatch, cur-
rent systems trained on non-tweets perform poorly
on tweets.

Our NER system takes three steps to address
this problem. Firstly, it defines those recently la-
beled tweets that are similar to the current tweet
as its recognition context, under which a KNN-
based classifier is used to conduct word level clas-
sification. Following the two-stage prediction ag-
gregation methods (Krishnan and Manning, 2006),
such pre-labeled results, together with other con-
ventional features used by the state-of-the-art NER
systems, are fed into a linear CRF models, which
conducts fine-grained tweet level NER. Secondly,
the KNN and CRF model are repeatedly retrained
with an incrementally augmented training set, into
which highly confidently labeled tweets are added.
Finally, following Lev Ratinov and Dan Roth
(2009), 30 gazetteers are used, which cover common
names, countries, locations, temporal expressions,
etc. These gazetteers represent general knowledge
across domains, and help to make up for the lack of
training data.
SRL. Given a sentence, the SRL component identi-
fies every predicate, and for each predicate further
identifies its arguments. This task has been exten-
sively studied on well-written corpora like news, and
a couple of solutions exist. Examples include: 1)
the pipelined approach, i.e., dividing the task into
several successive components such as argument
identification, argument classification, global infer-
ence, etc., and conquering them individually (Xue,
2004; Koomen et al., 2005); 2) sequentially labeling

based approach (Màrquez et al., 2005), i.e., label-
ing the words according to their positions relative
to an argument (i.e., inside, outside, or at the be-
ginning); and 3) Markov Logic Networks (MLN)
based approach (Meza-Ruiz and Riedel, 2009),
i.e., simultaneously resolving all the sub-tasks using
learnt weighted formulas. Unsurprisingly, the per-
formance of the state-of-the-art SRL system (Meza-
Ruiz and Riedel, 2009) drops sharply when applied
to tweets.

The SRL component of QuickView is based on
CRF, and uses the recently labeled tweets that are
similar to the current tweet as the broader context.
Algorithm 1 outlines its implementation, where:
train denotes a machine learning process to get a
labeler l, which in our work is a linear CRF model;
the cluster function puts the new tweet into a clus-
ter; the label function generates predicate-argument
structures for the input tweet with the help of the
trained model and the cluster; p, s and cf denote a
predicate, a set of argument and role pairs related to
the predicate and the predicted confidence, respec-
tively. To prepare the initial clusters required by the
SRL component as its input, we adopt the predicate-
argument mapping method (Liu et al., 2010) to
get some automatically labeled tweets, which (plus
the manually labeled tweets) are then organized into
groups using a bottom-up clustering procedure.

It is worth noting that: 1) our SRL component
uses the general role schema defined by PropBank,
which includes core roles such as A0, A1 (usually
indicating the agent and patient of the predicate, re-
spectively), and auxiliary roles such as AM-TMP
and AM-LOC (representing the temporal and loca-
tion information of the predicate, respectively); 2)
only verbal predicates are considered, which is con-
sistent with most existing SRL systems; and 3) fol-
lowing Màrquez et al. (2005), it conducts word level
labeling.

4 Evaluation

Overall Performance. We provide a textbox in the
home page of QuickView to collect feedback. We
have got 165 feedbacks, of which 85.5% are posi-
tive. The main complaint is related to the quality of
the extracted information.
Core Components. We manually labeled the POS,
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Algorithm 1 SRL of QuickView.
Require: Tweet stream i;clusters cl;output stream o.

1: Initialize l, the CRF labeler: l = train(cl).
2: while Pop a tweet t from i and t ̸= null do
3: Put t to a cluster c: c = cluster(cl, t).
4: Label t with l:(t, {(p, s, cf)}) = label(l, c, t).
5: Update cluster c with labeled results

(t, {(p, s, cf)}).
6: Output labeled results (t, {(p, s, cf)}) to o.
7: end while
8: return o.

NER, SRL and SA information for about 10,000
tweets, based on which the NER and SRL com-
ponents are evaluated. Experimental results show
that: 1) our NER component achieves an average
F1 of 80.2%, as opposed to 75.4% of the baseline,
which is a CRF-based system similar to Ratinov and
Roth’s (2009) but re-trained on annotated tweets;
and 2) our SRL component gets an F1 of 59.7%, out-
performing both the state-of-the-art system (Meza-
Ruiz and Riedel, 2009) (42.5%) and the system of
Liu et al. (2010) (42.3%), which is trained on au-
tomatically annotated news tweets (tweets reporting
news).

5 Conclusions and Future work

We have described the motivation, scenarios, archi-
tecture, deployment and implementation of Quick-
View, an NLP-based tweet search. At the heart of
QuickView is the adaptation of existing NLP tech-
nologies, e.g., NER, SRL and SA, to tweets, a new
genre of text, which are short and informal. We
have illustrated our strategy to tackle this challeng-
ing task, i.e., leveraging existing resources and ag-
gregating as much information as possible from a
broader context, using NER and SRL as case stud-
ies. Preliminary positive feedback suggests the use-
fulness of QuickView and its advantages over exist-
ing tweet search services. Experimental results on
a human annotated dataset indicate the effectiveness
of our adaptation strategy.

We are improving the quality of the core compo-
nents of QuickView by labeling more tweets and ex-
ploring alternative models. We are also customizing
QuickView for non-English tweets. As it progresses,
we will release QuickView to the public.
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Abstract 

We present a new open source toolkit for 
phrase-based and syntax-based machine 
translation. The toolkit supports several 
state-of-the-art models developed in 
statistical machine translation, including 
the phrase-based model, the hierachical 
phrase-based model, and various syntax-
based models. The key innovation provided 
by the toolkit is that the decoder can work 
with various grammars and offers different 
choices of decoding algrithms, such as 
phrase-based decoding, decoding as 
parsing/tree-parsing and forest-based 
decoding. Moreover, several useful utilities 
were distributed with the toolkit, including 
a discriminative reordering model, a simple 
and fast language model, and an 
implementation of minimum error rate 
training  for weight tuning. 

1 Introduction 

We present NiuTrans, a new open source machine 
translation toolkit, which was developed for 
constructing high quality machine translation 
systems. The NiuTrans toolkit supports most 
statistical machine translation (SMT) paradigms 
developed over the past decade, and allows for 
training and decoding with several state-of-the-art 
models, including: the phrase-based model (Koehn 
et al., 2003), the hierarchical phrase-based model 
(Chiang, 2007), and various syntax-based models 
(Galley et al., 2004; Liu et al., 2006). In particular, 

a unified framework was adopted to decode with 
different models and ease the implementation of 
decoding algorithms. Moreover, some useful 
utilities were distributed with the toolkit, such as: a 
discriminative reordering model, a simple and fast 
language model, and an implementation of 
minimum error rate training that allows for various 
evaluation metrics for tuning the system. In 
addition, the toolkit provides easy-to-use APIs for 
the development of new features. The toolkit has 
been used to build translation systems that have 
placed well at recent MT evaluations, such as the 
NTCIR-9 Chinese-to-English PatentMT task (Goto 
et al., 2011). 

We implemented the toolkit in C++ language, 
with special consideration of extensibility and 
efficiency. C++ enables us to develop efficient 
translation engines which have high running speed 
for both training and decoding stages. This 
property is especially important when the programs 
are used for large scale translation. While the 
development of C++ program is slower than that of 
the similar programs written in other popular 
languages such as Java, the modern compliers 
generally result in C++ programs being 
consistently faster than the Java-based counterparts. 

The toolkit is available under the GNU general 
public license 1 . The website of NiuTrans is   
http://www.nlplab.com/NiuPlan/NiuTrans.html. 

2 Motivation 

As in current approaches to statistical machine 
translation, NiuTrans is based on a log-linear 

                                                           
1 http://www.gnu.org/licenses/gpl-2.0.html 

19



model where a number of features are defined to 
model the translation process. Actually NiuTrans is 
not the first system of this kind. To date, several 
open-source SMT systems (based on either phrase-
based models or syntax-based models) have been 
developed, such as Moses (Koehn et al., 2007), 
Joshua (Li et al., 2009), SAMT (Zollmann and 
Venugopal, 2006), Phrasal (Cer et al., 2010), cdec 
(Dyer et al., 2010), Jane (Vilar et al., 2010) and 
SilkRoad 2 , and offer good references for the 
development of the NiuTrans toolkit. While our 
toolkit includes all necessary components as 
provided within the above systems, we have 
additional goals for this project, as follows: 

 It fully supports most state-of-the-art SMT 
models. Among these are: the phrase-based 
model, the hierarchical phrase-based model, 
and the syntax-based models that explicitly 
use syntactic information on either (both) 
source and (or) target language side(s). 

 It offers a wide choice of decoding 
algorithms. For example, the toolkit has 
several useful decoding options, including: 
standard phrase-based decoding, decoding 
as parsing, decoding as tree-parsing, and 
forest-based decoding. 

 It is easy-to-use and fast. A new system can 
be built using only a few commands. To 
control the system, users only need to 
modify a configuration file. In addition to 
the special attention to usability, the 
running speed of the system is also 
improved in several ways. For example, we 
used several pruning and multithreading 
techniques to speed-up the system. 

3 Toolkit 

The toolkit serves as an end-to-end platform for 
training and evaluating statistical machine 
translation models. To build new translation 
systems, all you need is a collection of word-
aligned sentences 3 , and a set of additional 
sentences with one or more reference translations 
for weight tuning and test. Once the data is 
prepared, the MT system can be created using a 

                                                           
2 http://www.nlp.org.cn/project/project.php?proj_id=14 
3 To obtain word-to-word alignments, several easy-to-use 
toolkits are available, such as GIZA++ and Berkeley Aligner. 

sequence of commands. Given a number of 
sentence-pairs and the word alignments between 
them, the toolkit first extracts a phrase table and 
two reordering models for the phrase-based system, 
or a Synchronous Context-free/Tree-substitution 
Grammar (SCFG/STSG) for the hierarchical 
phrase-based and syntax-based systems. Then, an 
n-gram language model is built on the target-
language corpus. Finally, the resulting models are 
incorporated into the decoder which can 
automatically tune feature weights on the 
development set using minimum error rate training 
(Och, 2003) and translate new sentences with the 
optimized weights. 

In the following, we will give a brief review of 
the above components and the main features 
provided by the toolkit. 

3.1 Phrase Extraction and Reordering Model 

We use a standard way to implement the phrase 
extraction module for the phrase-based model. 
That is, we extract all phrase-pairs that are 
consistent with word alignments. Five features are 
associated with each phrase-pair. They are two 
phrase translation probabilities, two lexical weights, 
and a feature of phrase penalty. We follow the 
method proposed in (Koehn et al., 2003) to 
estimate the values of these features. 

Unlike previous systems that adopt only one 
reordering model, our toolkit supports two 
different reordering models which are trained 
independently but jointly used during decoding. 

 The first of these is a discriminative 
reordering model. This model is based on 
the standard framework of maximum 
entropy. Thus the reordering problem is 
modeled as a classification problem, and 
the reordering probability can be efficiently 
computed using a (log-)linear combination 
of features. In our implementation, we use 
all boundary words as features which are 
similar to those used in (Xiong et al., 2006). 

 The second model is the MSD reordering 
model4 which has been successfully used in 
the Moses system. Unlike Moses, our 
toolkit supports both the word-based and 
phrase-based methods for estimating the 

                                                           
4 Term MSD refers to the three orientations (reordering types), 
including Monotone (M), Swap (S), and Discontinuous (D). 
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probabilities of the three orientations 
(Galley and Manning, 2008). 

3.2 Translation Rule Extraction 

For the hierarchical phrase-based model, we follow 
the general framework of SCFG where a grammar 
rule has three parts – a source-side, a target-side 
and alignments between source and target non-
terminals. To learn SCFG rules from word-aligned 
sentences, we choose the algorithm proposed in 
(Chiang, 2007) and estimate the associated feature 
values as in the phrase-based system. 

For the syntax-based models, all non-terminals 
in translation rules are annotated with syntactic 
labels. We use the GHKM algorithm to extract 
(minimal) translation rules from bilingual 
sentences with parse trees on source-language side 
and/or target-language side5 . Also, two or more 
minimal rules can be composed together to obtain 
larger rules and involve more contextual 
information. For unaligned words, we attach them 
to all nearby rules, instead of using the most likely 
attachment as in (Galley et al., 2006). 

3.3 N-gram Language Modeling 

The toolkit includes a simple but effective n-gram 
language model (LM). The LM builder is basically 
a “sorted” trie structure (Pauls and Klein, 2011), 
where a map is developed to implement an array of 
key/value pairs, guaranteeing that the keys can be 
accessed in sorted order. To reduce the size of 
resulting language model, low-frequency n-grams 
are filtered out by some thresholds. Moreover, an 
n-gram cache is implemented to speed up n-gram 
probability requests for decoding. 

3.4 Weight Tuning 

We implement the weight tuning component 
according to the minimum error rate training 
(MERT) method (Och, 2003). As MERT suffers 
from local optimums, we added a small program 
into the MERT system to let it jump out from the 
coverage area. When MERT converges to a (local) 
optimum, our program automatically conducts the 
MERT run again from a random starting point near 
the newly-obtained optimal point. This procedure 

                                                           
5 For tree-to-tree models, we use a natural extension of the 
GHKM algorithm which defines admissible nodes on tree-
pairs and obtains tree-to-tree rules on all pairs of source and 
target tree-fragments. 

is repeated for several times until no better weights 
(i.e., weights with a higher BLEU score) are found. 
In this way, our program can introduce some 
randomness into weight training. Hence users do 
not need to repeat MERT for obtaining stable and 
optimized weights using different starting points.  

3.5 Decoding 

Chart-parsing is employed to decode sentences in 
development and test sets. Given a source sentence, 
the decoder generates 1-best or k-best translations 
in a bottom-up fashion using a CKY-style parsing 
algorithm. The basic data structure used in the 
decoder is a chart, where an array of cells is 
organized in topological order. Each cell maintains 
a list of hypotheses (or items). The decoding 
process starts with the minimal cells, and proceeds 
by repeatedly applying translation rules or 
composing items in adjunct cells to obtain new 
items. Once a new item is created, the associated 
scores are computed (with an integrated n-gram 
language model). Then, the item is added into the 
list of the corresponding cell. This procedure stops 
when we reach the final state (i.e., the cell 
associates with the entire source span). 

The decoder can work with all (hierarchical) 
phrase-based and syntax-based models. In 
particular, our toolkit provides the following 
decoding modes. 

 Phrase-based decoding. To fit the phrase-
based model into the CKY paring 
framework, we restrict the phrase-based 
decoding with the ITG constraint (Wu, 
1996). In this way, each pair of items in 
adjunct cells can be composed in either 
monotone order or inverted order. Hence 
the decoding can be trivially implemented 
by a three-loop structure as in standard 
CKY parsing. This algorithm is actually the 
same as that used in parsing with 
bracketing transduction grammars. 

 Decoding as parsing (or string-based 
decoding). This mode is designed for 
decoding with SCFGs/STSGs which are 
used in the hierarchical phrase-based and 
syntax-based systems. In the general 
framework of synchronous grammars and 
tree transducers, decoding can be regarded 
as a parsing problem. Therefore, the above 
chart-based decoder is directly applicable to 

21



the hierarchical phrase-based and syntax-
based models. For efficient integration of n-
gram language model into decoding, rules 
containing more than two variables are 
binarized into binary rules. In addition to 
the rules learned from bilingual data, glue 
rules are employed to glue the translations 
of a sequence of chunks.  

 Decoding as tree-parsing (or tree-based 
decoding). If the parse tree of source 
sentence is provided, decoding (for tree-to-
string and tree-to-tree models) can also be 
cast as a tree-parsing problem (Eisner, 
2003). In tree-parsing, translation rules are 
first mapped onto the nodes of input parse 
tree. This results in a translation tree/forest 
(or a hypergraph) where each edge 
represents a rule application. Then 
decoding can proceed on the hypergraph as 
usual. That is, we visit in bottom-up order 
each node in the parse tree, and calculate 
the model score for each edge rooting at the 
node. The final output is the 1-best/k-best 
translations maintained by the root node of 
the parse tree. Since tree-parsing restricts 
its search space to the derivations that 
exactly match with the input parse tree, it in 
general has a much higher decoding speed 
than a normal parsing procedure. But it in 
turn results in lower translation quality due 
to more search errors. 

 Forest-based decoding. Forest-based 
decoding (Mi et al., 2008) is a natural 
extension of tree-based decoding. In 
principle, forest is a data structure that can 
encode exponential number of trees 
efficiently. This structure has been proved 
to be helpful in reducing the effects caused 
by parser errors. Since our internal 
representation is already in a hypergraph 
structure, it is easy to extend the decoder to 
handle the input forest, with little 
modification of the code. 

4 Other Features 

In addition to the basic components described 
above, several additional features are introduced to 
ease the use of the toolkit. 

4.1 Multithreading 

The decoder supports multithreading to make full 
advantage of the modern computers where more 
than one CPUs (or cores) are provided. In general, 
the decoding speed can be improved when multiple 
threads are involved. However, modern MT 
decoders do not run faster when too many threads 
are used (Cer et al., 2010). 

4.2 Pruning 

To make decoding computational feasible, beam 
pruning is used to aggressively prune the search 
space. In our implementation, we maintain a beam 
for each cell. Once all the items of the cell are 
proved, only the top-k best items according to 
model score are kept and the rest are discarded. 
Also, we re-implemented the cube pruning method 
described in (Chiang, 2007) to further speed-up the 
system. 

In addition, we develop another method that 
prunes the search space using punctuations. The 
idea is to divide the input sentence into a sequence 
of segments according to punctuations. Then, each 
segment is translated individually. The MT outputs 
are finally generated by composing the translations 
of those segments. 

4.3 APIs for Feature Engineering 

To ease the implementation and test of new 
features, the toolkit offers APIs for experimenting 
with the features developed by users. For example, 
users can develop new features that are associated 
with each phrase-pair. The system can 
automatically recognize them and incorporate them 
into decoding. Also, more complex features can be 
activated during decoding. When an item is created 
during decoding, new features can be introduced 
into an internal object which returns feature values 
for computing the model score. 

5 Experiments 

5.1 Experimental Setup 

We evaluated our systems on NIST Chinese-
English MT tasks. Our training corpus consists of 
1.9M bilingual sentences. We used GIZA++ and 
the “grow-diag-final-and” heuristics to generate 
word alignment for the bilingual data. The parse 
trees on both the Chinese and English sides were 
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BLEU4[%] Entry 
 Dev  Test 

Moses: phrase  36.51  34.93
Moses: hierarchical phrase  36.65  34.79

 phrase  36.99  35.29
 hierarchical phrase  37.41  35.35

 parsing  36.48  34.71
 tree-parsing  35.54  33.99

 t2s 

 forest-based  36.14  34.25
 parsing  35.99  34.01
 tree-parsing  35.04  33.21

 t2t 

 forest-based  35.56  33.45

   
   

   
 N

iu
Tr

an
s 

 s2t  parsing  37.63  35.65
Table 1: BLEU scores of various systems. t2s, t2t, 
and s2t represent the tree-to-string, tree-to-tree, and 
string-to-tree systems, respectively. 
 
generated using the Berkeley Parser, which were 
then binarized in a head-out fashion 6. A 5-gram 
language model was trained on the Xinhua portion 
of the Gigaword corpus in addition to the English 
part of the LDC bilingual training data. We used 
the NIST 2003 MT evaluation set as our 
development set (919 sentences) and the NIST 
2005 MT evaluation set as our test set (1,082 
sentences). The translation quality was evaluated 
with the case-insensitive IBM-version BLEU4. 

For the phrase-based system, phrases are of at 
most 7 words on either source or target-side. For 
the hierarchical phrase-based system, all SCFG 
rules have at most two variables. For the syntax-
based systems, minimal rules were extracted from 
the binarized trees on both (either) language-
side(s). Larger rules were then generated by 
composing two or three minimal rules. By default, 
all these systems used a beam of size 30 for 
decoding. 

5.2 Evaluation of Translations 

Table 1 shows the BLEU scores of different MT 
systems built using our toolkit. For comparison, 
the result of the Moses system is also reported. We 
see, first of all, that our phrase-based and 
hierarchical phrase-based systems achieve 
competitive performance, even outperforms the 
Moses system over 0.3 BLEU points in some cases. 
Also, the syntax-based systems obtain very  
                                                           
6 The parse trees follow the nested bracketing format, as 
defined in the Penn Treebank. Also, the NiuTrans package 
includes a tool for tree binarization. 

BLEU4[%] Entry 
Dev Test 

Speed
(sent/sec)

Moses: phrase  36.69  34.99    0.11
+ cube pruning   36.51  34.93    0.47
NiuTrans: phrase  37.14  35.47    0.14
+ cube pruning  36.98  35.39    0.60
+ cube & punct pruning  36.99  35.29    3.71
+ all pruning & 8 threads  36.99  35.29  21.89
+ all pruning & 16 threads  36.99  35.29  22.36

Table 2: Effects of pruning and multithreading 
techniques. 
 
promising results. For example, the string-to-tree 
system significantly outperforms the phrase-based 
and hierarchical phrase-based counterparts. In 
addition, Table 1 gives a test of different decoding 
methods (for syntax-based systems). We see that 
the parsing-based method achieves the best BLEU 
score. On the other hand, as expected, it runs 
slowest due to its large search space. For example, 
it is 5-8 times slower than the tree-parsing-based 
method in our experiments. The forest-based 
decoding further improves the BLEU scores on top 
of tree-parsing. In most cases, it obtains a +0.6 
BLEU improvement but is 2-3 times slower than 
the tree-parsing-based method. 

5.3 System Speed-up 

We also study the effectiveness of pruning and 
multithreading techniques. Table 2 shows that all 
the pruning methods implemented in the toolkit is 
helpful in speeding up the (phrase-based) system, 
while does not result in significant decrease in 
BLEU score. On top of a straightforward baseline 
(only beam pruning is used), cube pruning and 
pruning with punctuations give a speed 
improvement of 25 times together7. Moreover, the 
decoding process can be further accelerated by 
using multithreading technique. However, more 
than 8 threads do not help in our experiments. 

6 Conclusion and Future Work 

We have presented a new open-source toolkit for 
phrase-based and syntax-based machine translation. 
It is implemented in C++ and runs fast. Moreover, 
it supports several state-of-the-art models ranging 
from phrase-based models to syntax-based models, 

                                                           
7 The translation speed is tested on Intel Core Due 2 E8500 
processors running at 3.16 GHz. 
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and provides a wide choice of decoding methods. 
The experimental results on NIST MT tasks show 
that the MT systems built with our toolkit achieve 
state-of-the-art translation performance. 

The next version of NiuTrans will support 
ARPA-format LMs, MIRA for weight tuning and a 
beam-stack decoder which removes the ITG 
constraint for phrase decoding. In addition, a 
Hadoop-based MapReduce-parallelized version is 
underway and will be released in near future.  
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Abstract

We presentlangid.py, an off-the-shelf lan-
guage identification tool. We discuss the de-
sign and implementation oflangid.py, and
provide an empirical comparison on 5 long-
document datasets, and 2 datasets from the mi-
croblog domain. We find thatlangid.py
maintains consistently high accuracy across
all domains, making it ideal for end-users that
require language identification without want-
ing to invest in preparation of in-domain train-
ing data.

1 Introduction

Language identification (LangID) is the task of de-
termining the natural language that a document is
written in. It is a key step in automatic processing
of real-world data, where a multitude of languages
may be present. Natural language processing tech-
niques typically pre-suppose that all documents be-
ing processed are written in a given language (e.g.
English), but as focus shifts onto processing docu-
ments from internet sources such as microblogging
services, this becomes increasingly difficult to guar-
antee. Language identification is also a key compo-
nent of many web services. For example, the lan-
guage that a web page is written in is an important
consideration in determining whether it is likely to
be of interest to a particular user of a search engine,
and automatic identification is an essential step in
building language corpora from the web. It has prac-
tical implications for social networking and social
media, where it may be desirable to organize com-
ments and other user-generated content by language.
It also has implications for accessibility, since it en-
ables automatic determination of the target language
for automatic machine translation purposes.

Many applications could potentially benefit from
automatic language identification, but building a
customized solution per-application is prohibitively
expensive, especially if human annotation is re-
quired to produce a corpus of language-labelled
training documents from the application domain.
What is required is thus a generic language identi-
fication tool that is usableoff-the-shelf, i.e. with no
end-user training and minimal configuration.

In this paper, we presentlangid.py, a LangID
tool with the following characteristics: (1) fast,
(2) usable off-the-shelf, (3) unaffected by domain-
specific features (e.g. HTML, XML, markdown),
(4) single file with minimal dependencies, and (5)
flexible interface

2 Methodology

langid.py is trained over a naive Bayes clas-
sifier with a multinomial event model (McCallum
and Nigam, 1998), over a mixture of byten-grams
(1≤n≤4). One key difference from conventional
text categorization solutions is thatlangid.py
was designed to be usedoff-the-shelf. Since
langid.py implements a supervised classifier,
this presents two primary challenges: (1) a pre-
trained model must be distributed with the classi-
fier, and (2) the model must generalize to data from
different domains, meaning that in its default con-
figuration, it must have good accuracy over inputs
as diverse as web pages, newspaper articles and mi-
croblog messages. (1) is mostly a practical consid-
eration, and so we will address it in Section 3. In
order to address (2), we integrate information about
the language identification task from a variety of do-
mains by usingLD feature selection (Lui and Bald-
win, 2011).

Lui and Baldwin (2011) showed that it is rela-
tively easy to attain high accuracy for language iden-
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Dataset Documents Langs Doc Length (bytes)

EUROGOV 1500 10 1.7×10
4
±3.9×10

4

TCL 3174 60 2.6×10
3
±3.8×10

3

WIKIPEDIA 4963 67 1.5×10
3
±4.1×10

3

EMEA 19988 22 2.9×10
5
±7.9×10

5

EUROPARL 20828 22 1.7×10
2
±1.6×10

2

T-BE 9659 6 1.0×10
2
±3.2×10

1

T-SC 5000 5 8.8×10
1
±3.9×10

1

Table 1: Summary of the LangID datasets

tification in a traditional text categorization setting,
where we have in-domain training data. The task be-
comes much harder when trying to performdomain
adaptation, that is, trying to use model parameters
learned in one domain to classify data from a dif-
ferent domain.LD feature selection addresses this
problem by focusing on key features that are relevant
to the language identification task. It is based on In-
formation Gain (IG), originally introduced as a split-
ting criteria for decision trees (Quinlan, 1986), and
later shown to be effective for feature selection in
text categorization (Yang and Pedersen, 1997; For-
man, 2003).LD represents the difference in IG with
respect to language and domain. Features with a
highLD score are informative about language with-
out being informative about domain. For practi-
cal reasons, before the IG calculation the candidate
feature set is pruned by means of a term-frequency
based feature selection.

Lui and Baldwin (2011) presented empirical evi-
dence thatLD feature selection was effective for do-
main adaptation in language identification. This re-
sult is further supported by our evaluation, presented
in Section 5.

3 System Architecture

The full langid.py package consists of the
language identifierlangid.py, as well as two
support modulesLDfeatureselect.py and
train.py.
langid.py is the single file which packages the

language identification tool, and the only file needed
to uselangid.py for off-the-shelf language iden-
tification. It comes with an embedded model which
covers 97 languages using training data drawn from
5 domains. Tokenization and feature selection are
carried out in a single pass over the input document
via Aho-Corasick string matching (Aho and Cora-

sick, 1975). The Aho-Corasick string matching al-
gorithm processes an input by means of a determin-
istic finite automaton (DFA). Some states of the au-
tomaton are associated with the completion of one
of then-grams selected throughLD feature selec-
tion. Thus, we can obtain our document represen-
tation by simply counting the number of times the
DFA enters particular states while processing our in-
put. The DFA and the associated mapping from state
to n-gram are constructed during the training phase,
and embedded as part of the pre-trained model.

The naive Bayes classifier is implemented using
numpy,1 the de-facto numerical computation pack-
age for Python.numpy is free and open source, and
available for all major platforms. Usingnumpy in-
troduces a dependency on a library that is not in the
Python standard library. This is a reasonable trade-
off, as numpy provides us with an optimized im-
plementation of matrix operations, which allows us
to implement fast naive Bayes classification while
maintaining the single-file concept oflangid.py.
langid.py can be used in the three ways:

Command-line tool: langid.py supports an
interactive mode with a text prompt and line-by-line
classification. This mode is suitable for quick in-
teractive queries, as well as for demonstration pur-
poses.langid.py also supports language identi-
fication of entire files via redirection. This allows a
user to interactively explore data, as well as to inte-
grate language identification into a pipeline of other
unix-style tools. However, use via redirection is
not recommended for large quantities of documents
as each invocation requires the trained model to be
unpacked into memory. Where large quantities of
documents are being processed, use as a library or
web service is preferred as the model will only be
unpacked once upon initialization.

Python library: langid.py can be imported as
a Python module, and provides a function that ac-
cepts text and returns the identified language of the
text. This use oflangid.py is the fastest in a
single-processor setting as it incurs the least over-
head.

Web service: langid.py can be started as a
web service with a command-line switch. This

1http://numpy.scipy.org
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allows language identitication by means of HTTP
PUT and HTTP POST requests, which return JSON-
encoded responses. This is the preferred method of
usinglangid.py from other programming envi-
ronments, as most languages include libraries for in-
teracting with web services over HTTP. It also al-
lows the language identification service to be run as
a network/internet service. Finally,langid.py is
WSGI-compliant,2 so it can be deployed in a WSGI-
compliant web server. This provides an easy way to
achieve parallelism by leveraging existing technolo-
gies to manage load balancing and utilize multiple
processors in the handling of multiple concurrent re-
quests for a service.
LDfeatureselect.py implements theLD

feature selection. The calculation of term frequency
is done in constant memory by index inversion
through a MapReduce-style sharding approach. The
calculation of information gain is also chunked to
limit peak memory use, and furthermore it is paral-
lelized to make full use of modern multiprocessor
systems.LDfeatureselect.py produces a list
of byten-grams ranked by theirLD score.
train.py implements estimation of parameters

for the multinomial naive Bayes model, as well as
the construction of the DFA for the Aho-Corasick
string matching algorithm. Its input is a list of byte
patterns representing a feature set (such as that se-
lected viaLDfeatureselect.py), and a corpus
of training documents. It produces the final model as
a single compressed, encoded string, which can be
saved to an external file and used bylangid.py
via a command-line option.

4 Training Data

langid.py is distributed with an embedded
model trained using the multi-domain language
identification corpus of Lui and Baldwin (2011).
This corpus contains documents in a total of 97 lan-
guages. The data is drawn from 5 different do-
mains: government documents, software documen-
tation, newswire, online encyclopedia and an inter-
net crawl, though no domain covers the full set of
languages by itself, and some languages are present
only in a single domain. More details about this cor-
pus are given in Lui and Baldwin (2011).

2http://www.wsgi.org

We do not perform explicit encoding detection,
but we do not assume that all the data is in the same
encoding. Previous research has shown that explicit
encoding detection is not needed for language iden-
tification (Baldwin and Lui, 2010). Our training data
consists mostly of UTF8-encoded documents, but
some of our evaluation datasets contain a mixture
of encodings.

5 Evaluation

In order to benchmarklangid.py, we carried out
an empirical evaluation using a number of language-
labelled datasets. We compare the empirical results
obtained fromlangid.py to those obtained from
other language identification toolkits which incor-
porate a pre-trained model, and are thus usableoff-
the-shelf for language identification. These tools are
listed in Table 3.

5.1 Off-the-shelf LangID tools

TextCat is an implementation of the method of
Cavnar and Trenkle (1994) by Gertjan van Noord.
It has traditionally been the de facto LangID tool of
choice in research, and is the basis of language iden-
tification/filtering in the ClueWeb09 Dataset (Callan
and Hoy, 2009) and CorpusBuilder (Ghani et al.,
2004). It includes support for training with user-
supplied data.
LangDetect implements a Naive Bayes classi-

fier, using a charactern-gram based representation
without feature selection, with a set of normaliza-
tion heuristics to improve accuracy. It is trained on
data from Wikipedia,3 and can be trained with user-
supplied data.
CLD is a port of the embedded language identi-

fier in Google’s Chromium browser, maintained by
Mike McCandless. Not much is known about the
internal design of the tool, and there is no support
provided for re-training it.

The datasets come from a variety of domains,
such as newswire (TCL), biomedical corpora
(EMEA), government documents (EUROGOV, EU-
ROPARL) and microblog services (T-BE, T-SC). A
number of these datasets have been previously used
in language identification research. We provide a

3http://www.wikipedia.org
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Test Dataset
langid.py LangDetect TextCat CLD

Accuracy docs/s ∆Acc Slowdown ∆Acc Slowdown ∆Acc Slowdown

EUROGOV 0.987 70.5 +0.005 1.1× −0.046 31.1× −0.004 0.5×
TCL 0.904 185.4 −0.086 2.1× −0.299 24.2× −0.172 0.5×
WIKIPEDIA 0.913 227.6 −0.046 2.5× −0.207 99.9× −0.082 0.9×
EMEA 0.934 7.7 −0.820 0.2× −0.572 6.3× +0.044 0.3×
EUROPARL 0.992 294.3 +0.001 3.6× −0.186 115.4× −0.010 0.2×
T-BE 0.941 367.9 −0.016 4.4× −0.210 144.1× −0.081 0.7×
T-SC 0.886 298.2 −0.038 2.9× −0.235 34.2× −0.120 0.2×

Table 2: Comparison of standalone classification tools, in terms of accuracy and speed (documents/second), relative
to langid.py

Tool Languages URL

langid.py 97 http://www.csse.unimelb.edu.au/research/lt/resources/langid/
LangDetect 53 http://code.google.com/p/language-detection/
TextCat 75 http://odur.let.rug.nl/vannoord/TextCat/
CLD 64+ http://code.google.com/p/chromium-compact-language-detector/

Table 3: Summary of the LangID tools compared

brief summary of the characteristics of each dataset
in Table 1.

The datasets we use for evaluation are differ-
ent from and independent of the datasets from
which the embedded model oflangid.py was
produced. In Table 2, we report the accuracy of
each tool, measured as the proportion of documents
from each dataset that are correctly classified. We
present the absolute accuracy and performance for
langid.py, and relative accuracy and slowdown
for the other systems. For this experiment, we used
a machine with 2 Intel Xeon E5540 processors and
24GB of RAM. We only utilized a single core, as
none of the language identification tools tested are
inherently multicore.

5.2 Comparison on standard datasets

We compared the four systems on datasets used in
previous language identification research (Baldwin
and Lui, 2010) (EUROGOV, TCL, WIKIPEDIA ), as
well as an extract from a biomedical parallel cor-
pus (Tiedemann, 2009) (EMEA) and a corpus of
samples from the Europarl Parallel Corpus (Koehn,
2005) (EUROPARL). The sample of EUROPARL
we use was originally prepared by Shuyo Nakatani
(author ofLangDetect) as a validation set.
langid.py compares very favorably with other

language identification tools. It outperforms
TextCat in terms of speed and accuracy on all of
the datasets considered.langid.py is generally

orders of magnitude faster thanTextCat, but this
advantage is reduced on larger documents. This is
primarily due to the design ofTextCat, which re-
quires that the supplied models be read from file for
each document classified.

langid.py generally outperforms
LangDetect, except in datasets derived from
government documents (EUROGOV, EUROPARL).
However, the difference in accuracy between
langid.py andLangDetect on such datasets
is very small, andlangid.py is generally faster.
An abnormal result was obtained when testing
LangDetect on the EMEA corpus. Here,
LangDetect is much faster, but has extremely
poor accuracy (0.114). Analysis of the results re-
veals that the majority of documents were classified
as Polish. We suspect that this is due to the early
termination criteria employed byLangDetect,
together with specific characteristics of the corpus.
TextCat also performed very poorly on this
corpus (accuracy 0.362). However, it is important
to note thatlangid.py andCLD both performed
very well, providing evidence that it is possible to
build a generic language identifier that is insensitive
to domain-specific characteristics.

langid.py also compares well withCLD. It is
generally more accurate, althoughCLD does bet-
ter on the EMEA corpus. This may reveal some
insight into the design ofCLD, which is likely to
have been tuned for language identification of web
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pages. The EMEA corpus is heavy in XML markup,
which CLD andlangid.py both successfully ig-
nore. One area whereCLD outperforms all other sys-
tems is in its speed. However, this increase in speed
comes at the cost of decreased accuracy in other do-
mains, as we will see in Section 5.3.

5.3 Comparison on microblog messages

The size of the input text is known to play a sig-
nificant role in the accuracy of automatic language
identification, with accuracy decreasing on shorter
input documents (Cavnar and Trenkle, 1994; Sibun
and Reynar, 1996; Baldwin and Lui, 2010).

Recently, language identification of short strings
has generated interest in the research community.
Hammarstrom (2007) described a method that aug-
mented a dictionary with an affix table, and tested it
over synthetic data derived from a parallel bible cor-
pus. Ceylan and Kim (2009) compared a number of
methods for identifying the language of search en-
gine queries of 2 to 3 words. They develop a method
which uses a decision tree to integrate outputs from
several different language identification approaches.
Vatanen et al. (2010) focus on messages of 5–21
characters, usingn-gram language models over data
drawn from UDHR in a naive Bayes classifier.

A recent application where language identifica-
tion is an open issue is over the rapidly-increasing
volume of data being generated by social media.
Microblog services such as Twitter4 allow users to
post short text messages. Twitter has a worldwide
user base, evidenced by the large array of languages
present on Twitter (Carter et al., to appear). It is es-
timated that half the messages on Twitter are not in
English.5

This new domain presents a significant challenge
for automatic language identification, due to the
much shorter ‘documents’ to be classified, and is
compounded by the lack of language-labelled in-
domain data for training and validation. This has led
to recent research focused specifically on the task of
language identification of Twitter messages. Carter
et al. (to appear) improve language identification in
Twitter messages by augmenting standard methods

4http://www.twitter.com
5http://semiocast.com/downloads/

Semiocast_Half_of_messages_on_Twitter_
are_not_in_English_20100224.pdf

with language identification priors based on a user’s
previous messages and by the content of links em-
bedded in messages. Tromp and Pechenizkiy (2011)
present a method for language identification of short
text messages by means of a graph structure.

Despite the recently published results on language
identification of microblog messages, there is no
dedicated off-the-shelf system to perform the task.
We thus examine the accuracy and performance of
using generic language identification tools to iden-
tify the language of microblog messages. It is im-
portant to note that none of the systems we test have
been specifically tuned for the microblog domain.
Furthermore, they do not make use of any non-
textual information such as author and link-based
priors (Carter et al., to appear).

We make use of two datasets of Twitter messages
kindly provided to us by other researchers. The first
is T-BE (Tromp and Pechenizkiy, 2011), which con-
tains 9659 messages in 6 European languages. The
second is T-SC (Carter et al., to appear), which con-
tains 5000 messages in 5 European languages.

We find that over both datasets,langid.py has
better accuracy than any of the other systems tested.
On T-BE, Tromp and Pechenizkiy (2011) report
accuracy between 0.92 and 0.98 depending on the
parametrization of their system, which was tuned
specifically for classifying short text messages. In
its off-the-shelf configuration,langid.py attains
an accuracy of 0.94, making it competitive with
the customized solution of Tromp and Pechenizkiy
(2011).

On T-SC, Carter et al. (to appear) report over-
all accuracy of 0.90 forTextCat in the off-the-
shelf configuration, and up to 0.92 after the inclusion
of priors based on (domain-specific) extra-textual
information. In our experiments, the accuracy of
TextCat is much lower (0.654). This is because
Carter et al. (to appear) constrainedTextCat to
output only the set of 5 languages they considered.
Our results show that it is possible for a generic lan-
guage identification tool to attain reasonably high
accuracy (0.89) without artificially constraining the
set of languages to be considered, which corre-
sponds more closely to the demands of automatic
language identification to real-world data sources,
where there is generally no prior knowledge of the
languages present.
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We also observe that whileCLD is still the fastest
classifier, this has come at the cost of accuracy in an
alternative domain such as Twitter messages, where
bothlangid.py andLangDetect attain better
accuracy thanCLD.

An interesting point of comparison between the
Twitter datasets is how the accuracy of all systems
is generally higher on T-BE than on T-SC, despite
them covering essentially the same languages (T-BE
includes Italian, whereas T-SC does not). This is
likely to be because the T-BE dataset was produced
using a semi-automatic method which involved a
language identification step using the method of
Cavnar and Trenkle (1994) (E Tromp, personal com-
munication, July 6 2011). This may also explain
why TextCat, which is also based on Cavnar and
Trenkle’s work, has unusually high accuracy on this
dataset.

6 Conclusion

In this paper, we presentedlangid.py, an off-the-
shelf language identification solution. We demon-
strated the robustness of the tool over a range of test
corpora of both long and short documents (including
micro-blogs).
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Abstract 

This paper describes the personalized 
normalization of a multilingual chat system that 
supports chatting in user defined short-forms or 
abbreviations. One of the major challenges for 
multilingual chat realized through machine 
translation technology is the normalization of 
non-standard, self-created short-forms in the 
chat message to standard words before 
translation. Due to the lack of training data and 
the variations of short-forms used among 
different social communities, it is hard to 
normalize and translate chat messages if user 
uses vocabularies outside the training data and 
create short-forms freely. We develop a 
personalized chat normalizer for English and 
integrate it with a multilingual chat system, 
allowing user to create and use personalized 
short-forms in multilingual chat.  

1 Introduction  

Processing user-generated textual content on social 
media and networking usually encounters 
challenges due to the language used by the online 
community. Though some jargons of the online 
language has made their way into the standard 
dictionary, a large portion of the abbreviations, 
slang and context specific terms are still 
uncommon and only understood within the user 
community. Consequently, content analysis or 
translation techniques developed for a more formal 
genre like news or even conversations cannot 
apply directly and effectively to the social media 
content. In recent years, there are many works (Aw 
et al., 2006; Cook et al., 2009; Han et al., 2011) on 
text normalization to preprocess user generated 

content such as tweets and short messages before 
further processing. The approaches include 
supervised or unsupervised methods based on 
morphological and phonetic variations. However, 
most of the multilingual chat systems on the 
Internet have not yet integrated this feature into 
their systems but requesting users to type in proper 
language so as to have good translation. This is 
because the current techniques are not robust 
enough to model the different characteristics 
featured in the social media content. Most of the 
techniques are developed based on observations 
and assumptions made on certain datasets. It is also 
difficult to unify the language uniqueness among 
different users into a single model.  

We propose a practical and effective method, 
exploiting a personalized dictionary for each user, 
to support the use of user-defined short-forms in a 
multilingual chat system - AsiaSpik. The use of this 
personalized dictionary reduces the reliance on the 
availability and dependency of training data and 
empowers the users with the flexibility and 
interactivity to include and manage their own 
vocabularies during chat.  

2 ASIASPIK System Overview 

AsiaSpik is a web-based multilingual instant 
messaging system that enables online chats written 
in one language to be readable in other languages 
by other users. Figure 1 describes the system 
process. It describes the process flow between 
Chat Client, Chat Server, Translation Bot and 
Normalization Bot whenever Chat Client starts 
chat module. 

When Chat Client starts chat module, the Chat 
Client checks if the normalization option for that 
language used by the user is active and activated. If 
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so, any message sent by the user will be routed to 
the Normalization Bot for normalization before 
reaching the Chat Server. The Chat Server then 
directs the message to the designated recipients. 
Chat Client at each recipient invokes a translation 
request to the Translation Bot to translate the 
message to the language set by the recipient. This 
allows the same source message to be received by 
different recipients in different target languages.  

 
Figure 1. AsiaSpik Chat Process Flow 

 
In this system, we use Openfire Chat Server by 

Ignite Realtime as our Chat Server. We custom 
build a web-based Chat Client to communicate 
with the Chat Server based on Jabber/XMPP to 
receive presence and messaging information. We 
also develop a user management plug-in to 
synchronize and authenticate user login. The 
translation and normalization function used by the 
Translation Bot and Normalization Bot are 
provided through Web Services.  

The Translation Web Service uses in-house 
translation engines and supports the translation 
from Chinese, Malay and Indonesian to English 
and vice versa. Multilingual chat among these 
languages is achieved through pivot translation 
using English as the pivot language. The 
Normalization Web Service supports only English 
normalization. Both web services are running on 
Apache Tomcat web server with Apache Axis2.  
 

3 Personalized Normalization  

Personalized Normalization is the main distinction 
of AsiaSpik among other multilingual chat system.  
It gives the flexibility for user to personalize 
his/her short-forms for messages in English. 

3.1 Related Work 

The traditional text normalization strategy follows 
the noisy channel model (Shannon, 1948). Suppose 
the chat message is C and its corresponding 
standard form is S , the approach aims to find 

)|(maxarg CSP by computing 

)|(maxarg SCP  in which )(SP is usually a 

language model and )|( SCP  is an error model. 
The objective of using model in the chat message 
normalization context is to develop an appropriate 
error model for converting the non-standard and 
unconventional words found in chat messages into 
standard words. 
 

)()|(maxarg)|(maxarg
^

SPSCPCSPS
SS

  

 
Recently, Aw et al. (2006) model text message 

normalization as translation from the texting 
language into the standard language. Choudhury et 
al. (2007) model the word-level text generation 
process for SMS messages, by considering 
graphemic/phonetic abbreviations and 
unintentional typos as hidden Markov model 
(HMM) state transitions and emissions, 
respectively. Cook and Stevenson (2009) expand 
the error model by introducing inference from 
different erroneous formation processes, according 
to the sample error distribution. Han and Baldwin 
(2011) use a classifier to detect ill-formed words, 
and generate correction candidates based on 
morphophonemic similarity. These models are 
effective on their experiments conducted, however, 
much works remain to be done to handle the 
diversity and dynamic of content and fast evolution 
of words used in social media and networking. 

As we notice that unlike spelling errors which 
are made mostly unintentionally by the writers, 
abbreviations or slangs found in chat messages are 
introduced intentionally by the senders most of the 
time. This leads us to suggest that if facilities are 
given to users to define their abbreviations, the 
dynamic of the social content and the fast 
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evolution of words could be well captured and 
managed by the user. In this way, the 
normalization model could be evolved together 
with the social media language and chat message 
could also be personalized for each user 
dynamically and interactively. 

3.2 Personalized Normalization Model 

We employ a simple but effective approach for 
chat normalization. We express normalization 
using a probabilistic model as below 
 

)|(maxarg csPs
s

best   

 
and define the probability using a linear 
combination of features  
 

),(exp)|(
1

cshcsP k

m

k
k



   

 

where ),( cshk are two feature functions namely  

the log probability )|( , iji csP of a short-form, ic , 

being normalized to a standard form, jis , ; and the 

language model log probability. k are weights of 

the feature functions.  
We define )|( , iji csP as a uniform distribution 

computed through a set of dictionary collected 
from corpus, SMS messages and Internet sources. 
A total of 11,119 entries are collected and each 
entry is assigned with an initial probability, 

||

1
)|( ,

i
ijis c

csP   , where || ic  is the number of 

ic entries defined in the dictionary. We adjust the 

probability manually for some entries that are very 
common and occur more than a certain threshold, 
t , in the NUS SMS corpus (How and Kan, 2005) 
with a higher weight-age, w . This model, together 
with the language model, forms our baseline 
system for chat normalization. 
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To enable personalized real-time management 

of user-defined abbreviations and short-forms, we 
define a personalized model )|( ,_ ijiiuser csP  for 

each user based on his/her dictionary profile. Each 
personalized model is loaded into the memory 
once the user activates the normalization option. 
Whenever there is a change in the entry, the entry’s 
probability will be re-distributed and updated 
based on the following model. This characterizes 
the AsiaSpik system which supports personalized 
and dynamic chat normalization. 
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 The feature weights in the normalization model 
are optimized by minimum error rate training 
(Och, 2003), which searches for weights 
maximizing the normalization accuracy using a 
small development set. We use standard state-of-
the-art open source tools, Moses (Koehn, 2007), to 
develop the system and the SRI language modeling 
toolkit (Stolcke,2003) to train a trigram language 
model on the English portion of the Europarl 
Corpus (Koehn, 2005). 

3.3 Experiments 

We conducted a small experiment using 134 chat 
messages sent by high school students. Out of 
these messages, 73 short-forms are uncommon and 
not found in our default dictionary. Most of these 
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short-forms are very irregular and hard to predict 
their standard forms using morphological and 
phonetic similarity. It is also hard to train a 
statistical model if training data is not available. 
We asked the students to define their personal 
abbreviations in the system and run through the 
system with and without the user dictionary. We 
asked them to give a score of 1 if the output is 
acceptable to them as proper English, otherwise a 0 
will be given. We compared the results using both 
the baseline model and the model implemented 
using the same training data as in Aw et al. (2006). 

Table 1 shows the number of accepted output 
between the two models. Both models show 
improvement with the use of user dictionary. It 
also shows that it is very critical to have similar 
training data for the targeted domain to have good 
normalization performance. A simple model helps 
if such training data is unavailable. Nevertheless, 
the use of a dictionary driven by the user is an 
alternative to improve the overall performance. 
One reason for the inability of both models to 
capture the variations fully is because many 
messages require some degree of rephrasing in 
addition to insertion and deletion to make it 
readable and acceptable. For example, the ideal 
output for “haiz, I wanna pontang school” is “Sigh, 
I do not feel like going to school”, which may not 
be just a normalization problem. 
 
Baseline 
Model 

Baseline  + 
User 
Dictionary 

Aw et al. 
(2006) 

Aw et al. 
(2006) + 
user 
Dictionary 

40 72 17 42 
Table 1. Number of Correct Normalization Output 
 

In the examples showed in Table 2, ‘din’ and 
‘dnr’ are normalized to ‘didn’t’ and ‘do not reply’ 
based on the entries captured in the default 
dictionary. With the extension of normalization 
hypotheses in the user dictionary, the system 
produces the correct expansion to ‘dinner’.  

 
 
 

 

Chat Message Chat Message 
normalized 
using the 
Default 
dictionary 

Chat Message 
normalized 
with the 
supplement of  
user dictionary 

buy din 4 
urself. 

Buy didn't for 
yourself. 

Buy dinner for 
yourself. 

dun cook dnr 4 
me 2nite 

Don't cook do 
not reply for me 
tonight 

Don't cook 
dinner for me 
tonight 

gtg bb ttyl ttfn Got to go bb ttyl 
ttfn 

Got to go bye 
talk to you later 
bye bye 

I dun feel lyk 
riting 

I don't feel lyk 
riting 

I don't feel like 
writing 

im gng hme 2 
mug 

I'm going hme 
two mug 

I'm going home 
to study 

msg me wh u 
rch 

Message me wh 
you rch 

Message me 
when you reach 

so sian I dun 
wanna do hw 
now 

So sian I don't 
want to do how 
now 

So bored I don't 
want to do 
homework now 

Table 2. Normalized chat messages 
AsiaSpik Multilingual Chat  
 

Figure 2 and Figure 3 show the personal lingo 
defined by two users. Note that expansions for 
“gtg” and “tgt” are defined differently and 
expanded differently for the two users.  ‘Me’ in the 
message box indicates the message typed by the 
user while ‘Expansion’ is the message expanded 
by the system.  

 
 

Figure 2. Short-forms defined and messages 
expanded for user 1 
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Figure 3. Short-forms defined and messages 

expanded for user 2 
 

 
Figure 4 shows the multilingual chat exchange 

between a Malay language user (Mahani) and an 
English user (Keith). The figure shows the 
messages are first expanded to the correct forms 
before translated to the recipient language. 
 

 
 
Figure 4. Conversion between a Malay user & an 

English user 

4 Conclusions 

AsiaSpik system provides an architecture for 
performing chat normalization for each user such 
that user can chat as usual and does not need to pay 
special attention to type in proper language when 
involving translation for multilingual chat. The 
system aims to overcome the limitations of 
normalizing social media content universally 
through a personalized normalization model. The 
proposed strategy makes user the active contributor 
in defining the chat language and enables the 
system to model the user chat language 
dynamically.  

The normalization approach is a simple 
probabilistic model making use of the 
normalization probability defined for each short-
form and the language model probability. The 
model can be further improved by fine-tuning the 
normalization probability and incorporate other 
feature functions. The baseline model can also be 
further improved with more sophisticated method 
without changing the architecture of the full 
system. 

AsiaSpik is a demonstration system. We would 
like to expand the normalization model to include 
more features and support other languages such as 
Malay and Chinese. We would also like to further 
enhance the system to convert the translated 
English chat messages back to the social media 
language as defined by the user. 
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Abstract 

This system demonstration paper presents 
IRIS (Informal Response Interactive Sys-
tem), a chat-oriented dialogue system based 
on the vector space model framework. The 
system belongs to the class of example-
based dialogue systems and builds its chat 
capabilities on a dual search strategy over a 
large collection of dialogue samples. Addi-
tional strategies allowing for system adap-
tation and learning implemented over the 
same vector model space framework are 
also described and discussed.    

1 Introduction 

Dialogue systems have been gaining popularity re-
cently as the demand for such kind of applications 
have increased in many different areas. Addition-
ally, recent advances in other related language 
technologies such as speech recognition, discourse 
analysis and natural language understanding have 
made possible for dialogue systems to find practi-
cal applications that are commercially exploitable 
(Pieraccini et al., 2009; Griol et al., 2010).   

From the application point of view, dialogue 
systems can be categorized into two major classes: 
task-oriented and chat-oriented. In the case of task-
oriented dialogue systems, the main objective of 
such a system is to help the user to complete a task, 
which typically includes booking transportation or 
accommodation services, requesting specific infor-
mation from a service facility, etc. (Busemann et 
al., 1997; Seneff and Polifroni, 2000; Stallard, 
2000). On the other hand, chat-oriented systems 

are not intended to help the user completing any 
specific task, but to provide a means for participa-
ting in a game, or just for chitchat or entertain-
ment. Typical examples of chat-oriented dialogue 
systems are the so called chat bots (Weizenbaum, 
1966; Ogura et al., 2003, Wallis, 2010).     

In this paper, we introduce IRIS (Informal Res-
ponse Interactive System), a chat-oriented dialogue 
system that is based on the vector space model 
framework (Salton et al., 1975; van Rijsbergen, 
2005). From the operational point of view, IRIS 
belongs to the category of example-based dialogue 
systems (Murao et al., 2003). Its dialogue strategy 
is supported by a large database of dialogues that is 
used to provide candidate responses to a given user 
input. The search for candidate responses is per-
formed by computing the cosine similarity metric 
into the vector space model representation, in 
which each utterance in the dialogue database is 
represented by a vector. 

Different from example-based question answer-
ing systems (Vicedo, 2002; Xue et al., 2008), IRIS 
uses a dual search strategy. In addition to the cur-
rent user input, which is compared with all existent 
utterances in the database, a vector representation 
of the current dialogue history is also compared 
with vector representations of full dialogues in the 
database. Such a dual search strategy allows for in-
corporating information about the dialogue context 
into the response selection process. 

The rest of the paper is structured as follows. 
Section 2 presents the architecture of IRIS as well 
as provides a general description of the dataset that 
has been used for its implementation. Section 3 
presents some illustrative examples of dialogues 
generated by IRIS, and Section 4 presents the main 
conclusions of this work. 
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2 The IRIS Implementation  

In this section we first provide a detailed descrip-
tion of the IRIS architecture along with the most 
relevant issues behind its implementation. Then, 
we describe the specific dialogue dataset that sup-
ports the IRIS implementation.  

2.1 Architecture 

As already mentioned, IRIS architecture is heavily 
based on a vector space model framework, which 
includes a standard similarity search module from 
vector-based information retrieval systems (Salton 
and McGill, 1983). However, it also implements 
some additional modules that provide the system 
with capabilities for automatic chatting.   

Figure 1 depicts a block diagram that illustrates 
the main modules in the IRIS architecture. As seen 
from the picture, the whole system comprises se-
ven processing modules and three repositories. 

    

 
 

Figure 1: General block diagram for IRIS 
         

The main operation of IRIS can be described as 
follows. When a new dialogue starts, the control of 
the dialogue is passed from the dialogue manage-
ment module to the initiation/ending module. This 
module implements a two-state dialogue strategy 

which main objectives are: first, to greet the user 
and self-introduce IRIS and, second, to collect the 
name of the user. This module uses a basic parsing 
algorithm that is responsible for extracting the 
user’s name from the provided input. The name is 
the first vocabulary term learned by IRIS, which is 
stored in the vocabulary learning repository. 

Once the dialogue initiation has been concluded 
the dialogue management system gains back the 
control of the dialogue and initializes the current 
history vector. Two types of vector initializations 
are possible here. If the user is already know by 
IRIS, it will load the last stored dialogue history 
for that user; otherwise, IRIS will randomly select 
one dialogue history vector from the dialogue data-
base. After this initialization, IRIS prompts the 
user for what he desires to do. From this moment, 
the example-based chat strategy starts.  

For each new input from the user, the dialogue 
management module makes a series of actions that, 
after a decision process, can lead to different types 
of responses. In the first action, the dynamic repla-
cement module searches for possible matches bet-
ween the terms within the vocabulary learning 
repository and the input string. In a new dialogue, 
the only two terms know by IRIS are its own name 
and the user name. If any of this two terms are 
identified, they are automatically replaced by the 
placeholders <self-name> and <other-name>, res-
pectively. 

In the case of a mature dialogue, when there are 
more terms into the vocabulary learning repository, 
every term matched in the input is replaced by its 
corresponding definition stored in the vocabulary 
learning database.  

Just after the dynamic replacement is conducted, 
tokenization and vectorization of the user input is 
carried out. During tokenization, an additional 
checking is conducted by the dialogue manager. It 
looks for any adaptation command that could be 
possibly inserted at the beginning of the user input. 
More details on adaptation commands will be 
given when describing the style/manner adaptation 
module. Immediately after tokenization, unknown 
vocabulary terms (OOVs) are identified. IRIS will 
consider as OOV any term that is not contained in 
either the dialogue or vocabulary learning data-
bases. In case an OOV is identified, a set of heuris-
tics (aiming at avoiding confusing misspellings 
with OOVs) are applied to decide whether IRIS 
should ask the user for the meaning of such a term. 
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If IRIS decides to ask for the meaning of the 
term, the control of the dialogue is passed to the 
vocabulary learning module which is responsible 
for collecting the meaning of the given term from 
the user or, alternatively, from an external source 
of information. Once the definition is collected and 
validated, it is stored along with the OOV term into 
the vocabulary learning repository. After comple-
ting a learning cycle, IRIS acknowledges the user 
about having “understood” the meaning of the term 
and control is passed back to the dialogue manage-
ment module, which waits for a new user input.  

If IRIS decides not to ask for the meaning of the 
OOV term, or if no OOV term has been identified, 
vectorization of the user input is completed by the 
vector similarity modules and similarity scores are 
computed for retrieving best matches from the 
dialogue database. Two different similarity scores 
are actually used by IRIS. The first score is applied 
at the utterance level. It computes the cosine 
similarities between the current user input vector 
and all single utterances stored in the database. 
This score is used for retrieving a large amount of 
candidate utterances from the dialogue database, 
generally between 50 and 100, depending on the 
absolute value of the associated scores. 

The second score is computed over history 
vectors. The current dialogue history, which is 
available from the current history repository, inclu-
des all utterances interchanged by the current user 
and IRIS. In other to facilitate possible topic chan-
ges along the dialogue evolution, a damping or 
“forgetting” factor is used for giving more impor-
tance to the most recent utterances in the dialogue 
history. A single vector representation is then com-
puted for the currently updated dialogue history 
after applying the damping factor. The cosine 
similarity between this vector and the vector repre-
sentations for each full dialogue stored in the dia-
logue database are computed and used along with 
the utterance-level score for generating a final rank 
of candidate utterances. A log-linear combination 
scheme is used for combining the two scores. The 
dialogue management module randomly selects 
one of the top ranked utterances and prompts back 
to the user the corresponding reply (from the dia-
logue database) to the wining utterance. 

Just immediately before prompting back the res-
ponse to the user, the dynamic replacement module 
performs an inverse operation for replacing the two 
placeholders <self-name> and <other-name>, in 

case they occur in the response, by their actual 
values. 

The final action taken by IRIS is related to the 
style/manner adaptation module. For this action to 
take place the user has to include one of three pos-
sible adaptations commands at the beginning of 
her/his new turn. The three adaptation commands 
recognized by IRIS are: ban (*), reinforce (+), and 
discourage (–). By using any of these three charac-
ters as the first character in the new turn, the user is 
requesting IRIS to modify the vector space repre-
sentation of the previous selected response as 
follows: 

 Ban (*): IRIS will mark its last response as a 
prohibited response and will not show such 
response ever again. 

 Reinforce (+): IRIS will pull the vector space 
representation of its last selected utterance 
towards the vector space representation of the 
previous user turn, so that the probability of 
generating the same response given a similar 
user input will be increased. 

 Discourage (–): IRIS will push the vector 
space representation of its last selected utter-
ance apart from the vector space represen-
tation of the previous user turn, so that the 
probability of generating the same response 
given a similar user input will be decreased. 

2.2 Dialogue Data Collection 

For the current implementation of IRIS, a subset of 
the Movie-DiC dialogue data collection has been 
used (Banchs, 2012). Movie-DiC is a dialogue 
corpus that has been extracted from movie scripts 
which are freely available at The Internet Movie 
Script Data Collection (http://www.imsdb.com/). 
In this subsection, we present a brief description on 
the specific data subset used for the implementa-
tion of IRIS, as well as we briefly review the 
process followed for collecting the data and ex-
tracting the dialogues. 

First of all, dialogues have to be identified and 
parsed from the collected html files. Three basic 
elements are extracted from the scripts: speakers, 
utterances and context. The speaker and utterance 
elements contain information about the characters 
who speak and what they said at each dialogue 
turn. On the other hand, context elements contain 
all the additional information (explanations and 
descriptions) appearing in the scripts. 
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The extracted dialogues are stored into a data 
structure such that the information about turn se-
quences within the dialogues and dialogue sequen-
ces within the scripts are preserved. 

Some post-processing is also necessary to filter 
out and/or repair the most common parsing errors 
occurring during the dialogue extraction phase. 
Some of these errors include: bad script formatting, 
same-speaker turn continuations, explanatory notes 
inserted within the turns, misspelling of names in 
the speaker headers, changes in the encoding for-
mat, etc. 

The final dialogue collection used in the IRIS 
implementation consists of dialogues from 153 
movie scripts, mainly belonging to the comedy, 
action and family genres. Table 1 summarizes the 
main statistics of the resulting dataset. 

 
Total number of movie scripts 153 
Total number of  dialogues 24,265 
Total number of  speaker turns 159,182 
Average amount of dialogues per movie 158.59 
Average amount of turns per dialogue 6.56 
Total number of running words 1,670,879
Overall vocabulary size 34,903 

 
Table 2: Main statistics of the movie dialogue 

dataset used in the IRIS implementation 
 

For each turn in the dialogue collection, a vector 
space model representation was constructed. For 
this, the standard bag-of-words weighting scheme 
known as TF-IDF was used (Spark, 1972; Salton 
and Buckley, 1988).  

Before performing the vectorization, word toke-
nization was conducted. In this step, all punctua-
tion marks were removed, with the exception of 
the question “?” and exclamation “!” marks. Simi-
larly, all other non-alphanumeric characters occur-
ring in the utterances were removed as well. Also 
during the tokenization phase, all self-references to 
current speaker names in the utterances were re-
placed by the <self-name> placeholder, as well as 
all references to the names of other speakers 
participating in the same dialogue were replaced 
by the <other-name> place-holder. 

Finally, a vector space model representation was 
also computed for each full dialogue in the collec-
tion. For this bag-of-words model at the dialogue 
level, both utterance and context information were 
taken into account. Again, the TF-IDF weighting 
scheme was used.  

3 Some Dialogue Examples 

In this section we show some real examples of 
interactions between IRIS and human users. First, 
we present some interesting examples of good per-
formance, as well as illustrate some of the learning 
capabilities of IRIS. Then, we present some of the 
common failures which identify specific points of 
attention for further improvements.  

3.1 Good Performance Examples 

Our first example illustrates the beginning of a 
typical chat session between IRIS and a new user. 
This example is depicted in Table 2.   
 

# Spkr. Turn 
1 IRIS Hi, I’m IRIS… What’s your name? 
2 USER Hi Iris, I am Peter 
3 IRIS Nice name Peter... What do you want to talk 

about? 
4 USER Sports? 
5 IRIS How come in all that time I was trying to get 

you a date, you never asked me out? 
6 USER ok, do you want to go for dinner tonight? 
7 IRIS Yes. 
8 USER What kind of food do you like? 
9 IRIS Anything but guts and mushrooms. 
10 USER Ok pick you up at seven! 
11 IRIS Ok. Pick me up at seven. 

 
Table 2: Beginning of a chat session between IRIS 

and a new user 
 
For the dialogue depicted in Table 2, turn num-

bers 1, 2 and 3 are processed by the dialogue intia-
tion/ending module. The example-based dialogue 
management strategy starts from turn 4 onwards. 
Notice that as far as this is a new user, not previous 
dialogue history exists, so in this case a random 
history vector has been selected and instead of 
focusing in the sports topic suggested by the user, 
IRIS “takes the initiative” of asking for a date.  

In our second example, which is presented in 
Table 3, we illustrate the beginning of a typical 
chat session between IRIS and a returning user. 
For this particular user, her last interaction with 
IRIS was about sports. 

Similar to the previous example, turn 1 is pro-
cessed by the dialogue intiation/ending module and 
the example-based dialogue management strategy 
starts from turn 2 onwards. In this particular case, 
IRIS is much more centered on the sports topic as 
this context information has been already provided 
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by the stored dialogue history of the previous chat 
session with this particular user. 
 

# Spkr. Turn 
1 IRIS Hey, Helen... welcome back! How are you 

doing? 
2 USER fine and you? 
3 IRIS Is there more? 
4 USER Yes, I finally went to that tennis match I told 

you the last time. 
5 IRIS The match! 
6 USER Yes, have you seen some sports recently? 
7 IRIS I hate sports. 

 
Table 3: Beginning of a chat session between IRIS 

and a returning user 
 

In our third example, which is presented in 
Table 4, we illustrate the learning of a new vocabu-
lary word by IRIS. In this example, when the un-
known term paella is detected, the control of the 
dialogue is passed to the vocabulary learning mo-
dule, which takes care of turns 7, 8, 9 and 10. 
 

# Spkr. Turn 
1 USER do you cook anything Iris? 
2 IRIS Eggs. 
3 USER ha ha ha! 
4 IRIS Ha-ha-ha! Ha-ha-ha! 
5 USER Can you cook anything else? 
6 IRIS Do you cook? 
7 USER Paella 
8 IRIS What the hell is that???? 
9 USER It is a Spanish food. Yellow rice with some 

seafood on it. 
10 IRIS Ok, I see... thanks! 
11 USER So, do you want some paella today? 
12 IRIS Well, it beats working in a seafood restaurant...

 
Table 4: Chat segment in which IRIS learns the 

new vocabulary term paella 
 

Notice that when the user asks IRIS about 
having some paella today, IRIS is already able to 
associate it with seafood as it was stated in the 
user’s provided definition. The process actually 
occurs as follows: after tokenization, but before 
vectorization of the user input in turn 11, the 
dynamic replacement module substitutes the term 
paella by its definition, which has been previously 
stored in the vocabulary learning repository when 
turn 9 was processed. The actual user input that is 
finally vectorized in turn 11 is the following one: 
so do you want some it is a spanish food yellow 

rice with some seafood on it today ?, which is the 
utterance used by IRIS to retrieve and select the 
response it provides in turn 12. 

3.2 Common Failure Examples 

In this subsection we focus our attention in the 
most common failures exhibited by IRIS. Some of 
these failures put in evidence specific points of 
attention that should be taken into account for 
further improvements of the system.    

Our first example illustrates the problem of IRIS 
lack of consistency in issues for which consistent 
answers are required. Two specific chat segments 
in which IRIS provides inconsistent responses are 
presented in Table 5.  
 

# Spkr. Turn 
1 USER how old are you Iris? 
2 IRIS I'm thirteen, how old are you? 
3 USER I am 40 
4 IRIS Only I did better... 40 crates a day. 
5 USER how old are you Iris? 
6 IRIS Ten.
# Spkr. Turn 
1 USER Yes, have you seen some sports recently? 
2 IRIS I hate sports. 
3 USER Really, what about soccer? 
4 IRIS I'd sooner watch soccer. 
5 USER what do you prefer soccer or football? 
6 IRIS Football is my life. 
 
Table 5: IRIS incapability to being consistent 
 
The first example presented in Table 5 constitu-

tes a serious consistency problem. In this case IRIS 
has reported two different ages in the same chat 
session. The second case, although not so serious 
as the previous one, also constitutes a consistency 
failure. In this case IRIS states Football is my life 
just two turns after saying I hate sports. 

Our second example, which is presented in Ta-
ble 6, illustrates a problem derived from the noise 
that is still present in the dataset.  
       

# Spkr. Turn 
1 IRIS You watching the ballgame? 
2 USER No 
3 IRIS Bianca stares at him for a moment. 
 

Table 6: Example of noise in the dialogue dataset 
 
In the particular example illustrated in Table 6, 

as seen from turn 3, a context element has been 
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mistakenly stored in the data collection as an 
utterance during the dataset preparation phase. 
Several problems similar to this one, which are 
related to noise in the database, have been detected 
already. To tackle this problem we need to refine 
the parsing and post-processing algorithms used 
during the dialogue dataset construction phase. 

4 Conclusions and Future Work  

In this paper, we have presented IRIS (Informal 
Response Interactive System), a chat-oriented dia-
logue system that is based on the vector space 
model framework. The system belongs to the class 
of example-based dialogue systems and builds its 
chat capabilities on a dual search strategy over a 
large collection of movie dialogues.  

Additional strategies allowing for system adap-
tation and learning have been also implemented 
over the same vector space model framework. 
More specifically, IRIS is capable of learning new 
vocabulary terms and semantically relating them to 
previous knowledge, as well as adapting its dia-
logue decisions to some stated user preferences.  

We have also described the main characteristics 
of the architecture of IRIS and the most important 
functions performed by each of its constituent 
modules. Finally, we have provided some exam-
ples of good chat performance and some examples 
of the common failures exhibited by IRIS.  

As future work, we intend to improve IRIS per-
formance by addressing some of the already identi-
fied common failures. Similarly, we intend to aug-
ment IRIS chatting capabilities by extending the 
size of the current dialogue database and integra-
ting a strategy for group chatting. 
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Abstract 

To facilitate the creation and usage of custom 
SMT systems we have created a cloud-based 
platform for do-it-yourself MT. The platform is 
developed in the EU collaboration project 
LetsMT!. This system demonstration paper 
presents the motivation in developing the 
LetsMT! platform, its main features, 
architecture, and an evaluation in a practical use 
case. 

1 Introduction 

Current mass-market and online MT systems are of 
a general nature and perform poorly for smaller 
languages and domain specific texts. The 
European Union ICT-PSP Programme project 
LetsMT! develops a user-driven MT “factory in 
the cloud” enabling web users to get customised 
MT that better fits their needs. Harnessing the huge 
potential of the web together with open statistical 
machine translation (SMT) technologies, LetsMT! 
has created an online collaborative platform for 
data sharing and MT building.  

The goal of the LetsMT! project is to facilitate 
the use of open source SMT tools and to involve 
users in the collection of training data. The 
LetsMT! project extends the use of existing state-
of-the-art SMT methods by providing them as 
cloud-based services. An easy-to-use web interface 
empowers users to participate in data collection 
and MT customisation to increase the quality, 
domain coverage, and usage of MT.  

The LetsMT! project partners are companies 
TILDE (coordinator), Moravia, and SemLab, and 

the Universities of Edinburgh, Zagreb, 
Copenhagen, and Uppsala. 

2 LetsMT! Key Features 

The LetsMT! platform 1  (Vasiļjevs et al., 2011) 
gathers public and user-provided MT training data 
and enables generation of multiple MT systems by 
combining and prioritising this data. Users can 
upload their parallel corpora to an online 
repository and generate user-tailored SMT systems 
based on data selected by the user.  

Authenticated users with appropriate 
permissions can also store private corpora that can 
be seen and used only by this user (or a designated 
user group). All data uploaded into the LetsMT! 
repository is kept in internal format, and only its 
metadata is provided to the user. Data cannot be 
downloaded or accessed for reading by any means. 
The uploaded data can only be used for SMT 
training. In such a way, we encourage institutions 
and individuals to contribute their data to be 
publicly used for SMT training, even if they are 
not willing to share the content of the data. 

A user creates SMT system definition by 
specifying a few basic parameters like system 
name, source/target languages, domain, and 
choosing corpora (parallel for translation models or 
monolingual for language models) to use for the 
particular system. Tuning and evaluation data can 
be automatically extracted from the training 
corpora or specified by the user. The access level 
of the system can also be specified - whether it will 
be public or accessible only to the particular user  
or user group. 
                                                           
1 http://letsmt.com 
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When the system is specified, the user can begin 
training it. Progress of the training can be 
monitored on the dynamic training chart (Figure 1). 
It provides a detailed visualisation of the training 
process showing (i) steps queued for execution of a 
particular training task, (ii) current execution status 
of active training steps, and (iii) steps where any 
errors have occurred. The training chart remains 
available after the training to facilitate analysis of 
the performed trainings. The last step of the 
training task is automatic evaluation using BLEU, 
NIST, TER, and METEOR scores. 

A successfully trained SMT system can be 
started and used for translation in several ways: 

 on the translation webpage of LetsMT! for 
testing and short translations; 

 using LetsMT! plug-ins in computer-
assisted translation (CAT) tools for 
professional translation;  

 integrating the LetsMT! widget for web-
site translation;  

 using LetsMT! plug-ins for IE and FireFox 
to integrate translation into the browsers; 

 using LetsMT! API for MT integration into 
different applications.  

LetsMT! allows for several system instances to 
run simultaneously to speed up translation and 
balance the workload from numerous translation 
requests. 

LetsMT! user authentication and authorisation 
mechanisms control access rights to private 

training data, trained models 
and SMT systems, per-
missions to initiate and 
manage training tasks, run 
trained systems, and access 
LetsMT! services through 
external APIs. 

The LetsMT! platform is 
populated with initial SMT 
training data collected and 
prepared by the project 
partners. It currently contains 
more than 730 million 
parallel sentences in almost 
50 languages. In the first 4 
months since launching the 
invitation only beta version 
of the platform, 82 SMT 
systems have been 
successfully trained. 

3 SMT Training and Decoding Facilities 

The SMT training and decoding facilities of 
LetsMT! are based on the open source toolkit 
Moses. One of the important achievements of the 
project is the adaptation of the Moses toolkit to fit 
into the rapid training, updating, and interactive 
access environment of the LetsMT! platform. 

The Moses SMT toolkit (Koehn et al., 2007) 
provides a complete statistical translation system 
distributed under the LGPL license. Moses 
includes all of the components needed to pre-
process data and to train language and translation 
models. Moses is widely used in the research 
community and has also reached the commercial 
sector. While the use of the software is not closely 
monitored, Moses is known to be in commercial 
use by companies such as Systran (Dugast et al., 
2009), Asia Online, Autodesk (Plitt and Masselot, 
2010), Matrixware2, Adobe, Pangeanic, Logrus3, 
and Applied Language Solutions (Way et al., 
2011). 

The SMT training pipeline implemented in 
Moses involves a number of steps that each require 
a separate program to run. In the framework of 

                                                           
2 Machine Translation at Matrixware: http://ir-facility.net/ 
downloads/mxw_factsheet_smt_200910.pdf 
3 TDA Members doing business with Moses: 
http://www.tausdata.org/blog/2010/10/doing-business-with-
moses-open-source-translation/ 

Figure 1. Training chart providing dynamic representation of training steps. 
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LetsMT!, this process is streamlined and made 
automatically configurable given a set of user-
specified variables (training corpora, language 
model data, tuning sets). SMT training is 
automated using the Moses experiment mana-
gement system (Koehn, 2010). Other impro-
vements of Moses, implemented by the University 
of Edinburgh as part of LetsMT! project, are: 

 the incremental training of SMT models 
(Levenberg et al., 2010); 

 randomised language models (Levenberg 
et al., 2009); 

 a server mode version of the Moses 
decoder and multithreaded decoding; 

 multiple translation models; 
 distributed language models (Brants et al., 

2007).  
Many improvements in the Moses experiment 
management system were implemented to speed up 
SMT system training and to use the full potential 
of the HPC cluster. We revised and improved 
Moses training routines (i) by finding tasks that are 
executed sequentially but can be executed in 
parallel and (ii) by splitting big training tasks into 
smaller ones and executing them in parallel. 

4 Multitier Architecture 

The LetsMT! system has a multitier architecture 
(Figure 2). It has (i) an interface layer implemen-
ting the user interface and APIs with external 
systems, (ii) an application logic layer for the 
system logic, (iii) a data storage layer consisting of 
file and database storage, and (iv) a high 
performance computing (HPC) cluster. The 
LetsMT! system performs various time and 
resource consuming tasks; these tasks are defined 
by the application logic and data storage and are 
sent to the HPC cluster for execution. 

The Interface layer provides interfaces between 
the LetsMT! system and external users. The system 
has both human and machine users. Human users 
can access the system through web browsers by 
using the LetsMT! web page interface. External 
systems such as Computer Aided Translation 
(CAT) tools and web browser plug-ins can access 
the LetsMT! system through a public API. The 
public API is available through both REST/JSON 
and SOAP protocol web services. An HTTPS 
protocol is used to ensure secure user 
authentication and secure data transfer. 

The application logic layer contains a set of 
modules responsible for the main functionality and 
logic of the system. It receives queries and 
commands from the interface layer and prepares 
answers or performs tasks using data storage and 
the HPC cluster. This layer contains several 
modules such as the Resource Repository Adapter, 
the User Manager, the SMT Training Manager, etc. 
The interface layer accesses the application logic 
layer through the REST/JSON and SOAP protocol 
web services. The same protocols are used for 
communication between modules in the 
application logic layer.  

Figure 2. The LetsMT! system architecture 
The data is stored in one central Resource 

Repository (RR). As training data may change (for 
example, grow), the RR is based on a version-
controlled file system (currently we use SVN as 
the backend system). A key-value store is used to 
keep metadata and statistics about training data and 
trained SMT systems. Modules from the 
application logic layer and HPC cluster access RR 
through a REST-based web service interface.  

A High Performance Computing Cluster is used 
to execute many different computationally heavy 
data processing tasks – SMT training and running, 
corpora processing and converting, etc. Modules 
from the application logic and data storage layers 
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create jobs and send them to the HPC cluster for 
execution. The HPC cluster is responsible for 
accepting, scheduling, dispatching, and managing 
remote and distributed execution of large numbers 
of standalone, parallel, or interactive jobs. It also 
manages and schedules the allocation of distributed 
resources such as processors, memory, and disk 
space. The LetsMT! HPC cluster is based on the 
Oracle Grid Engine (SGE). 

The hardware infrastructure of the LetsMT! 
platform is heterogeneous. The majority of 
services run on Linux platforms (Moses, RR, data 
processing tools, etc.). The Web server and 
application logic services run on a Microsoft 
Windows platform.  

The system hardware architecture is designed to 
be highly scalable. The LetsMT! platform contains 
several machines with both continuous and on-
demand availability: 

 Continuous availability machines are used 
to run the core frontend and backend 
services and the HPC grid master to 
guarantee stable system functioning; 

 On-demand availability machines are used 
(i) to scale up the system by adding more 
computing power to training, translation, 
and data import services (HPC cluster 
nodes) and (ii) to increase  performance of 
frontend and backend server instances. 

To ensure scalability of the system, the whole 
LetsMT! system including the HPC cluster is 
hosted by Amazon Web Services infrastructure, 
which provides easy access to on-demand 
computing and storage resources. 

5 Data Storage and Processing Facilities 

As a data sharing and MT platform, the LetsMT! 
system has to store and process large amounts of 
SMT training data (parallel and monolingual 
corpora) as well as trained models of SMT 
systems. The Resource Repository (RR) software 
is fully integrated into the LetsMT! Platform and 
provides the following major components: 

 Scalable data storage based on version-
controlled file systems; 

 A flexible key-value store for metadata; 
 Access-control mechanisms defining three 

levels of permission (private data, public 
data, shared data); 

 Data import modules that include tools for 
data validation, conversion and automatic 
sentence alignment for a variety of popular 
document formats. 

The general architecture of the Resource 
Repository is illustrated in Figure 3. It is 
implemented in terms of a modular package that 
can easily be installed in a distributed environment. 
RR services are provided via Web API’s and 
secure HTTP requests. Data storage can be 
distributed over several servers as is illustrated in 
Figure 3. Storage servers communicate with the 
central database server that manages all metadata 
records attached to resources in the RR. Data 
resources are organised in slots that correspond to 
file systems with user-specific branches. Currently, 
the RR package implements two storage backends: 
a plain file system and a version-controlled file 
system based on subversion (SVN). The latter is 
the default mode, which has several advantages 
over non-revisioned data storage. Revision control 
systems are designed to handle dynamically 
growing collections of mainly textual data in a 
multi-user environment. Furthermore, they keep 
track of modifications and file histories to make it 
possible to backtrack to prior revisions. This can 
be a strong advantage, especially in cases of shared 
data access. Another interesting feature is the 
possibility to create cheap copies of entire 
branches that can be used to enable data 
modifications by other users without 
compromising data integrity for others. Finally, 
SVN also naturally stores data in a compressed 
format, which is useful for large-scale document 
collections. In general, the RR implementation is 
modular, other storage backends may be added 
later, and each individual slot can use its own 
backend type. 

Another important feature of the RR is the 
support of a flexible database for metadata. We 
decided to integrate a modern key-value store into 
the platform in order to allow a maximum of 
flexibility. In contrast to traditional relational 
databases, key-value stores allow the storage of 
arbitrary data sets based on pairs of keys and 
values without being restricted to a pre-defined 
schema or a fixed data model. Our implementation 
relies on TokyoCabinet4, a modern implementation 
of schema-less databases that supports all of our 

                                                           
4 https://fallabs/tokyocabinet 
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requirements in terms of flexibility and efficiency. 
In particular, we use the table mode of 
TokyoCabinet that supports storage of arbitrary 
data records connected to a single key in the 
database. We use resource URL’s in our repository 
to define unique keys in the database, and data 
records attached to these keys may include any 
number of key-value pairs. In this way, we can add 
any kind of information to each addressable 
resource in the RR. The software also supports 
keys with unordered lists of values, which is useful 
for metadata such as languages (in a data 
collection) and for many other purposes. 
Moreover, TokyoCabinet provides powerful query 
language and software bindings for the most 
common programming languages. It can be run in 
client-server mode, which ensures robustness in a 
multi-user environment and natively supports data 
replication. Using TokyoCabinet as our backend, 
we implemented a key-value store for metadata in 
the RR that can easily be extended and queried 
from the frontend of the LetsMT! Platform via 
dedicated web-service calls. 

Yet another important feature of the RR is the 
collection of import modules that take care of 
validation and conversion of user-provided SMT 
training material. Our main goal was to make the 
creation of appropriate data resources as painless 
as possible. Therefore, we included support for the 
most common data formats to be imported into 
LetsMT!. Pre-aligned parallel data can be uploaded 
in TMX, XLIFF, and Moses formats. Monolingual 
data can be provided in plain text, PDF, and MS 
Word formats. We also support the upload of 
compressed archives in zip and tar format. In the 

future, other formats 
can easily be 
integrated in our 
modular implemen-
tation. 

Validation of such 
a variety of formats is 
important. Therefore 
among others, we 
included XML/DTD 
validation, text en-
coding detection soft-
ware, and language 
identification tools 
with pre-trained mo-
dels for over 60 lan-
guages. 

Furthermore, our system also includes tools for 
automatic sentence alignment. Import processes 
automatically align translated documents with each 
other using standard length-based sentence 
alignment methods (Gale and Church, 1993; Varga 
et al., 2005). 

Finally, we also integrated a general batch-
queuing system (SGE) to run off-line processes 
such as import jobs. In this way, we further 
increase the scalability of the system by taking the 
load off repository servers. Data uploads 
automatically trigger appropriate import jobs that 
will be queued on the grid engine using a dedicated 
job web-service API. 

6 Evaluation for Usage in Localisation 

One of the usage scenarios particularly targeted by 
the project is application in the localisation and 
translation industry. Localisation companies 
usually have collected significant amounts of 
parallel data in the form of translation memories. 
They are interested in using this data to create 
customised MT engines that can increase 
productivity of translators. Productivity is usually 
measured as an average number of words 
translated per hour. For this use case, LetsMT! has 
developed plug-ins for integration into CAT tools. 
In addition to translation candidates from 
translation memories, translators receive 
translation suggestions provided by the selected 
MT engine running on LetsMT!. 

As part of the system evaluation, project partner 
Moravia used the LetsMT! platform to train and 

 
Figure 3. Resource repository overview 
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evaluate SMT systems for Polish and Czech. An 
English-Czech engine was trained on 0.9M parallel 
sentences coming from Moravia translation 
memories in the IT and tech domain part of the 
Czech National Corpus. The resulting system 
increased translator productivity by 25.1%. An 
English-Polish system was trained on 1.5M 
parallel sentences from Moravia production data in 
the IT domain. Using this system, translator 
productivity increased by 28.5%. 

For evaluation of English-Latvian translation, 
TILDE created a MT system using a significantly 
larger corpus of 5.37M parallel sentence pairs, 
including 1.29M pairs in the IT domain. 
Additional tweaking was made by manually 
adding a factored model over disambiguated 
morphological tags. The resulting system 
increased translator productivity by 32.9% 
(Skadiņš et al., 2011). 

7 Conclusions 

The results described in this paper show that the 
LetsMT! project is on track to fulfill its goal to 
democratise the creation and usage of custom SMT 
systems. LetsMT! demonstrates that the open 
source SMT toolkit Moses is reaching maturity to 
serve as a base for large scale and heavy use 
production purposes. The architecture of the 
platform and Resource Repository enables 
scalability of the system and very large amounts of 
data to be handled in a variety of formats. 
Evaluation shows a strong increase in translation 
productivity by using LetsMT! systems in IT 
localisation. 
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Abstract

We demonstrate a web-based environment for

development and testing of different pedes-

trian route instruction-giving systems. The

environment contains a City Model, a TTS

interface, a game-world, and a user GUI in-

cluding a simulated street-view. We describe

the environment and components, the metrics

that can be used for the evaluation of pedes-

trian route instruction-giving systems, and the

shared challenge which is being organised us-

ing this environment.

1 Introduction

Generating navigation instructions in the real world

for pedestrians is an interesting research problem

for researchers in both computational linguistics

and geo-informatics (Dale et al., 2003; Richter and

Duckham, 2008). These systems generate verbal

route directions for users to go from A to B, and

techniques range from giving ‘a priori’ route direc-

tions (i.e. all route information in a single turn) and

incremental ‘in-situ’ instructions, to full interactive

dialogue systems (see section 4). One of the major

problems in developing such systems is in evaluat-

ing them with real users in the real world. Such eval-

uations are expensive, time consuming and painstak-

ing to organise, and are carried out not just at the end

of the project but also during the development cycle.

Consequently, there is a need for a common platform

to effectively compare the performances of verbal

navigation systems developed by different teams us-

ing a variety of techniques (e.g. a priori vs. in-situ

or rule-based vs. machine learning).

This demonstration system brings together exist-

ing online data resources and software toolkits to

create a low-cost framework for evaluation of pedes-

trian route instruction systems. We have built a

web-based environment containing a simulated real

world in which users can simulate walking on the

streets of real cities whilst interacting with differ-

ent navigation systems. This evaluation framework

will be used in the near future to evaluate a series of

instruction-giving dialogue systems.

2 Related work

The GIVE challenge developed a 3D virtual in-

door environment for development and evaluation

of indoor pedestrian navigation instruction systems

(Koller et al., 2007; Byron et al., 2007). In this

framework, users can walk through a building with

rooms and corridors, similar to a first-person shooter

game. The user is instructed by a navigation sys-

tem that generates route instructions. The basic idea

was to have several such navigation systems hosted

on the GIVE server and evaluate them in the same

game worlds, with a number of users over the in-

ternet. Conceptually our work is very similar to the

GIVE framework, but its objective is to evaluate sys-

tems that instruct pedestrian users in the real world.

The GIVE framework has been successfully used for

comparative evaluation of several systems generat-

ing instructions in virtual indoor environments.

Another system, “Virtual Navigator”, is a simu-

lated 3D environment that simulates the real world

for training blind and visually impaired people to

learn often-used routes and develop basic naviga-

tion skills (McGookin et al., 2010). The framework
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uses haptic force-feedback and spatialised auditory

feedback to simulate the interaction between users

and the environment they are in. The users simulate

walking by using arrow keys on a keyboard and by

using a device that works as a 3D mouse to simulate

a virtual white cane. Auditory clues are provided

to the cane user to indicate for example the differ-

ence between rush hour and a quiet evening in the

environment. While this simulated environment fo-

cusses on the providing the right kind of tactile and

auditory feedback to its users, we focus on provid-

ing a simulated environment where people can look

at landmarks and navigate based on spatial and vi-

sual instructions provided to them.

User simulation modules are usually developed

to train and test reinforcement learning based in-

teractive spoken dialogue systems (Janarthanam and

Lemon, 2009; Georgila et al., 2006; Schatzmann et

al., 2006). These agents replace real users in interac-

tion with dialogue systems. However, these models

simulate the users’ behaviours in addition to the en-

vironment in which they operate. Users’ dialogue

and physical behaviour are dependent on a number

of factors such as a user’s preferences, goals, knowl-

edge of the environment, environmental constraints,

etc. Simulating a user’s behaviour realistically based

on many such features requires large amounts of

data. In contrast to this approach, we propose a sys-

tem where only the spatial and visual environment is

simulated.

See section 4 for a discussion of different pedes-

trian navigation systems.

3 Architecture

The evaluation framework architecture is shown in

figure 1. The server side consists of a broker module,

navigation system, gameworld server, TTS engine,

and a city model. On the user’s side is a web-based

client that consists of the simulated real-world and

the interaction panel.

3.1 Game-world module

Walking aimlessly in the simulated real world can be

a boring task. Therefore, instead of giving web users

navigation tasks from A to B, we embed navigation

tasks in a game-world overlaid on top of the simu-

lated real world. We developed a “treasure hunting”

game which consists of users solving several pieces

of a puzzle to discover the location of the treasure

chest. In order to solve the puzzle, they interact with

game characters (e.g. a pirate) to obtain clues as to

where the next clue is. This sets the user a number of

navigation tasks to acquire the next clues until they

find the treasure. In order to keep the game interest-

ing, the user’s energy depletes as time goes on and

they therefore have limited time to find the treasure.

Finally, the user’s performance is scored to encour-

age users to return. The game characters and enti-

ties like keys, chests, etc. are laid out on real streets

making it easy to develop a game without develop-

ing a game-world. New game-worlds can be easily

scripted using Javascript, where the location (lati-

tude and longitude) and behaviour of the game char-

acters are defined. The game-world module serves

game-world specifications to the web-based client.

3.2 Broker

The broker module is a web server that connects the

web clients to their corresponding different naviga-

tion systems. This module ensures that the frame-

work works for multiple users. Navigation systems

are instantiated and assigned to new users when they

first connect to the broker. Subsequent messages

from the users will be routed to the assigned navi-

gation system. The broker communicates with the

navigation systems via a communication platform

thereby ensuring that different navigation systems

developed using different languages (such as C++,

Java, Python, etc) are supported.

3.3 Navigation system

The navigation system is the central component of

this architecture, which provides the user instruc-

tions to reach their destinations. Each navigation

system is run as a server remotely. When a user’s

client connects to the server, it instantiates a navi-

gation system object and assigns it to the user ex-

clusively. Every user is identified using a unique id

(UUID), which is used to map the user to his/her re-

spective navigation system. The navigation system

is introduced in the game scenario as a buddy sys-

tem that will help the user in his objective: find the

treasure. The web client sends the user’s location to

the system periodically (every few seconds).
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Figure 1: Evaluation framework architecture

3.4 TTS engine

Alongside the navigation system we use the Cere-

proc text-to-speech engine that converts the utter-

ances of the system into speech. The URL of the

audio file is then sent to the client’s browser which

then uses the audio plugin to play the synthesized

speech to the user. The TTS engine need not be used

if the output modality of the system is just text.

3.5 City Model

The navigation system is supported by a database

called the City Model. The City Model is a GIS

database containing a variety of data required to sup-

port navigation tasks. It has been derived from an

open-source data source called OpenStreetMaps1. It

consists of the following:

• Street network data: the street network data

consists of nodes and ways representing junc-

tions and streets.

• Amenities: such as ATMs, public toilets, etc.

• Landmarks: other structures that can serve as

landmarks. E.g. churches, restaurants, etc.

The amenities and landmarks are represented as

nodes (with latitude and longitude information). The

City Model interface API consists of a number of

1www.openstreetmaps.org

subroutines to access the required information such

as the nearest amenity, distance or route from A to B,

etc. These subroutines provide the interface between

the navigation systems and the database.

3.6 Web-based client

The web-based client is a JavaScript/HTML pro-

gram running on the user’s web browser software

(e.g. Google Chrome). A snapshot of the webclient

is shown in figure 2. It has two parts: the streetview

panel and the interaction panel.

Streetview panel: the streetview panel presents a

simulated real world visually to the user. When

the page loads, a Google Streetview client (Google

Maps API) is created with an initial user coordinate.

Google Streetview is a web service that renders a

panoramic view of real streets in major cities around

the world. This client allows the web user to get a

panoramic view of the streets around the user’s vir-

tual location. A gameworld received from the server

is overlaid on the simulated real world. The user can

walk around and interact with game characters using

the arrow keys on his keyboard or the mouse. As the

user walks around, his location (stored in the form

of latitude and longitude coordinates) gets updated

locally. Streetview also returns the user’s point of

view (0-360 degrees), which is also stored locally.

Interaction panel: the web-client also includes an
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interaction panel that lets the user interact with his

buddy navigation system. In addition to user lo-

cation information, users can also interact with the

navigation system using textual utterances or their

equivalents. We provide users with two types of in-

teraction panel: a GUI panel and a text panel. In the

GUI panel, there are GUI objects such as buttons,

drop-down lists, etc. which can be used to construct

requests and responses to the system. By clicking

the buttons, users can send abstract semantic repre-

sentations (dialogue actions) that are equivalent to

their textual utterances. For example, the user can

request a route to a destination by selecting the street

name from a drop down list and click on the Send

button. Similarly, users can click on ‘Yes’, ‘No’,

‘OK’, etc. buttons to respond to the system’s ques-

tions and instructions. In the text panel, on the other

hand, users are free to type any request or response

they want. Of course, both types of inputs are parsed

by the navigation system. We also plan to add an ad-

ditional input channel that can stream user speech to

the navigation system in the future.

4 Candidate Navigation Systems

This framework can be used to evaluate a variety

of navigation systems. Route navigation has been

an interesting research topic for researchers in both

geoinformatics and computational linguistics alike.

Several navigation prototype systems have been de-

veloped over the years. Although there are several

systems that do not use language as a means of com-

munication for navigation tasks (instead using geo-

tagged photographs (Beeharee and Steed, 2006; Hi-

ley et al., 2008), haptics (Bosman et al., 2003), mu-

sic (Holland et al., 2002; Jones et al., 2008), etc), we

focus on systems that generate instructions in natu-

ral language. Therefore, our framework does not in-

clude systems that generate routes on 2D/3D maps

as navigation aids.

Systems that generate text/speech can be further

classified as follows:

• ‘A priori’ systems: these systems generate

route instructions prior to the users touring the

route. These systems describe the entire route

before the user starts navigating. Several web

services exist that generate such lists of step-

by-step instructions (e.g. Google/Bing direc-

tions).

• ‘In-situ’ or incremental route instruction sys-

tems: these systems generate route instructions

incrementally along the route. e.g. CORAL

(Dale et al., 2003). They keep track of the

user’s location and issue the next instruction

when the user reaches the next node on the

planned route. The next instruction tells the

user how to reach the new next node. Some

systems do not keep track of the user, but re-

quire the user to request the next instruction

when they reach the next node.

• Interactive navigation systems: these systems

are both incremental and interactive. e.g.

DeepMap (Malaka and Zipf, 2000). These

systems keep track of the user’s location and

proactively generate instructions based on user

proximity to the next node. In addition, they

can interact with users by asking them ques-

tions about entities in their viewshed. For ex-

ample “Can you see a tower at about 100 feet

away?”. Questions like these will let the system

assess the user’s location and thereby adapt its

instruction to the situated context.

5 Evaluation metrics

Navigation systems can be evaluated using two

kinds of metrics using this framework. Objective

metrics such as time taken by the user to finish

each navigation task and the game, distance trav-

elled, number of wrong turns, etc. can be directly

measured from the environment. Subjective met-

rics based on each user’s ratings of different features

of the system can be obtained through user satisfac-

tion questionnaires. In our framework, users are re-

quested to fill in a questionnaire at the end of the

game. The questionnaire consists of questions about

the game, the buddy, and the user himself, for exam-

ple:

• Was the game engaging?

• Would you play it again (i.e. another similar

gameworld)?

• Did your buddy help you enough?
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Figure 2: Snapshot of the web client

• Were the buddy instructions easy to under-

stand?

• Were the buddy instructions ever wrong or mis-

placed?

• If you had the chance, will you choose the same

buddy in the next game?

• How well did you know the neighbourhood of

the gameworld before the game?

6 Evaluation scenarios

We aim to evaluate navigation systems under a vari-

ety of scenarios.

• Uncertain GPS: GPS positioning available in

smartphones is erroneous (Zandbergen and

Barbeau, 2011). Therefore, one scenario for

evaluation would be to test how robustly nav-

igation systems handle erroneous GPS signals

from the user’s end.

• Output modalities: the output of navigation

systems can be presented in two modalities:

text and speech. While speech may enable a

hands-free eyes-free navigation, text displayed

on navigation aids like smartphones may in-

crease cognitive load. We therefore believe it

will be interesting to evaluate the systems in

both conditions and compare the results.

• Noise in user speech: for systems that take

as input user speech, it is important to handle

noise in such a channel. Noise due to wind and

traffic is most common in pedestrian scenarios.

Scenarios with different levels of noise settings

can be evaluated.

• Adaptation to users: returning users may have

learned the layout of the game world. An inter-

esting scenario is to examine how navigation

systems adapt to user’s increasing spatial and

visual knowledge.

Errors in GPS positioning of the user and noise

in user speech can be simulated at the server end,

thereby creating a range of challenging scenarios to

evaluate the robustness of the systems.

7 The Shared Challenge

We plan to organise a shared challenge for outdoor

pedestrian route instruction generation, in which a

variety of systems can be evaluated. Participating

research teams will be able to use our interfaces

and modules to develop navigation systems. Each

team will be provided with a development toolkit
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and documentation to setup the framework in their

local premises for development purposes. Devel-

oped systems will be hosted on our challenge server

and a web based evaluation will be organised in con-

sultation with the research community (Janarthanam

and Lemon, 2011).

8 Demonstration system

At the demonstration, we will present the evaluation

framework along with a demo navigation dialogue

system. The web-based client will run on a laptop

using a high-speed broadband connection. The nav-

igation system and other server modules will run on

a remote server.
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Abstract 

In this paper, we propose a web-based 
bilingual concordancer, DOMCAT 1 , for 
domain-specific computer assisted 
translation. Given a multi-word expression 
as a query, the system involves retrieving 
sentence pairs from a bilingual corpus, 
identifying translation equivalents of the 
query in the sentence pairs (translation 
spotting) and ranking the retrieved sentence 
pairs according to the relevance between 
the query and the translation equivalents. 
To provide high-precision translation 
spotting for domain-specific translation 
tasks, we exploited a normalized 
correlation method to spot the translation 
equivalents. To ranking the retrieved 
sentence pairs, we propose a correlation 
function modified from the Dice coefficient 
for assessing the correlation between the 
query and the translation equivalents. The 
performances of the translation spotting 
module and the ranking module are 
evaluated in terms of precision-recall 
measures and coverage rate respectively. 

1 Introduction 

A bilingual concordancer is a tool that can retrieve 
aligned sentence pairs in a parallel corpus whose 
source sentences contain the query and the 
translation equivalents of the query are identified 
in the target sentences. It helps not only on finding 
translation equivalents of the query but also 
presenting various contexts of occurrence. As a 
result, it is extremely useful for bilingual 
                                                           
1 http://ckip.iis.sinica.edu.tw/DOMCAT/ 

lexicographers, human translators and second 
language learners (Bowker and Barlow 2004; 
Bourdaillet et al., 2010; Gao 2011).  

Identifying the translation equivalents, 
translation spotting, is the most challenging part of 
a bilingual concordancer. Recently, most of the 
existing bilingual concordancers spot translation 
equivalents in terms of word alignment-based 
method. (Jian et al., 2004; Callison-Burch et al., 
2005; Bourdaillet et al., 2010). However, word 
alignment-based translation spotting has some 
drawbacks. First, aligning a rare (low frequency) 
term may encounter the garbage collection effect 
(Moore, 2004; Liang et al., 2006) that cause the 
term to align to many unrelated words. Second, the 
statistical word alignment model is not good at 
many-to-many alignment due to the fact that 
translation equivalents are not always correlated in 
lexical level. Unfortunately, the above effects will 
be intensified in a domain-specific concordancer 
because the queries are usually domain-specific 
terms, which are mostly multi-word low-frequency 
terms and semantically non-compositional terms. 

Wu et al. (2003) employed a statistical 
association criterion to spot translation equivalents 
in their bilingual concordancer. The association-
based criterion can avoid the above mentioned 
effects. However, it has other drawbacks in 
translation spotting task. First, it will encounter the 
contextual effect that causes the system incorrectly 
spot the translations of the strongly collocated 
context. Second, the association-based translation 
spotting tends to spot the common subsequence of 
a set of similar translations instead of the full 
translations. Figure 1 illustrates an example of 
contextual effect, in which ‘Fan K'uan’ is 
incorrectly spotted as part of the translation of the 
query term ‘ 谿 山 行 旅 圖 ’ (Travelers Among 
Mountains and Streams), which is the name of the 
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painting painted by ‘Fan K'uan/范寬 ’ since the 
painter’s name is strongly collocated with the 
name of the painting. 

 
Sung , Travelers Among Mountains and Streams , Fan 
K'uan 
宋谿山行旅圖范寬 

Figure 1. ‘Fan K'uan’ may be incorrectly spotted as 
part of the translation of ‘谿山行旅圖’, if pure 
association method is applied. 
 
Figure 2 illustrates an example of common 
subsequence effect, in which ‘清明上河圖’ (the 
River During the Qingming Festival/ Up the River 
During Qingming) has two similar translations as 
quoted, but the Dice coefficient tends to spot the 
common subsequences of the translations. 
(Function words are ignored in our translation 
spotting.) 
 
Expo 2010 Shanghai-Treasures of Chinese Art Along 
the River During the Qingming Festival 
2010 上海世博會華夏百寶篇清院本清明上河圖 

Oversized Hanging Scrolls and Handscrolls Up the 
River During Qingming 
巨幅名畫清沈源清明上河圖 

Figure 2. The Dice coefficient tends to spot the common 
subsequences ‘River During Qingming’. 

Bai et al. (2009) proposed a normalized 
frequency criterion to extract translation 
equivalents form sentence aligned parallel corpus. 
This criterion takes lexical-level contexture effect 
into account, so it can effectively resolve the above 
mentioned effect. But the goal of their method is to 
find most common translations instead of spotting 
translations, so the normalized frequency criterion 
tends to ignore rare translations. 

In this paper, we propose a bilingual 
concordancer, DOMCAT, for computer assisted 
domain-specific term translation. To remedy the 
above mentioned effects, we extended the 
normalized frequency of Bai et al. (2009) to a 
normalized correlation criterion to spot translation 
equivalents. The normalized correlation inherits 
the characteristics of normalized frequency and is 
adjusted for spotting rare translations. These 
characteristics are especially important for a 
domain-specific bilingual concordancer to spot 
translation pairs of low-frequency and semantically 
non-compositional terms.  

The remainder of this paper is organized as 
follows.  Section 2 describes the DOMCAT system. 
In Section 3, we describe the evaluation of the 
DOMCAT system. Section 4 contains some 
concluding remarks. 

2 The DOMCAT System 

Given a query, the DOMCAT bilingual 
concordancer retrieves sentence pairs and spots 
translation equivalents by the following steps: 
 

1. Retrieve the sentence pairs whose source 
sentences contain the query term. 

2. Extract translation candidate words from the 
retrieved sentence pairs by the normalized 
correlation criterion. 

3. Spot the candidate words for each target 
sentence and rank the sentences by 
normalized the Dice coefficient criterion. 

 
In step 1, the query term can be a single word, a 
phrase, a gapped sequence and even a regular 
expression. The parallel corpus is indexed by the 
suffix array to efficiently retrieve the sentences.  

The step 2 and step 3 are more complicated and 
will be described from Section 2.1 to Section 2.3. 

2.1 Extract Translation Candidate Words 

After the queried sentence pairs retrieved from the 
parallel corpus, we can extract translation 
candidate words from the sentence pairs. We 
compute the local normalized correlation with 
respect to the query term for each word e in each 
target sentence. The local normalized correlation 
is defined as follows: 
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where q denotes the query term, f denotes the 
source sentence and e denotes the target sentence,  
 is a small smoothing factor. The probability p(e|f) 
is the word translation probability derived from the 
entire parallel corpus by IBM Model 1 (Brown et 
al., 1993). The sense of local normalized 
correlation of e can be interpreted as the 
probability of word e being part of translation of 
the query term q under the condition of sentence 
pair (e, f). 
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Once the local normalized correlation is 
computed for each word in retrieved sentences, we 
compute the normalized correlation on the 
retrieved sentences. The normalized correlation is 
the average of all lnc values and defined as follows:  
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where n is the number of retrieved sentence pairs.  

After the nc values for the words of the retrieved 
target sentences are computed, we can obtain a 
translation candidate list by filtering out the words 
with lower nc values. 

To compare with the association-based method, 
we also sorted the word list by the Dice coefficient 
defined as follows: 
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where freq is frequency function which  computes 
frequencies from the parallel corpus. 
 

Candidate words NC 
mountain 0.676 
stream 0.442 
traveler 0.374 
among 0.363 
sung 0.095 
k'uan 0.090 

Figure 3(a). Candidate words sorted by nc values. 
 

Candidate words Dice 
traveler 0.385 
reduced 0.176 
stream 0.128 
k'uan 0.121 
fan 0.082 
among 0.049 
mountain 0.035 

Figure 3(b). Candidate words sorted by Dice coefficient 
values. 
 

Figure 3(a) and (b) illustrate examples of 
translation candidate words of the query term ‘谿
山 行 旅 圖 ’ (Travelers Among Mountains and 
Streams) sorted by the nc values, NC, and the Dice 
coefficients respectively. The result shows that the 
normalized correlation separated the related words 

from unrelated words much better than the Dice 
coefficient. 

The rationale behind the normalized correlation 
is that the nc value is the strength of word e 
generated by the query compared to that of 
generated by the whole sentence. As a result, the 
normalized correlation can easily separate the 
words generated by the query term from the words 
generated by the context. On the contrary, the Dice 
coefficient counts the frequency of a co-occurred 
word without considering the fact that it could be 
generated by the strongly collocated context.  
 

2.2 Translation Spotting 

Once we have a translation candidate list and 
respective nc values, we can spot the translation 
equivalents by the following spotting algorithm. 
For each target sentence, first, spot the word with 
highest nc value. Then extend the spotted sequence 
to the neighbors of the word by checking their nc 
values of neighbor words but skipping function 
words. If the nc value is greater than a threshold θ, 
add the word into spotted sequence. Repeat the 
extending process until no word can be added to 
the spotted sequence. 

The following is the pseudo-code for the 
algorithm: 
 

S is the target sentence 
H is the spotted word sequence 
θis the threshold of translation candidate words 
 
Initialize: 

H←� 
emax←S[0] 

Foreach ei in S: 
If nc(ei) > nc(emax):  

emax ← ei 
If nc(emax )θ: 

add emax to H 
Repeat until no word add to H 

ej←left neighbor of H 
If nc(ej )θ: 

     add ej to H 
ek←right neighbor of H 
If nc( ek ) θ: 
     add ek to H 

Figure 4: Pseudo-code of translation spotting process. 
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2.3 Ranking 

The ranking mechanism of a bilingual 
concordancer is used to provide the most related 
translation of the query on the top of the outputs 
for the user. So, an association metric is needed to 
evaluate the relations between the query and the 
spotted translations. The Dice coefficient is a 
widely used measure for assessing the association 
strength between a multi-word expression and its 
translation candidates. (Kupiec, 1993; Smadja et 
al., 1996; Kitamura and Matsumoto, 1996; 
Yamamoto and Matsumoto, 2000; Melamed, 2001)  
The following is the definition of the Dice 
coefficient: 
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where q denotes a multi-word expression to be 
translated, t denotes a translation candidate of q. 
However, the Dice coefficient has the common 
subsequence effect (as mentioned in Section 1) due 
to the fact that the co-occurrence frequency of the 
common subsequence is usually larger than that of 
the full translation; hence, the Dice coefficient 
tends to choose the common subsequence. 

To remedy the common subsequence effect, we 
introduce a normalized frequency for a spotted 
sequence defined as follows: 
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where lnf is a function which compute normalized 
frequency locally in each sentence. The following 
is the definition of lnf: 
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where H is the spotted sequence of the sentence 
pair (e,f), H-t are the words in H but not in t. The 
rationale behind lnf function is that: when counting 
the local frequency of t in a sentence pair, if t is a 
subsequence of H, then the count of t should be 
reasonably reduced by considering the strength of 
the correlation between the words in H-t and the 
query. 

Then, we modify the Dice coefficient by 
replacing the co-occurrence frequency with 
normalized frequency as follows: 
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The new scoring function, nf_dice(t,q), is 
exploited as our criterion for assessing the 
association strength between the query and the 
spotted sequences. 

3 Experimental Results 

3.1 Experimental Setting 

We use the Chinese/English web pages of the 
National Palace Museum 2  as our underlying 
parallel corpus. It contains about 30,000 sentences 
in each language. We exploited the Champollion 
Toolkit (Ma et al., 2006) to align the sentence pairs. 
The English sentences are tokenized and 
lemmatized by using the NLTK (Bird and Loper, 
2004) and the Chinese sentences are segmented by 
the CKIP Chinese segmenter (Ma and Chen, 2003). 

To evaluate the performance of the translation 
spotting, we selected 12 domain-specific terms to 
query the concordancer. Then, the returned spotted 
translation equivalents are evaluated against a 
manually annotated gold standard in terms of recall 
and precision metrics. We also build two different 
translation spotting modules by using the GIZA++ 
toolkit (Och and Ney, 2000) with the 
intersection/union of the bidirectional word 
alignment as baseline systems. 

To evaluate the performance of the ranking 
criterion, we compiled a reference translation set 
for each query by collecting the manually 
annotated translation spotting set and selecting 1 to 
3 frequently used translations. Then, the outputs of 
each query are ranked by the nf_dice function and 
evaluated against the reference translation set. We 
also compared the ranking performance with the 
Dice coefficient. 

3.2 Evaluation of Translation Spotting 

We evaluate the translation spotting in terms of the 
Recall and Precision metrics defined as follows: 
 

                                                           
2 http://www.npm.gov.tw 
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where i denotes the index of the retrieved 

sentence, )(iH  is the spotted sequences of the ith 

sentence returned by the concordancer,  and )(i
gH is 

the gold standard spotted sequences of the ith 
sentence. Table 1 shows the evaluation of 
translation spotting for normalized correlation, NC, 
compared with the intersection and union of 
GIZA++ word alignment. The F-score of the 
normalized correlation is much higher than that of 
the word alignment methods. It is noteworthy that 

the normalized correlation increased the recall rate 
without losing the precision rate. This may indicate 
that the normalized correlation can effectively 
conquer the drawbacks of the word alignment-
based translation spotting and the association-
based translation spotting mentioned in Section 1. 
 

 Recall Precision F-score 
Intersection 0.4026 0.9498 0.5656 
Union 0.7061 0.9217 0.7996 
NC 0.8579 0.9318 0.8933 

Table 1. Evaluation of the translation spotting 
queried by 12 domain-specific terms. 
 

We also evaluate the queried results of each 
term individually (as shown in Table 2). As it 
shows, the normalized correlation is quite stable 
for translation spotting. 

 

Query terms 
GIZA Intersection GIZA Union NC 
R P F R P F R P F 

毛公鼎 (Maogong cauldron) 0.27 0.86 0.41 0.87 0.74 0.80  0.92 0.97 0.94 
翠玉白菜(Jadeite cabbage) 0.48 1.00 0.65 1.00 0.88 0.94  0.98 0.98 0.98 
谿山行旅圖(Travelers Among Mountains and Streams) 0.28 0.75 0.41 1.00 0.68 0.81 0.94 0.91 0.92
清明上河圖(Up the River During Qingming) 0.22 0.93 0.35 0.97 0.83 0.89  0.99 0.91 0.95
景德鎮(Ching-te-chen) 0.50 0.87 0.63 0.73 0.31 0.44 1.00 0.69 0.82
瓷器(porcelain) 0.53 0.99 0.69 0.93 0.64 0.76 0.78 0.96 0.86
霽青(cobalt blue glaze) 0.12 1.00 0.21 0.85 0.58 0.69 0.94 0.86 0.90
銘文(inscription) 0.20 0.89 0.32 0.71 0.34 0.46  0.88 0.95 0.91
三友百禽(Three Friends and a Hundred Birds) 0.58 0.99 0.73 1.00 0.97 0.99 1.00 0.72 0.84
狂草(wild cursive script) 0.42 1.00 0.59 0.63 0.80 0.71 0.84 1.00 0.91
蘭亭序(Preface to the Orchid Pavilion Gathering) 0.33 0.75 0.46 0.56 0.50 0.53 0.78 1.00 0.88
後赤壁賦(Latter Odes to the Red Cliff) 0.19 0.50 0.27 0.75 0.46 0.57 0.94 0.88 0.91

Table 2. Evaluation of the translation spotting for each term

3.3 Evaluation of Ranking 

To evaluate the performance of a ranking function, 
we ranked the retrieved sentences of the queries by 
the function. Then, the top-n sentences of the 
output are evaluated in terms of the coverage rate 
defined as follows: 

coverage  

queries of #

top-nin on  translatia findcan  queries of #
  (10) 

 

The meaning of the coverage rate can be 
interpreted as: how many percent of the query can 
find an acceptable translation in the top-n results.  
We use the reference translations, as described in 
Section 3.1, as acceptable translation set for each 
query of our experiment. Table 3 shows the 
coverage rate of the nf_dice function compared 
with the Dice coefficient. As it shows, in the 
outputs ranked by the Dice coefficient, uses 
usually have to look up more than 3 sentences to 
find an acceptable translation; while in the outputs 
ranked by the nf_dice function, users can find an 
acceptable translation in top-2 sentences. 
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 dice nf_dice 

top-1 0.42  0.92 
top-2 0.75  1.00 
top-3 0.92  1.00 

Table 3. Evaluation of the ranking criteria. 

4 Conclusion and Future Works 

In this paper, we proposed a bilingual 
concordancer, DOMCAT, designed as a domain-
specific computer assisted translation tool. We 
exploited a normalized correlation which 
incorporate lexical level information into 
association-based method that effectively avoid the 
drawbacks of the word alignment-based translation 
spotting as well as the association-based translation 
spotting. 

In the future, it would be interesting to extend 
the parallel corpus to the internet to retrieve more 
rich data for the computer assisted translation. 
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Abstract

In this paper, we present a new collection
of open-source software libraries that pro-
vides command line binary utilities and library
classes and functions for compiling regular
expression and context-sensitive rewrite rules
into finite-state transducers, and for n-gram
language modeling. The OpenGrm libraries
use the OpenFst library to provide an efficient
encoding of grammars and general algorithms
for building, modifying and applying models.

1 Introduction

The OpenGrm libraries1 are a (growing) collec-
tion of open-source software libraries for build-
ing and applying various kinds of formal gram-
mars. The C++ libraries use the OpenFst library2

for the underlying finite-state representation, which
allows for easy inspection of the resulting grammars
and models, as well as straightforward combination
with other finite-state transducers. Like OpenFst,
there are easy-to-use command line binaries for fre-
quently used operations, as well as a C++ library
interface, allowing library users to create their own
algorithms from the basic classes and functions pro-
vided.

The libraries can be used for a range of com-
mon string processing tasks, such as text normal-
ization, as well as for building and using large sta-
tistical models for applications like speech recogni-
tion. In the rest of the paper, we will present each of
the two libraries, starting with the Thrax grammar
compiler and then the NGram library. First, though,
we will briefly present some preliminary (infor-
mal) background on weighted finite-state transduc-
ers (WFST), just as needed for this paper.

1http://www.opengrm.org/
2http://www.openfst.org/

2 Informal WFST preliminaries

A weighted finite-state transducer consists of a set
of states and transitions between states. There is an
initial state and a subset of states are final. Each tran-
sition is labeled with an input symbol from an input
alphabet; an output symbol from an output alpha-
bet; an origin state; a destination state; and a weight.
Each final state has an associated final weight. A
path in the WFST is a sequence of transitions where
each transition’s destination state is the next transi-
tion’s origin state. A valid path through the WFST is
a path where the origin state of the first transition is
an initial state, and the the last transition is to a final
state. Weights combine along the path according to
the semiring of the WFST.

If every transition in the transducer has the same
input and output symbol, then the WFST represents
a weighted finite-state automaton. In the OpenFst
library, there are a small number of special sym-
bols that can be used. The ε symbol represents the
empty string, which allows the transition to be tra-
versed without consuming any symbol. The φ (or
failure) symbol on a transition also allows it to be
traversed without consuming any symbol, but it dif-
fers from ε in only allowing traversal if the symbol
being matched does not label any other transition
leaving the same state, i.e., it encodes the semantics
of otherwise, which is useful for language models.
For a more detailed presentation of WFSTs, see Al-
lauzen et al. (2007).

3 The Thrax Grammar Compiler

The Thrax grammar compiler3 compiles grammars
that consist of regular expressions, and context-
dependent rewrite rules, into FST archives (fars) of
weighted finite state transducers. Grammars may

3The compiler is named after Dionysius Thrax (170–
90BCE), the reputed first Greek grammarian.
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be split over multiple files and imported into other
grammars. Strings in the rules may be parsed
in one of three different ways: as a sequence of
bytes (the default), as utf8 encodings, or accord-
ing to a user-provided symbol table. With the
--save symbols flag, the transducers can be
saved out into fars with appropriate symbol tables.

The Thrax libraries provide full support for dif-
ferent weight (semiring) classes. The command-line
flag --semiring allows one to set the semiring,
currently to one of: tropical (default), log or log64
semirings.

3.1 General Description
Thrax revolves around rules which, typically, con-
struct an FST based on a given input. In the simplest
case, we can just provide a string that represents a
(trivial) transducer and name it using the assignment
operator:

pear = "pear";

In this example, we have an FST consisting of the
characters “p”, “e”, “a”, and “r” in a chain, assigned
to the identifier pear:

This identifier can be used later in order to build
further FSTs, using built-in operators or using cus-
tom functions:

kiwi = "kiwi";
fruits = pear | kiwi; # union

In Thrax, string FSTs are enclosed by double-quotes
(") whereas simple strings (often used as pathnames
for functions) are enclosed in single-quotes (’).

Thrax provides a set of built-in functions that
aid in the construction of more complex expres-
sions. We have already seen the disjunction “|” in
the previous example. Other standard regular op-
erations are expr*, expr+, expr? and expr{m,n},
the latter repeating expr between m and n times,
inclusive. Composition is notated with “@” so
that expr1 @ expr2 denotes the composition of
expr1 and expr2. Rewriting is denoted with “:”
where expr1 : expr2 rewrites strings that match
expr1 into expr2. Weights can be added to expres-
sions using the notation “<>”: thus, expr<2.4>
adds weight 2.4 to expr. Various operations on
FSTs are also provided by built-in functions, includ-
ing Determinize, Minimize, Optimize and
Invert, among many others.

3.2 Detailed Description

A Thrax grammar consists of a set of one or more
source files, each of which must have the extension
.grm. The compiler compiles each source file to a
single FST archive with the extension .far. Each
grammar file has sections: Imports and Body, each
of which is optional. The body section can include
statements interleaved with functions, as specified
below. Comments begin with a single pound sign
(#) and last until the next newline.

3.2.1 Imports
The Thrax compiler compiles source files (with

the extension .grm) into FST archive files (with
the extension .far). FST archives are an Open-
Fst storage format for a series of one or more FSTs.
The FST archive and the original source file then
form a pair which can be imported into other source
files, allowing a Python-esque include system that is
hopefully familiar to many. Instead of working with
a monolithic file, Thrax allows for a modular con-
struction of the final rule set as well as sharing of
common elements across projects.

3.2.2 Functions
Thrax has extensive support for functions that can

greatly augment the capabilities of the language.
Functions in Thrax can be specified in two ways.
The first is inline via the func keyword within grm
files. These functions can take any number of input
arguments and must return a single result (usually an
FST) to the caller via the return keyword:

func DumbPluralize[fst] {
# Concatenate with "s"...
result = fst "s";
# ...and then return to caller.
return result;

}

Alternatively, functions can be written C++ and
added to the language. Regardless of the func-
tion implementation method (inline in Thrax or
subclassed in C++), functions are integrated into
the Thrax environment and can be called directly
by using the function name and providing the
necessary arguments. Thus, assuming someone has
written a function called NetworkPluralize
that retrieves the plural of a word from some web-
site, one could write a grammar fragment as follows:
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apple = "apple";
plural_apple = DumbPluralize[apple];

plural_tomato = NetworkPluralize[
"tomato",
’http://server:port/...’];

3.2.3 Statements
Functions can be interleaved with grammar state-

ments that generate the FSTs that are exported to the
FST archive as output. Each statement consists of an
assignment terminating with a semicolon:

foo = "abc";
export bar = foo | "xyz";

Statements preceded with the export keyword will
be written to the final output archive. Statements
lacking this keyword define temporaries that be used
later, but are themselves not output.

The basic elements of any grammar are string
FSTs, which, as mentioned earlier, are defined by
text enclosed by double quotes ("), in contrast to
raw strings, which are enclosed by single quotes (’).
String FSTs can be parsed in one of three ways,
which are denoted using a dot (.) followed by ei-
ther byte, utf8, or an identifier holding a symbol ta-
ble. Note that within strings, the backslash character
(\) is used to escape the next character. Of partic-
ular note, ‘\n’ translates into a newline, ‘\r’ into
a line feed, and ‘\t’ into the tab character. Literal
left and right square brackets also need escaping, as
they are used to generate symbols (see below). All
other characters following the backslash are unin-
terpreted, so that we can use \” and \’ to insert an
actual quote (double) quote symbol instead of termi-
nating the string.

Strings, by default, are interpreted as sequences
of bytes, each transition of the resulting FST
corresponding to a single 1-byte character of the
input. This can be specified either by leaving off the
parse mode ("abc") or by explicitly using the byte
mode ("abc".byte). The second way is to use
UTF8 parsing by using the special keyword, e.g.:

Finally, we can load a symbol table and split
the string using the fst field separator flag
(found in fst/src/lib/symbol-table.cc)
and then perform symbol table lookups. Symbol ta-
bles can be loaded using the SymbolTable built-in
function:

arctic_symbol_table =
SymbolTable[’/path/to/bears.symtab’];

pb = "polar bear".arctic_symbol_table;

One can also create temporary symbols on the
fly by enclosing a symbol name inside brackets
within an FST string. All of the text inside the
brackets will be taken to be part of the symbol
name, and future encounters of the same symbol
name will map to the same label. By default, la-
bels use “Private Use Area B” of the unicode ta-
ble (0x100000 - 0x10FFFD), except that the last two
code points 0x10FFFC and 0x10FFFD are reserved
for the “[BOS]” and “[EOS]” tags discussed below.
cross_pos = "cross" ("" : "_[s_noun]");
pluralize_nouns = "_[s_noun]" : "es";

3.3 Standard Library Functions and
Operations

Built-in functions are provided that operate on FSTs
and perform most of the operations that are available
in the OpenFst library. These include: closure, con-
catenation, difference, composition and union. In
most cases the notation of these functions follows
standard conventions. Thus, for example, for clo-
sure, the following syntax applies: fst* (accepts fst
0 or more times); fst+ (accepts fst 1 or more times);
fst? (accepts fst 0 or 1 times) fst{x,y} (accepts fst at
least x but no more than y times).

The operator “@” is used for composition: a @
b denotes a composed with b. A “:” is used to de-
note rewrite, where a : b denotes a transducer
that deletes a and inserts b. Most functions can also
be expressed using functional notation:
b = Rewrite["abc", "def"];

The delimiters< and> add a weight to an expres-
sion in the chosen semiring: a<3> adds the weight
3 (in the tropical semiring by default) to a.

Functions lacking operators (hence only called
by function name) include: ArcSort, Connect,
Determinize, RmEpsilon, Minimize,
Optimize, Invert, Project and Reverse.
Most of these call the obvious underlying OpenFst
function.

One function in particular, CDRewrite is worth
further discussion. This function takes a transducer
and two context acceptors (and the alphabet ma-
chine), and generates a new FST that performs a
context dependent rewrite everywhere in the pro-
vided contexts. The context-dependent rewrite algo-
rithm used is that of Mohri and Sproat (1996), and
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see also Kaplan and Kay (1994). The fourth argu-
ment (sigma star) needs to be a minimized ma-
chine. The fifth argument selects the direction of
rewrite; we can either rewrite left-to-right or right-
to-left or simultaneously. The sixth argument selects
whether the rewrite is optional.

CDRewrite[tau, lambda, rho,
sigma_star,
’ltr’|’rtl’|’sim’,
’obl’|’opt’]

For context-dependent rewrite rules, two built-in
symbols “[BOS]” and “[EOS]” have a special mean-
ing in the context specifications: they refer to the
beginning and end of string, respectively.

There are also built-in functions that perform
other tasks. In the interest of space we concentrate
here on the StringFile function, which loads a
file consisting of a list of strings, or tab-separated
pairs of strings, and compiles them to an acceptor
that represents the union of the strings.

StringFile[’strings_file’]

While it is equivalent to the union of the individual
string (pairs), StringFile uses an efficient algo-
rithm for constructing a prefix tree (trie) from the
list and can be significantly more efficient than com-
puting a union for large lists. If a line consists of a
tab-separated pair of strings a, b, a transducer equiv-
alent to Rewrite[a, b] is compiled.

The optional keywords byte (default), utf8 or
the name of a symbol table can be used to specify
the parsing mode for the strings. Thus

StringFile[’strings_file’, utf8, my_symtab]

would parse a sequence of tab-separated pairs, using
utf8 parsing for the left-hand string, and the symbol
table my symtab for the right-hand string.

4 NGram Library

The OpenGrm NGram library contains tools for
building, manipulating and using n-gram language
models represented as weighted finite-state trans-
ducers. The same finite-state topology is used to en-
code raw counts as well as smoothed models. Here
we briefly present this structure, followed by details
on the operations manipulating it.

An n-gram is a sequence of n symbols: w1 . . . wn.
Each state in the model represents a prefix history
of the n-gram (w1 . . . wn−1), and transitions in the
model represent either n-grams or backoff transi-
tions following that history. Figure 1 lists conven-
tions for states and transitions used to encode the
n-grams as a WFST.

This representation is similar to that used in other
WFST-based n-gram software libraries, such as the
AT&T GRM library (Allauzen et al., 2005). One
key difference is the implicit representation of <s>
and </s>, as opposed to encoding them as symbols
in the grammar. This has the benefit of including all
start and stop symbol functionality while avoiding
common pitfalls that arise with explicit symbols.

Another difference from the GRM library repre-
sentation is explicit inclusion of failure links from
states to their backoff states even in the raw count
files. The OpenGrm n-gram FST format is consis-
tent through all stages of building the models, mean-
ing that model manipulation (e.g., merging of two

Figure 1: List of state and transition conventions used to encode collection of n-grams in WFST.
An n-gram is a sequence of n symbols: w1 . . . wn. Its proper prefixes include all sequences w1 . . . wk for k < n.
• There is a unigram state in every model, representing the empty string.
• Every proper prefix of every n-gram in the model has an associated state in the model.
• The state associated with an n-gram w1...wn has a backoff transition (labeled with ε) to the state associated

with its suffix w2...wn.
• An n-gram w1...wn is represented as a transition, labeled with wn, from the state associated with its prefix
w1...wn−1 to a destination state defined as follows:

– If w1...wn is a proper prefix of an n-gram in the model, then the destination of the transition is the state
associated with w1...wn

– Otherwise, the destination of the transition is the state associated with the suffix w2...wn.
• Start and end of the sequence are not represented via transitions in the automaton or symbols in the symbol

table. Rather
– The start state of the automaton encodes the “start of sequence” n-gram prefix (commonly denoted<s>).
– The end of the sequence (often denoted </s>) is included in the model through state final weights, i.e.,

for a state associated with an n-gram prefix w1...wn, the final weight of that state represents the weight
of the n-gram w1...wn</s>.
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(a)

ε

ε

ε

a/0

a/-1.1

b/-1.1

b/0

b/-0.69
a/-0.690

0

(b)

ε/0.693

ε/0.916

a/0.336

a/0.847

b/0.847

b/0.99

b/0.56
a/0.560.946

1.36
ε/0.916

Figure 2: FST representations of (a) bigram and unigram
counts; and (b) smoothed bigram model, when trained on the
single string “a b a b b a”

models or count files, or pruning them) can be pro-
cessed by the same operations. By convention, all
counts and probabilities are stored as negative logs,
and the FSTs are in the Tropical semiring. The sym-
bol table provided during counting is kept with the
model FSTs.

4.1 N-gram Counting
The command line binary ngramcount takes as
input an FST archive (far) consisting of a collection
of acyclic WFSTs and outputs an n-gram WFST of
the specified order. The acyclic WFSTs can be linear
automata representing strings from a corpus – easily
compiled using the farcompilestrings com-
mand of OpenFst – or weighted word lattices output
from, say, a speech recognition or machine transla-
tion system. In such a way, expected frequencies of
n-grams can be counted. To count all trigrams, bi-
grams and unigrams in the compiled (far) corpus:
ngramcount -order=3 in.far >3g.cnt.fst

For example, counting with the -order=2 flag
(bigrams) from a corpus consisting of a single string
“a b a b b a” yields the FST in Figure 2(a).
Each state represents a prefix history: the leftmost
state is the initial state, representing the <s> his-
tory; the central state is the unigram state, represent-
ing the ε history; the topmost state represents the his-

tory ‘a’; and the bottom state represents the history
‘b’. Since this is a bigram model, histories consist of
at most one prior symbol from the vocabulary. Dou-
ble circles represent final states, which come with a
final weight encoding the negative log count of end-
ing the string at that state. Only the ‘a’ history state
and the unigram state are final states, since our ex-
ample string ends with the symbol ‘a’. (The unigram
state is always final.) The ε transitions are backoff
transitions, and the weights on each n-gram transi-
tion are negative log counts of that symbol occurring
following the history that the state represents. Hence
the bigram “b b” occurs once, yielding a negative
log of zero for the transition labeled with ‘b’ leaving
the state representing the history ‘b’.

4.2 N-gram Model Parameter Estimation
Given counts, one can build a smoothed n-gram
model by normalizing and smoothing, which is ac-
complished with the ngrammake command line
binary. The library has several available smooth-
ing methods, including Katz (1987), absolute dis-
counting (Ney et al., 1994), Kneser-Ney (1995) and
(the default) Witten-Bell (1991). See Chen and
Goodman (1998) for a detailed presentation of these
smoothing methods. Each of these smoothing meth-
ods is implemented as a relatively simple derived
subclass, thus allowing for straightforward exten-
sion to new and different smoothing methods. To
make a smoothed n-gram model from counts:
ngrammake 3g.cnt.fst >3g.mod.fst

Figure 2(b) shows the model built using the de-
fault Witten-Bell smoothing from the count FST in
2(a). The topology remains identical, but now the
n-gram transition weights and final weights are neg-
ative log probabilities. The backoff transitions (la-
beled with ε) have the negative log backoff weights,
which ensure that the model is correctly normalized.

Models, by default, are smoothed by interpolat-
ing higher- and lower-order probabilities. This is
even true for methods more typically associated with
backoff (rather than mixture) smoothing styles, such
as Katz. While the smoothing values are estimated
using interpolation, the model is encoded as a back-
off model by pre-summing the interpolated proba-
bilities, so that the backoff transitions are to be tra-
versed only for symbols without transitions out of
the current state. While these backoff transitions are
labeled with ε, see Section 4.4 for discussion of ap-
plying them as failure transitions.
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4.3 N-gram Model Merging and Pruning
Two n-gram count FSTs or two model FSTs can be
merged into a single FST using ngrammerge, with
command line flags to allow for scaling of each of
the two, and to indicate whether to carry out full nor-
malization. This approach allows for various sorts of
MAP adaptation approaches for the n-gram models
(Bacchiani et al., 2006). To merge two input FST
models with no scaling:
ngrammerge in.mod1 in.mod2 >mrg.mod

N-gram model pruning is provided with three dif-
ferent methods: count pruning based on a threshold;
the method from Seymore and Rosenfeld (1996);
and relative entropy pruning of Stolcke (1998). Like
smoothing, each of these pruning methods is imple-
mented as a relatively simple derived subclass, thus
allowing for straightforward extension to new and
different pruning methods. To prune a smoothed n-
gram model:
ngramshrink -theta=4 in.mod >prn.mod

4.4 N-gram Utilities
In addition to the above detailed core operations on
language models, the OpenGrm NGram library has
a number of utilities that make building and using
the models very easy. There are utilities related
to input and output, including ngramsymbols,
which produces a symbol table from a corpus;
ngramread, which reads in textual count files
and models in ARPA format and encodes them
as an FST; ngramprint which prints n-gram
counts or ARPA format text files; and ngraminfo
which displays information about the model, such
as number of n-grams of various orders. There
are also utilities related to the use of the models,
including ngramapply, which applies the model
to an input FST archive (far); ngramrandgen
which randomly generates strings from the model;
and ngramperplexity which calculates the per-
plexity of a corpus given the model. Note that
ngramapply includes options for interpreting the
backoff transitions as failure transitions.
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Abstract

In this paper we present an API for program-
matic access to BabelNet – a wide-coverage
multilingual lexical knowledge base – and
multilingual knowledge-rich Word Sense Dis-
ambiguation (WSD). Our aim is to provide the
research community with easy-to-use tools to
perform multilingual lexical semantic analysis
and foster further research in this direction.

1 Introduction

In recent years research in Natural Language Pro-
cessing (NLP) has been steadily moving towards
multilingual processing: the availability of ever
growing amounts of text in different languages, in
fact, has been a major driving force behind re-
search on multilingual approaches, from morpho-
syntactic (Das and Petrov, 2011) and syntactico-
semantic (Peirsman and Padó, 2010) phenomena to
high-end tasks like textual entailment (Mehdad et
al., 2011) and sentiment analysis (Lu et al., 2011).

These research trends would seem to indicate the
time is ripe for developing methods capable of per-
forming semantic analysis of texts written in any
language: however, this objective is still far from be-
ing attained, as is demonstrated by research in a core
language understanding task such as Word Sense
Disambiguation (Navigli, 2009, WSD) continuing to
be focused primarily on English. While the lack of
resources has hampered the development of effec-
tive multilingual approaches to WSD, recently this
idea has been revamped with the organization of
SemEval tasks on cross-lingual WSD (Lefever and
Hoste, 2010) and cross-lingual lexical substitution
(Mihalcea et al., 2010). In addition, new research on

the topic has explored the translation of sentences
into many languages (Navigli and Ponzetto, 2010;
Lefever et al., 2011; Banea and Mihalcea, 2011),
as well as the projection of monolingual knowledge
onto another language (Khapra et al., 2011).

In our research we focus on knowledge-based
methods and tools for multilingual WSD, since
knowledge-rich WSD has been shown to achieve
high performance across domains (Agirre et al.,
2009; Navigli et al., 2011) and to compete with su-
pervised methods on a variety of lexical disambigua-
tion tasks (Ponzetto and Navigli, 2010). Our vi-
sion of knowledge-rich multilingual WSD requires
two fundamental components: first, a wide-coverage
multilingual lexical knowledge base; second, tools
to effectively query, retrieve and exploit its informa-
tion for disambiguation. Nevertheless, to date, no
integrated resources and tools exist that are freely
available to the research community on a multi-
lingual scale. Previous endeavors are either not
freely available (EuroWordNet (Vossen, 1998)), or
are only accessible via a Web interface (cf. the Mul-
tilingual Research Repository (Atserias et al., 2004)
and MENTA (de Melo and Weikum, 2010)), thus
providing no programmatic access. And this is de-
spite the fact that the availability of easy-to-use li-
braries for efficient information access is known to
foster top-level research – cf. the widespread use of
semantic similarity measures in NLP, thanks to the
availability of WordNet::Similarity (Peder-
sen et al., 2004).

With the present contribution we aim to fill this
gap in multilingual tools, providing a multi-tiered
contribution consisting of (a) an Application Pro-
gramming Interface (API) for efficiently accessing
the information available in BabelNet (Navigli and
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bn:00008364n WIKIWN 08420278n 85 WN:EN:bank WIKI:EN:Bank WIKI:DE:Bank WIKI:IT:Banca
WIKIRED:DE:Finanzinstitut WN:EN:banking_company
WNTR:ES:banco WNTR:FR:société_bancaire WIKI:FR:Banque ...

35 1_7 2_3,4,9 6_8 ...
228 r bn:02945246n r bn:02854884n|FROM_IT @ bn:00034537n ...

Figure 1: The Babel synset for bank2
n, i.e. its ‘financial’ sense (excerpt, formatted for ease of readability).

Ponzetto, 2010), a very large knowledge repository
with concept lexicalizations in 6 languages (Cata-
lan, English, French, German, Italian and Spanish),
at the lexicographic (i.e., word senses), encyclope-
dic (i.e., named entities) and conceptual (i.e., con-
cepts and semantic relations) levels; (b) an API to
perform graph-based WSD with BabelNet, thus pro-
viding, for the first time, a freely-available toolkit for
performing knowledge-based WSD in a multilingual
and cross-lingual setting.

2 BabelNet

BabelNet follows the structure of a traditional lex-
ical knowledge base and accordingly consists of a
labeled directed graph where nodes represent con-
cepts and named entities and edges express semantic
relations between them. Concepts and relations are
harvested from the largest available semantic lexi-
con of English, i.e., WordNet (Fellbaum, 1998), and
a wide-coverage collaboratively-edited encyclope-
dia, i.e., Wikipedia1, thus making BabelNet a mul-
tilingual ‘encyclopedic dictionary’ which automati-
cally integrates fine-grained lexicographic informa-
tion with large amounts of encyclopedic knowledge
by means of a high-performing mapping algorithm
(Navigli and Ponzetto, 2010). In addition to this
conceptual backbone, BabelNet provides a multilin-
gual lexical dimension. Each of its nodes, called
Babel synsets, contains a set of lexicalizations of
the concept for different languages, e.g., { bankEN,
BankDE, bancaIT, . . . , bancoES }.

Similar in spirit to WordNet, BabelNet consists,
at its lowest level, of a plain text file. An ex-
cerpt of the entry for the Babel synset containing
bank2

n is shown in Figure 12. The record contains
(a) the synset’s id; (b) the region of BabelNet
where it lies (e.g., WIKIWN means at the intersec-

1http://www.wikipedia.org
2We denote with wi

p the i-th WordNet sense of a word w
with part of speech p.

tion of WordNet and Wikipedia); (c) the correspond-
ing (possibly empty) WordNet 3.0 synset offset;
(d) the number of senses in all languages and
their full listing; (e) the number of translation re-
lations and their full listing; (f) the number of se-
mantic pointers (i.e., relations) to other Babel
synsets and their full listing. Senses encode in-
formation about their source – i.e., whether they
come from WordNet (WN), Wikipedia pages (WIKI)
or their redirections (WIKIRED), or are automatic
translations (WNTR / WIKITR) – and about their
language and lemma. In addition, translation rela-
tions among lexical items are represented as a map-
ping from source to target senses – e.g., 2 3,4,9
means that the second element in the list of senses
(the English word bank) translates into items #3
(German Bank), #4 (Italian banca), and #9 (French
banque). Finally, semantic relations are encoded
using WordNet’s pointers and an additional sym-
bol for Wikipedia relations (r), which can also
specify the source of the relation (e.g., FROM IT
means that the relation was harvested from the Ital-
ian Wikipedia). In Figure 1, the Babel synset in-
herits the WordNet hypernym (@) relation to finan-
cial institution1

n (offset bn:00034537n), as well
as Wikipedia relations to the synsets of FINAN-
CIAL INSTRUMENT (bn:02945246n) and ETH-
ICAL BANKING (bn:02854884n, from Italian).

3 An API for multilingual WSD

BabelNet API. BabelNet can be effectively ac-
cessed and automatically embedded within applica-
tions by means of a programmatic access. In order
to achieve this, we developed a Java API, based on
Apache Lucene3, which indexes the BabelNet tex-
tual dump and includes a variety of methods to ac-
cess the four main levels of information encoded in
BabelNet, namely: (a) lexicographic (information
about word senses), (b) encyclopedic (i.e. named en-

3http://lucene.apache.org
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1 BabelNet bn = BabelNet.getInstance();
2 System.out.println("SYNSETS WITH English word: \"bank\"");
3 List<BabelSynset> synsets = bn.getSynsets(Language.EN, "bank");
4 for (BabelSynset synset : synsets) {
5 System.out.print(" =>(" + synset.getId() + ") SOURCE: " + synset.getSource() +
6 "; WN SYNSET: " + synset.getWordNetOffsets() + ";\n" +
7 " MAIN LEMMA: " + synset.getMainLemma() + ";\n SENSES (IT): { ");
8 for (BabelSense sense : synset.getSenses(Language.IT))
9 System.out.print(sense.toString()+" ");

10 System.out.println("}\n -----");
11 Map<IPointer, List<BabelSynset>> relatedSynsets = synset.getRelatedMap();
12 for (IPointer relationType : relatedSynsets.keySet()) {
13 List<BabelSynset> relationSynsets = relatedSynsets.get(relationType);
14 for (BabelSynset relationSynset : relationSynsets) {
15 System.out.println(" EDGE " + relationType.getSymbol() +
16 " " + relationSynset.getId() +
17 " " + relationSynset.toString(Language.EN));
18 }
19 }
20 System.out.println(" -----");
21 }

Figure 2: Sample BabelNet API usage.

tities), (c) conceptual (the semantic network made
up of its concepts), (d) and multilingual level (in-
formation about word translations). Figure 2 shows
a usage example of the BabelNet API. In the code
snippet we start by querying the Babel synsets for
the English word bank (line 3). Next, we access dif-
ferent kinds of information for each synset: first, we
print their id, source (WordNet, Wikipedia, or both),
the corresponding, possibly empty, WordNet offsets,
and ‘main lemma’ – namely, a compact string rep-
resentation of the Babel synset consisting of its cor-
responding WordNet synset in stringified form, or
the first non-redirection Wikipedia page found in it
(lines 5–7). Then, we access and print the Italian
word senses they contain (lines 8–10), and finally
the synsets they are related to (lines 11–19). Thanks
to carefully designed Java classes, we are able to ac-
complish all of this in about 20 lines of code.

Multilingual WSD API. We use the BabelNet API
as a framework to build a toolkit that allows the
user to perform multilingual graph-based lexical dis-
ambiguation – namely, to identify the most suitable
meanings of the input words on the basis of the se-
mantic connections found in the lexical knowledge
base, along the lines of Navigli and Lapata (2010).
At its core, the API leverages an in-house Java li-
brary to query paths and create semantic graphs
with BabelNet. The latter works by pre-computing

off-line paths connecting any pair of Babel synsets,
which are collected by iterating through each synset
in turn, and performing a depth-first search up to a
maximum depth – which we set to 3, on the basis of
experimental evidence from a variety of knowledge
base linking and lexical disambiguation tasks (Nav-
igli and Lapata, 2010; Ponzetto and Navigli, 2010).
Next, these paths are stored within a Lucene index,
which ensures efficient lookups for querying those
paths starting and ending in a specific synset. Given
a set of words as input, a semantic graph factory
class searches for their meanings within BabelNet,
looks for their connecting paths, and merges such
paths within a single graph. Optionally, the paths
making up the graph can be filtered – e.g., it is possi-
ble to remove loops, weighted edges below a certain
threshold, etc. – and the graph nodes can be scored
using a variety of methods – such as, for instance,
their outdegree or PageRank value in the context of
the semantic graph. These graph connectivity mea-
sures can be used to rank senses of the input words,
thus performing graph-based WSD on the basis of
the structure of the underlying knowledge base.

We show in Figure 3 a usage example of our
disambiguation API. The method which performs
WSD (disambiguate) takes as input a col-
lection of words (i.e., typically a sentence), a
KnowledgeBase with which to perform dis-
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1 public static void disambiguate(Collection<Word> words,
2 KnowledgeBase kb, KnowledgeGraphScorer scorer) {
3 KnowledgeGraphFactory factory = KnowledgeGraphFactory.getInstance(kb);
4 KnowledgeGraph kGraph = factory.getKnowledgeGraph(words);
5 Map<String, Double> scores = scorer.score(kGraph);
6 for (String concept : scores.keySet()) {
7 double score = scores.get(concept);
8 for (Word word : kGraph.wordsForConcept(concept))
9 word.addLabel(concept, score);

10 }
11 for (Word word : words) {
12 System.out.println("\n\t" + word.getWord() + " -- ID " + word.getId() +
13 " => SENSE DISTRIBUTION: ");
14 for (ScoredItem<String> label : word.getLabels()) {
15 System.out.println("\t [" + label.getItem() + "]:" +
16 Strings.format(label.getScore()));
17 }
18 }
19 }
20
21 public static void main(String[] args) {
22 List<Word> sentence = Arrays.asList(
23 new Word[]{new Word("bank", ’n’, Language.EN), new Word("bonus", ’n’, Language.EN),
24 new Word("pay", ’v’, Language.EN), new Word("stock", ’n’, Language.EN)});
25 disambiguate(sentence, KnowledgeBase.BABELNET, KnowledgeGraphScorer.DEGREE);
26 }

Figure 3: Sample Word Sense Disambiguation API usage.

ambiguation, and a KnowledgeGraphScorer,
namely a value from an enumeration of different
graph connectivity measures (e.g., node outdegree),
which are responsible for scoring nodes (i.e., con-
cepts) in the graph. KnowledgeBase is an enu-
meration of supported knowledge bases: currently, it
includes BabelNet, as well as WordNet++ (namely,
an English WordNet-based subset of it (Ponzetto and
Navigli, 2010)) and WordNet. Note that, while Ba-
belNet is presently the only lexical knowledge base
which allows for multilingual processing, our frame-
work can easily be extended to work with other ex-
isting lexical knowledge resources, provided they
can be wrapped around Java classes and implement
interface methods for querying senses, concepts, and
their semantic relations. In the snippet we start in
line 3 by obtaining an instance of the factory class
which creates the semantic graphs for a given knowl-
edge base. Next, we use this factory to create the
graph for the input words (line 4). We then score the
senses of the input words occurring within this graph
(line 5–10). Finally, we output the sense distribu-
tions of each word in lines 11–18. The disambigua-
tion method, in turn, can be called by any other Java
program in a way similar to the one highlighted by

the main method of lines 21–26, where we disam-
biguate the sample sentence ‘bank bonuses are paid
in stocks’ (note that each input word can be written
in any of the 6 languages, i.e. we could mix lan-
guages).

4 Experiments

We benchmark our API by performing knowledge-
based WSD with BabelNet on standard SemEval
datasets, namely the SemEval-2007 coarse-grained
all-words (Navigli et al., 2007, Coarse-WSD, hence-
forth) and the SemEval-2010 cross-lingual (Lefever
and Hoste, 2010, CL-WSD) WSD tasks. For
both experimental settings we use a standard graph-
based algorithm, Degree (Navigli and Lapata, 2010),
which has been previously shown to yield a highly
competitive performance on different lexical disam-
biguation tasks (Ponzetto and Navigli, 2010). Given
a semantic graph for the input context, Degree se-
lects the sense of the target word with the highest
vertex degree. In addition, in the CL-WSD setting
we need to output appropriate lexicalization(s) in
different languages. Since the selected Babel synset
can contain multiple translations in a target language
for the given English word, we use for this task an
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Algorithm Nouns only All words
NUS-PT 82.3 82.5
SUSSX-FR 81.1 77.0
Degree 84.7 82.3
MFS BL 77.4 78.9
Random BL 63.5 62.7

Table 1: Performance on SemEval-2007 coarse-grained
all-words WSD (Navigli et al., 2007).

unsupervised approach where we return for each test
instance only the most frequent translation found in
the synset, as given by its frequency of alignment
obtained from the Europarl corpus (Koehn, 2005).

Tables 1 and 2 summarize our results in terms
of recall (the primary metric for WSD tasks): for
each SemEval task, we benchmark our disambigua-
tion API against the best unsupervised and super-
vised systems, namely SUSSX-FR (Koeling and
McCarthy, 2007) and NUS-PT (Chan et al., 2007)
for Coarse-WSD, and T3-COLEUR (Guo and Diab,
2010) and UvT-v (van Gompel, 2010) for CL-WSD.
In the Coarse-WSD task our API achieves the best
overall performance on the nouns-only subset of
the data, thus supporting previous findings indicat-
ing the benefits of using rich knowledge bases like
BabelNet. In the CL-WSD evaluation, instead, us-
ing BabelNet allows us to surpass the best unsuper-
vised system by a substantial margin, thus indicating
the viability of high-performing WSD with a multi-
lingual lexical knowledge base. While our perfor-
mance still lags behind the application of supervised
techniques to this task (cf. also results from Lefever
and Hoste (2010)), we argue that further improve-
ments can still be obtained by exploiting more com-
plex disambiguation strategies. In general, using our
toolkit we are able to achieve a performance which
is competitive with the state of the art for these tasks,
thus supporting previous findings on knowledge-rich
WSD, and confirming the robustness of our toolkit.

5 Related Work

Our work complements recent efforts focused on vi-
sual browsing of wide-coverage knowledge bases
(Tylenda et al., 2011; Navigli and Ponzetto, 2012)
by means of an API which allows the user to pro-
grammatically query and search BabelNet. This
knowledge resource, in turn, can be used for eas-

Degree T3-Coleur UvT-v
Dutch 15.52 10.56 17.70
French 22.94 21.75 −
German 17.15 13.05 −
Italian 18.03 14.67 −
Spanish 22.48 19.64 23.39

Table 2: Performance on SemEval-2010 cross-lingual
WSD (Lefever and Hoste, 2010).

ily performing multilingual and cross-lingual WSD
out-of-the-box. In comparison with other contribu-
tions, our toolkit for multilingual WSD takes pre-
vious work from Navigli (2006), in which an on-
line interface for graph-based monolingual WSD is
presented, one step further by adding a multilin-
gual dimension as well as a full-fledged API. Our
work also complements previous attempts by NLP
researchers to provide the community with freely
available tools to perform state-of-the-art WSD us-
ing WordNet-based measures of semantic related-
ness (Patwardhan et al., 2005), as well as supervised
WSD techniques (Zhong and Ng, 2010). We achieve
this by building upon BabelNet, a multilingual ‘en-
cyclopedic dictionary’ bringing together the lexico-
graphic and encyclopedic knowledge from WordNet
and Wikipedia. Other recent projects on creating
multilingual knowledge bases from Wikipedia in-
clude WikiNet (Nastase et al., 2010) and MENTA
(de Melo and Weikum, 2010): both these resources
offer structured information complementary to Ba-
belNet – i.e., large amounts of facts about entities
(MENTA), and explicit semantic relations harvested
from Wikipedia categories (WikiNet).
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Abstract

This paper introduces BIUTEE1, an open-
source system for recognizing textual entail-
ment. Its main advantages are its ability to uti-
lize various types of knowledge resources, and
its extensibility by which new knowledge re-
sources and inference components can be eas-
ily integrated. These abilities make BIUTEE
an appealing RTE system for two research
communities: (1) researchers of end applica-
tions, that can benefit from generic textual in-
ference, and (2) RTE researchers, who can in-
tegrate their novel algorithms and knowledge
resources into our system, saving the time and
effort of developing a complete RTE system
from scratch. Notable assistance for these re-
searchers is provided by a visual tracing tool,
by which researchers can refine and “debug”
their knowledge resources and inference com-
ponents.

1 Introduction

Recognizing Textual Entailment (RTE) is the task of
identifying, given two text fragments, whether one
of them can be inferred from the other (Dagan et al.,
2006). This task generalizes a common problem that
arises in many tasks at the semantic level of NLP.
For example, in Information Extraction (IE), a sys-
tem may be given a template with variables (e.g., “X
is employed by Y”) and has to find text fragments
from which this template, with variables replaced
by proper entities, can be inferred. In Summariza-
tion, a good summary should be inferred from the

1www.cs.biu.ac.il/˜nlp/downloads/biutee

given text, and, in addition, should not contain du-
plicated information, i.e., sentences which can be in-
ferred from other sentences in the summary. Detect-
ing these inferences can be performed by an RTE
system.

Since first introduced, several approaches have
been proposed for this task, ranging from shallow
lexical similarity methods (e.g., (Clark and Har-
rison, 2010; MacKinlay and Baldwin, 2009)), to
complex linguistically-motivated methods, which
incorporate extensive linguistic analysis (syntactic
parsing, coreference resolution, semantic role la-
belling, etc.) and a rich inventory of linguistic and
world-knowledge resources (e.g., (Iftene, 2008; de
Salvo Braz et al., 2005; Bar-Haim et al., 2007)).
Building such complex systems requires substantial
development efforts, which might become a barrier
for new-comers to RTE research. Thus, flexible and
extensible publicly available RTE systems are ex-
pected to significantly facilitate research in this field.
More concretely, two major research communities
would benefit from a publicly available RTE system:

1. Higher-level application developers, who
would use an RTE system to solve inference
tasks in their application. RTE systems for
this type of researchers should be adaptable
for the application specific data: they should
be configurable, trainable, and extensible
with inference knowledge that captures
application-specific phenomena.

2. Researchers in the RTE community, that would
not need to build a complete RTE system for
their research. Rather, they may integrate
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their novel research components into an ex-
isting open-source system. Such research ef-
forts might include developing knowledge re-
sources, developing inference components for
specific phenomena such as temporal infer-
ence, or extending RTE to different languages.
A flexible and extensible RTE system is ex-
pected to encourage researchers to create and
share their textual-inference components. A
good example from another research area is the
Moses system for Statistical Machine Transla-
tion (SMT) (Koehn et al., 2007), which pro-
vides the core SMT components while being
extended with new research components by a
large scientific community.

Yet, until now rather few and quite limited RTE
systems were made publicly available. Moreover,
these systems are restricted in the types of knowl-
edge resources which they can utilize, and in the
scope of their inference algorithms. For example,
EDITS2 (Kouylekov and Negri, 2010) is a distance-
based RTE system, which can exploit only lexical
knowledge resources. NutCracker3 (Bos and Mark-
ert, 2005) is a system based on logical represen-
tation and automatic theorem proving, but utilizes
only WordNet (Fellbaum, 1998) as a lexical knowl-
edge resource.

Therefore, we provide our open-source textual-
entailment system, BIUTEE. Our system provides
state-of-the-art linguistic analysis tools and exploits
various types of manually built and automatically
acquired knowledge resources, including lexical,
lexical-syntactic and syntactic rewrite rules. Fur-
thermore, the system components, including pre-
processing utilities, knowledge resources, and even
the steps of the inference algorithm, are modu-
lar, and can be replaced or extended easily with
new components. Extensibility and flexibility are
also supported by a plug-in mechanism, by which
new inference components can be integrated with-
out changing existing code.

Notable support for researchers is provided by a
visual tracing tool, Tracer, which visualizes every
step of the inference process as shown in Figures 2

2http://edits.fbk.eu/
3http://svn.ask.it.usyd.edu.au/trac/

candc/wiki/nutcracker

and 3. We will use this tool to illustrate various in-
ference components in the demonstration session.

2 System Description

2.1 Inference algorithm

In this section we provide a high level description of
the inference components. Further details of the al-
gorithmic components appear in references provided
throughout this section.

BIUTEE follows the transformation based
paradigm, which recognizes textual entailment
by converting the text into the hypothesis via a
sequence of transformations. Such a sequence is
often referred to as a proof, and is performed, in our
system, over the syntactic representation of the text
- the text’s parse tree(s). A transformation modifies
a given parse tree, resulting in a generation of a
new parse tree, which can be further modified by
subsequent transformations.

Consider, for example, the following text-
hypothesis pair:
Text: ... Obasanjo invited him to step down as president
... and accept political asylum in Nigeria.
Hypothesis: Charles G. Taylor was offered asylum in
Nigeria.

This text-hypothesis pair requires two major
transformations: (1) substituting “him” by “Charles
G. Taylor” via a coreference substitution to an ear-
lier mention in the text, and (2) inferring that if “X
accept Y” then “X was offered Y”.

BIUTEE allows many types of transformations,
by which any hypothesis can be proven from any
text. Given a T-H pair, the system finds a proof
which generates H from T, and estimates the proof
validity. The system returns a score which indicates
how likely it is that the obtained proof is valid, i.e.,
the transformations along the proof preserve entail-
ment from the meaning of T.

The main type of transformations is application of
entailment-rules (Bar-Haim et al., 2007). An entail-
ment rule is composed of two sub-trees, termed left-
hand-side and right-hand-side, and is applied on a
parse-tree fragment that matches its left-hand-side,
by substituting the left-hand-side with the right-
hand-side. This formalism is simple yet power-
ful, and captures many types of knowledge. The
simplest type of rules is lexical rules, like car →
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vehicle. More complicated rules capture the en-
tailment relation between predicate-argument struc-
tures, like X accept Y → X was offered
Y. Entailment rules can also encode syntactic
phenomena like the semantic equivalence of ac-
tive and passive structures (X Verb[active]
Y → Y is Verb[passive] by X). Various
knowledge resources, represented as entailment
rules, are freely available in BIUTEE’s web-site. The
complete formalism of entailment rules, adopted by
our system, is described in (Bar-Haim et al., 2007).

Coreference relations are utilized via coreference-
substitution transformations: one mention of an en-
tity is replaced by another mention of the same en-
tity, based on coreference relations. In the above ex-
ample the system could apply such a transformation
to substitute “him” with “Charles G. Taylor”.

Since applications of entailment rules and coref-
erence substitutions are yet, in most cases, insuffi-
cient in transforming T into H, our system allows
on-the-fly transformations. These transformations
include insertions of missing nodes, flipping parts-
of-speech, moving sub-trees, etc. (see (Stern and
Dagan, 2011) for a complete list of these transforma-
tions). Since these transformations are not justified
by given knowledge resources, we use linguistically-
motivated features to estimate their validity. For ex-
ample, for on-the-fly lexical insertions we consider
as features the named-entity annotation of the in-
serted word, and its probability estimation according
to a unigram language model, which yields lower
costs for more frequent words.

Given a (T,H) pair, the system applies a search
algorithm (Stern et al., 2012) to find a proof O =
(o1, o2, . . . on) that transforms T into H. For each
proof step oi the system calculates a cost c(oi). This
cost is defined as follows: the system uses a weight-
vector w, which is learned in the training phase. In
addition, each transformation oi is represented by a
feature vector f(oi) which characterizes the trans-
formation. The cost c(oi) is defined as w · f(oi).
The proof cost is defined as the sum of the costs of
the transformations from which it is composed, i.e.:

c(O) ,
n∑

i=1

c(oi) =
n∑

i=1

w · f(oi) = w ·
n∑

i=1

f(oi)

(1)
If the proof cost is below a threshold b, then the sys-

tem concludes that T entails H. The complete de-
scription of the cost model, as well as the method
for learning the parameters w and b is described in
(Stern and Dagan, 2011).

2.2 System flow
The BIUTEE system flow (Figure 1) starts with pre-
processing of the text and the hypothesis. BIUTEE

provides state-of-the-art pre-processing utilities:
Easy-First parser (Goldberg and Elhadad, 2010),
Stanford named-entity-recognizer (Finkel et al.,
2005) and ArkRef coreference resolver (Haghighi
and Klein, 2009), as well as utilities for sentence-
splitting and numerical-normalizations. In addition,
BIUTEE supports integration of users’ own utilities
by simply implementing the appropriate interfaces.
Entailment recognition begins with a global pro-
cessing phase in which inference related computa-
tions that are not part of the proof are performed.
Annotating the negation indicators and their scope
in the text and hypothesis is an example of such cal-
culation. Next, the system constructs a proof which
is a sequence of transformations that transform the
text into the hypothesis. Finding such a proof is a
sequential process, conducted by the search algo-
rithm. In each step of the proof construction the sys-
tem examines all possible transformations that can
be applied, generates new trees by applying selected
transformations, and calculates their costs by con-
structing appropriate feature-vectors for them.

New types of transformations can be added to
BIUTEE by a plug-in mechanism, without the need
to change the code. For example, imagine that a
researcher applies BIUTEE on the medical domain.
There might be some well-known domain knowl-
edge and rules that every medical person knows.
Integrating them is directly supported by the plug-in
mechanism. A plug-in is a piece of code which im-
plements a few interfaces that detect which transfor-
mations can be applied, apply them, and construct
appropriate feature-vectors for each applied trans-
formation. In addition, a plug-in can perform com-
putations for the global processing phase.

Eventually, the search algorithm finds a (approx-
imately) lowest cost proof. This cost is normalized
as a score between 0 and 1, and returned as output.

Training the cost model parameters w and b
(see subsection 2.1) is performed by a linear learn-
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Figure 1: System architecture

RTE
challenge

Median Best BIUTEE

RTE-6 33.72 48.01 49.09
RTE-7 39.89 48.00 42.93

Table 1: Performance (F1) of BIUTEE on RTE chal-
lenges, compared to other systems participated in these
challenges. Median and Best indicate the median score
and the highest score of all submissions, respectively.

ing algorithm, as described in (Stern and Dagan,
2011). We use a Logistic-Regression learning algo-
rithm, but, similar to other components, alternative
learning-algorithms can be integrated easily by im-
plementing an appropriate interface.

2.3 Experimental results

BIUTEE’s performance on the last two RTE chal-
lenges (Bentivogli et al., 2011; Bentivogli et al.,
2010) is presented in Table 1: BIUTEE is better than
the median of all submitted results, and in RTE-6 it
outperforms all other systems.

3 Visual Tracing Tool

As a complex system, the final score provided as
output, as well as the system’s detailed logging in-
formation, do not expose all the decisions and cal-
culations performed by the system. In particular,
they do not show all the potential transformations
that could have been applied, but were rejected by
the search algorithm. However, such information is
crucial for researchers, who need to observe the us-
age and the potential impact of each component of
the system.

We address this need by providing an interactive

visual tracing tool, Tracer, which presents detailed
information on each proof step, including potential
steps that were not included in the final proof. In the
demo session, we will use the visual tracing tool to
illustrate all of BIUTEE’s components4.

3.1 Modes

Tracer provides two modes for tracing proof con-
struction: automatic mode and manual mode. In au-
tomatic mode, shown in Figure 2, the tool presents
the complete process of inference, as conducted by
the system’s search: the parse trees, the proof steps,
the cost of each step and the final score. For each
transformation the tool presents the parse tree before
and after applying the transformation, highlighting
the impact of this transformation. In manual mode,
the user can invoke specific transformations pro-
actively, including transformations rejected by the
search algorithm for the eventual proof. As shown in
Figure 3, the tool provides a list of transformations
that match the given parse-tree, from which the user
chooses and applies a single transformation at each
step. Similar to automatic mode, their impact on the
parse tree is shown visually.

3.2 Use cases

Developers of knowledge resources, as well as other
types of transformations, can be aided by Tracer as
follows. Applying an entailment rule is a process
of first matching the rule’s left-hand-side to the text
parse-tree (or to any tree along the proof), and then
substituting it by the rule’s right-hand-side. To test a

4Our demonstration requirements are a large screen and In-
ternet connection.
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Figure 2: Entailment Rule application visualized in tracing tool. The upper pane displays the parse-tree generated by
applying the rule. The rule description is the first transformation (printed in bold) of the proof, shown in the lower
pane. It is followed by transformations 2 and 3, which are syntactic rewrite rules.

rule, the user can provide a text for which it is sup-
posed to match, examine the list of potential trans-
formations that can be performed on the text’s parse
tree, as in Figure 3, and verify that the examined
rule has been matched as expected. Next, the user
can apply the rule, visually examine its impact on
the parse-tree, as in Figure 2, and validate that it op-
erates as intended with no side-effects.

The complete inference process depends on the
parameters learned in the training phase, as well as
on the search algorithm which looks for lowest-cost
proof from T to H. Researchers investigating these
algorithmic components can be assisted by the trac-
ing tool as well. For a given (T,H) pair, the auto-
matic mode provides the complete proof found by
the system. Then, in the manual mode the researcher
can try to construct alternative proofs. If a proof
with lower cost can be constructed manually it im-
plies a limitation of the search algorithm. On the
other hand, if the user can manually construct a bet-

ter linguistically motivated proof, but it turns out that
this proof has higher cost than the one found by the
system, it implies a limitation of the learning phase
which may be caused either by a limitation of the
learning method, or due to insufficient training data.

4 Conclusions

In this paper we described BIUTEE, an open-source
textual-inference system, and suggested it as a re-
search platform in this field. We highlighted key
advantages of BIUTEE, which directly support re-
searchers’ work: (a) modularity and extensibility,
(b) a plug-in mechanism, (c) utilization of entail-
ment rules, which can capture diverse types of
knowledge, and (d) a visual tracing tool, which vi-
sualizes all the details of the inference process.
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Abstract

We present a novel text exploration model,
which extends the scope of state-of-the-art
technologies by moving from standard con-
cept-based exploration to statement-based ex-
ploration. The proposed scheme utilizes the
textual entailment relation between statements
as the basis of the exploration process. A user
of our system can explore the result space of
a query by drilling down/up from one state-
ment to another, according to entailment re-
lations specified by an entailment graph and
an optional concept taxonomy. As a promi-
nent use case, we apply our exploration sys-
tem and illustrate its benefit on the health-care
domain. To the best of our knowledge this is
the first implementation of an exploration sys-
tem at the statement level that is based on the
textual entailment relation.

1 Introduction

Finding information in a large body of text is be-
coming increasingly more difficult. Standard search
engines output a set of documents for a given query,
but do not allow any exploration of the thematic
structure in the retrieved information. Thus, the need
for tools that allow to effectively sift through a target
set of documents is becoming ever more important.

Faceted search (Stoica and Hearst, 2007; Käki,
2005) supports a better understanding of a target do-
main, by allowing exploration of data according to
multiple views or facets. For example, given a set of
documents on Nobel Prize laureates we might have
different facets corresponding to the laureate’s na-
tionality, the year when the prize was awarded, the

field in which it was awarded, etc. However, this
type of exploration is still severely limited insofar
that it only allows exploration by topic rather than
content. Put differently, we can only explore accord-
ing to what a document is about rather than what
a document actually says. For instance, the facets
for the query ‘asthma’ in the faceted search engine
Yippy include the concepts allergy and children, but
do not specify what are the exact relations between
these concepts and the query (e.g., allergy causes
asthma, and children suffer from asthma).

Berant et al. (2010) proposed an exploration
scheme that focuses on relations between concepts,
which are derived from a graph describing textual
entailment relations between propositions. In their
setting a proposition consists of a predicate with two
arguments that are possibly replaced by variables,
such as ‘X control asthma’. A graph that specifies
an entailment relation ‘X control asthma → X af-
fect asthma’ can help a user, who is browsing doc-
uments dealing with substances that affect asthma,
drill down and explore only substances that control
asthma. This type of exploration can be viewed as
an extension of faceted search, where the new facet
concentrates on the actual statements expressed in
the texts.

In this paper we follow Berant et al.’s proposal,
and present a novel entailment-based text explo-
ration system, which we applied to the health-care
domain. A user of this system can explore the re-
sult space of her query, by drilling down/up from
one proposition to another, according to a set of en-
tailment relations described by an entailment graph.
In Figure 1, for example, the user looks for ‘things’
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Figure 1: Exploring asthma results.

that affect asthma. She invokes an ‘asthma’ query
and starts drilling down the entailment graph to ‘X
control asthma’ (left column). In order to exam-
ine the arguments of a selected proposition, the user
may drill down/up a concept taxonomy that classi-
fies terms that occur as arguments. The user in Fig-
ure 1, for instance, drills down the concept taxon-
omy (middle column), in order to focus on Hor-
mones that control asthma, such as ‘prednisone’
(right column). Each drill down/up induces a subset
of the documents that correspond to the aforemen-
tioned selections. The retrieved document in Fig-
ure 1 (bottom) is highlighted by the relevant propo-
sition, which clearly states that prednisone is often
given to treat asthma (and indeed in the entailment
graph ‘X treat asthma’ entails ‘X control asthma’).

Our system is built over a corpus of documents,
a set of propositions extracted from the documents,
an entailment graph describing entailment relations
between propositions, and, optionally, a concept hi-
erarchy. The system implementation for the health-
care domain, for instance, is based on a web-crawled
health-care corpus, the propositions automatically

extracted from the corpus, entailment graphs bor-
rowed from Berant et al. (2010), and the UMLS1

taxonomy. To the best of our knowledge this is the
first implementation of an exploration system, at the
proposition level, based on the textual entailment re-
lation.

2 Background

2.1 Exploratory Search

Exploratory search addresses the need of users to
quickly identify the important pieces of information
in a target set of documents. In exploratory search,
users are presented with a result set and a set of ex-
ploratory facets, which are proposals for refinements
of the query that can lead to more focused sets of
documents. Each facet corresponds to a clustering
of the current result set, focused on a more specific
topic than the current query. The user proceeds in
the exploration of the document set by selecting spe-
cific documents (to read them) or by selecting spe-
cific facets, to refine the result set.

1http://www.nlm.nih.gov/research/umls/
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Early exploration technologies were based on a
single hierarchical conceptual clustering of infor-
mation (Hofmann, 1999), enabling the user to drill
up and down the concept hierarchies. Hierarchi-
cal faceted meta-data (Stoica and Hearst, 2007), or
faceted search, proposed more sophisticated explo-
ration possibilities by providing multiple facets and
a hierarchy per facet or dimension of the domain.
These types of exploration techniques were found to
be useful for effective access of information (Käki,
2005).

In this work, we suggest proposition-based ex-
ploration as an extension to concept-based explo-
ration. Our intuition is that text exploration can
profit greatly from representing information not only
at the level of individual concepts, but also at the
propositional level, where the relations that link con-
cepts to one another are represented effectively in a
hierarchical entailment graph.

2.2 Entailment Graph
Recognizing Textual Entailment (RTE) is the task
of deciding, given two text fragments, whether the
meaning of one text can be inferred from another
(Dagan et al., 2009). For example, ‘Levalbuterol
is used to control various kinds of asthma’ entails
‘Levalbuterol affects asthma’. In this paper, we use
the notion of proposition to denote a specific type
of text fragments, composed of a predicate with two
arguments (e.g., Levalbuterol control asthma).

Textual entailment systems are often based on en-
tailment rules which specify a directional inference
relation between two fragments. In this work, we
focus on leveraging a common type of entailment
rules, in which the left-hand-side of the rule (LHS)
and the right-hand-side of the rule (RHS) are propo-
sitional templates - a proposition, where one or both
of the arguments are replaced by a variable, e.g., ‘X
control asthma→ X affect asthma’.

The entailment relation between propositional
templates of a given corpus can be represented by an
entailment graph (Berant et al., 2010) (see Figure 2,
top). The nodes of an entailment graph correspond
to propositional templates, and its edges correspond
to entailment relations (rules) between them. Entail-
ment graph representation is somewhat analogous to
the formation of ontological relations between con-
cepts of a given domain, where in our case the nodes

correspond to propositional templates rather than to
concepts.

3 Exploration Model

In this section we extend the scope of state-of-the-
art exploration technologies by moving from stan-
dard concept-based exploration to proposition-based
exploration, or equivalently, statement-based explo-
ration. In our model, it is the entailment relation
between propositional templates which determines
the granularity of the viewed information space. We
first describe the inputs to the system and then detail
our proposed exploration scheme.

3.1 System Inputs

Corpus A collection of documents, which form
the search space of the system.

Extracted Propositions A set of propositions, ex-
tracted from the corpus document. The propositions
are usually produced by an extraction method, such
as TextRunner (Banko et al., 2007) or ReVerb (Fader
et al., 2011). In order to support the exploration
process, the documents are indexed by the proposi-
tional templates and argument terms of the extracted
propositions.

Entailment graph for predicates The nodes of
the entailment graph are propositional templates,
where edges indicate entailment relations between
templates (Section 2.2). In order to avoid circular-
ity in the exploration process, the graph is trans-
formed into a DAG, by merging ‘equivalent’ nodes
that are in the same strong connectivity component
(as suggested by Berant et al. (2010)). In addition,
for clarity and simplicity, edges that can be inferred
by transitivity are omitted from the DAG. Figure 2
illustrates the result of applying this procedure to a
fragment of the entailment graph for ‘asthma’ (i.e.,
for propositional templates with ‘asthma’ as one of
the arguments).

Taxonomy for arguments The optional concept
taxonomy maps terms to one or more pre-defined
concepts, arranged in a hierarchical structure. These
terms may appear in the corpus as arguments of
predicates. Figure 3, for instance, illustrates a sim-
ple medical taxonomy, composed of three concepts
(medical, diseases, drugs) and four terms (cancer,
asthma, aspirin, flexeril).
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Figure 2: Fragment of the entailment graph for ‘asthma’
(top), and its conversion to a DAG (bottom).

3.2 Exploration Scheme

The objective of the exploration scheme is to support
querying and offer facets for result exploration, in
a visual manner. The following components cover
the various aspects of this objective, given the above
system inputs:

Querying The user enters a search term as a query,
e.g., ‘asthma’. The given term induces a subgraph of
the entailment graph that contains all propositional
templates (graph nodes) with which this term ap-
pears as an argument in the extracted propositions
(see Figure 2). This subgraph is represented as a
DAG, as explained in Section 3.1, where all nodes
that have no parent are defined as the roots of the
DAG. As a starting point, only the roots of the DAG
are displayed to the user. Figure 4 shows the five
roots for the ‘asthma’ query.

Exploration process The user selects one of the
entailment graph nodes (e.g., ‘associate X with
asthma’). At each exploration step, the user can
drill down to a more specific template or drill up to a

Figure 3: Partial medical taxonomy. Ellipses denote con-
cepts, while rectangles denote terms.

Figure 4: The roots of the entailment graph for the
‘asthma’ query.

more general template, by moving along the entail-
ment hierarchy. For example, the user in Figure 5,
expands the root ‘associate X with asthma’, in order
to drill down through ‘X affect asthma’ to ‘X control
Asthma’.

Selecting a propositional template (Figure 1, left
column) displays a concept taxonomy for the argu-
ments that correspond to the variable in the selected
template (Figure 1, middle column). The user can
explore these argument concepts by drilling up and
down the concept taxonomy. For example, in Fig-
ure 1 the user, who selected ‘X control Asthma’,
explores the arguments of this template by drilling
down the taxonomy to the concept ‘Hormone’.

Selecting a concept opens a third column, which
lists the terms mapped to this concept that occurred
as arguments of the selected template. For example,
in Figure 1, the user is examining the list of argu-
ments for the template ‘X control Asthma’, which
are mapped to the concept ‘Hormone’, focusing on
the argument ‘prednisone’.
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Figure 5: Part of the entailment graph for the ‘asthma’
query, after two exploration steps. This corresponds to
the left column in Figure 1.

Document retrieval At any stage, the list of docu-
ments induced by the current selected template, con-
cept and argument is presented to the user, where
in each document snippet the relevant proposition
components are highlighted. Figure 1 (bottom)
shows such a retrieved document. The highlighted
extraction in the snippet, ‘prednisone treat asthma’,
entails the proposition selected during exploration,
‘prednisone control asthma’.

4 System Architecture

In this section we briefly describe system compo-
nents, as illustrated in the block diagram (Figure 6).

The search service implements full-text and
faceted search, and document indexing. The data
service handles data (e.g., documents) replication
for clients. The entailment service handles the logic
of the entailment relations (for both the entailment
graph and the taxonomy).

The index server applies periodic indexing of new
texts, and the exploration server serves the explo-
ration application on querying, exploration, and data

Figure 6: Block diagram of the exploration system.

access. The exploration application is the front-end
user application for the whole exploration process
described above (Section 3.2).

5 Application to the Health-care Domain

As a prominent use case, we applied our exploration
system to the health-care domain. With the advent
of the internet and social media, patients now have
access to new sources of medical information: con-
sumer health articles, forums, and social networks
(Boulos and Wheeler, 2007). A typical non-expert
health information searcher is uncertain about her
exact questions and is unfamiliar with medical ter-
minology (Trivedi, 2009). Exploring relevant infor-
mation about a given medical issue can be essential
and time-critical.

System implementation For the search service,
we used SolR servlet, where the data service is
built over FTP. The exploration application is im-
plemented as a web application.

Input resources We collected a health-care cor-
pus from the web, which contains more than 2M
sentences and about 50M word tokens. The texts
deal with various aspects of the health care domain:
answers to questions, surveys on diseases, articles
on life-style, etc. We extracted propositions from
the health-care corpus, by applying the method de-
scribed by Berant et al. (2010). The corpus was
parsed, and propositions were extracted from depen-
dency trees according to the method suggested by
Lin and Pantel (2001), where propositions are de-
pendency paths between two arguments of a predi-
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cate. We filtered out any proposition where one of
the arguments is not a term mapped to a medical
concept in the UMLS taxonomy.

For the entailment graph we used the 23 entail-
ment graphs published by Berant et al.2. For the ar-
gument taxonomy we employed UMLS – a database
that maps natural language phrases to over one mil-
lion unique concept identifiers (CUIs) in the health-
care domain. The CUIs are also mapped in UMLS
to a concept taxonomy for the health-care domain.

The web application of our system is
available at: http://132.70.6.148:
8080/exploration

6 Conclusion and Future Work

We presented a novel exploration model, which ex-
tends the scope of state-of-the-art exploration tech-
nologies by moving from standard concept-based
exploration to proposition-based exploration. Our
model combines the textual entailment paradigm
within the exploration process, with application to
the health-care domain. According to our model, it
is the entailment relation between propositions, en-
coded by the entailment graph and the taxonomy,
which leads the user between more specific and
more general statements throughout the search re-
sult space. We believe that employing the entail-
ment relation between propositions, which focuses
on the statements expressed in the documents, can
contribute to the exploration field and improve in-
formation access.

Our current application to the health-care domain
relies on a small set of entailment graphs for 23
medical concepts. Our ongoing research focuses on
the challenging task of learning a larger entailment
graph for the health-care domain. We are also in-
vestigating methods for evaluating the exploration
process (Borlund and Ingwersen, 1997). As noted
by Qu and Furnas (2008), the success of an ex-
ploratory search system does not depend simply on
how many relevant documents will be retrieved for a
given query, but more broadly on how well the sys-
tem helps the user with the exploratory process.

2http://www.cs.tau.ac.il/˜jonatha6/
homepage_files/resources/HealthcareGraphs.
rar
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Abstract

We present CSNIPER (Corpus Sniper), a
tool that implements (i) a web-based multi-
user scenario for identifying and annotating
non-canonical grammatical constructions in
large corpora based on linguistic queries and
(ii) evaluation of annotation quality by mea-
suring inter-rater agreement. This annotation-
by-query approach efficiently harnesses expert
knowledge to identify instances of linguistic
phenomena that are hard to identify by means
of existing automatic annotation tools.

1 Introduction

Linguistic annotation by means of automatic pro-
cedures, such as part-of-speech (POS) tagging, is
a backbone of modern corpus linguistics; POS
tagged corpora enhance the possibilities of corpus
query. However, many linguistic phenomena are
not amenable to automatic annotation and are not
readily identifiable on the basis of surface features.
Non-canonical constructions (NCCs), which are the
use-case of the tool presented in this paper, are a
case in point. NCCs, of which cleft-sentences are
a well-known example, raise a number of issues that
prevent their reliable automatic identification in cor-
pora. Yet, they warrant corpus study due to the rel-
atively low frequency of individual instances, their
deviation from canonical construction patterns and
frequent ambiguity. This makes them hard to distin-
guish from other, seemingly similar constructions.
Expert knowledge is thus required to reliably iden-
tify and annotate such phenomena in sufficiently
large corpora like the 100 mil. word British National

Corpus (BNC Consortium, 2007). This necessitates
manual annotation which is time-consuming and
error-prone when carried out by individual linguists.

To overcome these issues, CSNIPER implements
a web-based multi-user annotation scenario in which
linguists formulate and refine queries that identify
a given linguistic construction in a corpus and as-
sess the query results to distinguish instances of the
phenomenon under study (true positives) from such
examples that are wrongly identified by the query
(false positives). Each expert linguist thus acts as a
rater rather than an annotator. The tool records as-
sessments made by each rater. A subsequent evalua-
tion step measures the inter-rater agreement. The ac-
tual annotation step is deferred until after this evalu-
ation in order to achieve high annotation confidence.

Query

Assess

Evaluate

Annotate

review
assessments

refine
query

Figure 1: Annotation-by-query workflow

CSNIPER implements an annotation-by-query ap-
proach which entails the following interlinking func-
tionalities (see fig. 1):

Query development: Corpus queries can be de-
veloped and refined within the tool. Based on query
results which are assessed and labeled by the user,
queries can be systematically evaluated and refined
for precision. This transfers some of the ideas of
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relevance feedback, which is a common method of
improving search results in information retrieval, to
a linguistic corpus query system.

Assessment: Query results are presented to the
user as a list of sentences with optional additional
context; the user assesses and labels each sentence
as representing or not representing an instance of the
linguistic phenomenon under study. The tool imple-
ments a function that allows the user to comment
on decisions and to temporarily mark sentences with
uncertain assessments for later review.

Evaluation: Evaluation is a central functional-
ity of CSNIPER serving three purposes. 1) It in-
tegrates with the query development by providing
feedback to refine queries and improve query pre-
cision. 2) It provides information on sentences not
labeled consistently by all users, which can be used
to review the assessments. 3) It calculates the inter-
rater agreement which is used in the corpus annota-
tion step to ensure high annotation confidence.

Corpus annotation: By assessing and labeling
query results as correct or wrong, raters provide the
tool with their annotation decisions. CSNIPER anno-
tates the corpus with those annotation decisions that
exceed a certain inter-rater agreement threshold.

This annotation-by-query approach of querying,
assessing, evaluating and annotating allows multiple
distributed raters to incrementally improve query re-
sults and achieve high quality annotations. In this
paper, we show how such an approach is well-suited
for annotation tasks that require manual analysis
over large corpora. The approach is generalizable
to any kind of linguistic phenomena that can be lo-
cated in corpora on the basis of queries and require
manual assessment by multiple expert raters.

In the next two sections, we are providing a more
detailed description of the use-case driving the de-
velopment of CSNIPER (sect. 2) and discuss why ex-
isting tools do not provide viable solutions (sect. 3).
Sect. 4 discusses CSNIPER and sect. 5 draws some
conclusions and offers an outlook on the next steps.

2 Non-canonical grammatical
constructions

The initial purpose of CSNIPER is the corpus-based
study of so-called non-canonical grammatical con-
structions (NCC) (examples (2) - (5) below):

1. The media was now calling Reagan the front-
runner. (canonical)

2. It was Reagan whom the media was now calling
the frontrunner. (it-cleft)

3. It was the media who was now calling Reagan
the frontrunner. (it-cleft)

4. It was now that the media were calling Reagan
the frontrunner. (it-cleft)

5. Reagan the media was not calling the front-
runner. (inversion)

NCCs are linguistic constructions that deviate
in characteristic ways from the unmarked lexico-
grammatical patterning and informational ordering
in the sentence. This is exemplified by the con-
structions of sentences (2) - (5) above. While ex-
pressing the same propositional content, the order
of information units available through the permissi-
ble grammatical constructions offers interesting in-
sights into the constructional inventory of a lan-
guage. It also opens up the possibility of comparing
seemingly closely related languages in terms of the
sets of available related constructions as well as the
relations between instances of canonical and non-
canonical constructions.

In linguistics, a cleft sentence is defined as a com-
plex sentence that expresses a single proposition
where the clefted element is co-referential with the
following clause. E.g., it-clefts are comprised of the
following constituents:

dummy
subject it

main verb
to be

clefted
element

clause

The NCCs under study pose interesting chal-
lenges both from a linguistic and a natural language
processing perspective. Due to their deviation from
the canonical constructions, they come in a vari-
ety of potential construction patterns as exemplified
above. Non-canonical constructions can be expected
to be individually rarer in any given corpus than their
canonical counterparts. Their patterns of usage and
their discourse functions have not yet been described
exhaustively, especially not in representative corpus
studies because they are notoriously hard to identify
without suitable software. Their empirical distribu-
tion in corpora is thus largely unknown.

A major task in recognizing NCCs is distin-
guishing them from structurally similar construc-
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tions with default logical and propositional content.
An example of a particular difficulty from the do-
main of it-clefts are anaphoric uses of it as in (6) be-
low that do not refer forward to the following clause,
but are the antecedents of entities previously intro-
duced in the context of preceding sentences. Other
issues arise in cases of true relative clauses as exem-
plified in (7) below:

6. London will be the only capital city in Eu-
rope where rail services are expected to make
a profit,’ he added. It is a policy that could lead
to economic and environmental chaos. [BNC:
A9N-s400]

7. It is a legal manoeuvre that declined in cur-
rency in the ’80s. [BNC: B1L-s576]

Further examples of NCCs apart from the it-clefts
addressed in this paper are wh-clefts and their sub-
types, all-clefts, there-clefts, if-because-clefts and
demonstrative clefts as well as inversions. All of
these are as hard to identify in a corpus as it-clefts.

The linguistic aim of our research is a comparison
of non-canonical constructions in English and Ger-
man. Research on these requires very large corpora
due to the relatively low frequency of the individ-
ual instances. Due to the ambiguous nature of many
NCC candidates, automatically finding them in cor-
pora is difficult. Therefore, multiple experts have to
manually assess candidates in corpora.

Our approach does not aim at the exhaustive an-
notation of all NCCs. The major goal is to improve
the understanding of the linguistic properties and us-
age of NCCs. Furthermore, we define a gold stan-
dard to evaluate algorithms for automatic NCC iden-
tification. In our task, the total number of NCCs in
any given corpus is unknown. Thus, while we can
measure the precision of queries, we cannot mea-
sure their recall. To address this, we exhaustively
annotate a small part of the corpus and extrapolate
the estimated number of total NCC candidates.

In summary, the requirements for a tool to support
multi-user annotation of NCCs are as follows:

1. querying large linguistically pre-processed
corpora and query refinement

2. assessment of sentences that are true instances
of NCCs in a multi-user setting

3. evaluation of inter-rater agreement and query
precision

In the following section, we review previous work
to support linguistic annotation tasks.

3 Related work

We differentiate three categories of linguistic tools
which all partially fulfill our requirements: querying
tools, annotation tools, and transformation tools.

Linguistic query tools: Such tools allow to query
a corpus using linguistic features, e.g. part-of-
speech tags. Examples are ANNIS2 (Zeldes et al.,
2009) and the IMS Open Corpus Workbench (CWB)
(Christ, 1994). Both tools provide powerful query
engines designed for large linguistically annotated
corpora. Both are server-based tools that can be used
concurrently by multiple users. However, they do
not allow to assess the query results.

Linguistic annotation tools: Such tools allow
the user to add linguistic annotations to a corpus.
Examples are MMAX2 (Müller and Strube, 2006)
and the UIMA CAS Editor1. These tools typically
display a full document for the user to annotate. As
NCCs appear only occasionally in a text, such tools
cannot be effectively applied to our task, as they of-
fer no linguistic query capabilities to quickly locate
potential NCCs in a large corpus.

Linguistic transformation tools: Such tools al-
low the creation of annotations using transforma-
tion rules. Examples are TextMarker (Kluegl et al.,
2009) and the UAM CorpusTool (O’Donnell, 2008).
A rule has the form category := pattern and creates
new annotation of the type category on any part of
a text matching pattern. A rule for the annotation
of passive clauses in the UAM CorpusTool could be
passive-clause := clause + containing be% partici-
ple. These tools do not support the assessment of
the results, though. In contrast to the querying tools,
transformation tools are not specifically designed to
operate efficiently on large corpora. Thus, they are
hardly productive for our task, which requires the
analysis of large corpora.

4 CSNIPER

We present CSNIPER, an annotation tool for non-
canonical constructions. Its main features are:

1http://uima.apache.org/
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Figure 2: Search form

Annotation-by-query – Sentences potentially
containing a particular type of NCC are retrieved us-
ing a query. If the sentence contains the NCC of
interest, the user manually labels it as correct and
otherwise wrong. Annotations are generated based
on the users’ assessments.

Distributed multi-user setting – Our web-based
tool supports multiple users concurrently assessing
query results. Each user can only see and edit their
own assessments and has a personal query history.

Evaluation – The evaluation module provides in-
formation on assessments, number of annotated in-
stances, query precision and inter-rater agreement.

4.1 Implementation and data

CSNIPER is implemented in Java and uses the CWB
as its linguistic search engine (cf. sect. 3). Assess-
ments are stored in a MySQL database. Currently,
the British National Corpus (BNC) is used in our
study. Apache UIMA and DKPro Core2 are used
for linguistic pre-processing, format conversion, and
to drive the indexing of the corpora. In particular,
DKPro Core includes a reader for the BNC and a
writer for the CWB. As the BNC does not carry
lemma annotations, we add them using the DKPro
TreeTagger (Schmid, 1994) module.

4.2 Query (Figure 2)

The user begins by selecting a 1© corpus and a
2© construction type (e.g. It-Cleft). A query can be

chosen from a 3© list of examples, from the 4© per-
sonal query history, or a new 5© query can be en-
tered. The query is applied to find instances of that
construction (e.g. “It” /VCC[] /PP[] /RC[]). Af-
ter pressing the 6© Submit query button, the tool
presents the user with a KWIC view of the query
results (fig. 3). At this point, the user may choose to

2http://www.ukp.tu-darmstadt.de/
research/current-projects/dkpro/

refine and re-run the query.
As each user may use different queries, they will

typically assess different sets of query results. This
can yield a set of sentences labeled by a single user
only. Therefore, the tool can display those sentences
for assessment that other users have assessed, but the
current user has not. This allows getting labels from
all users for every NCC candidate.

4.3 Assessment (Figure 3)

If the query results match the expectation, the user
can switch to the assessment mode by clicking the

7© Begin assessment button. At this point, an An-
notationCandidate record is created in the database
for each sentence unless a record is already present.
These records contain the offsets of the sentence in
the original text, the sentence text and the construc-
tion type. In addition, an AnnotationCandidateLabel
record is created for each sentence to hold the as-
sessment to be provided by the user.

In the assessment mode, an additional 8© Label
column appears in the KWIC view. Clicking in this
column cycles through the labels correct, wrong,
check and nothing. When the user is uncertain, the
label check can be used to mark candidates for later
review. The view can be 9© filtered for those sen-
tences that need to be assessed, those that have been
assessed, or those that have been labeled with check.
A 10© comment can be left to further describe difficult
cases or to justify decisions. All changes are imme-
diately saved to the database, so the user can stop
assessing at any time and resume the process later.

The proper assessment of a sentence as an in-
stance of a particular construction type sometimes
depends on the context found in the preceding and
following sentences. For this purpose, clicking on
the 11© book icon in the KWIC view displays the
sentence in its larger context (fig. 4). POS tags are
shown in the sentence to facilitate query refinement.

4.4 Evaluation (Figure 5)

The evaluation function provides an overview of the
current assessment state (fig. 5). We support two
evaluation views: by construction type and by query.

By construction type: In this view, one or more
12© corpora, 13© types, and 14© users can be selected
for evaluation. For these, all annotation candidates
and the respective statistics are displayed. It is pos-
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Figure 3: KWIC view of query results and assessments

sible to 15© filter for correct, wrong, disputed, incom-
pletely assessed, and unassessed candidates. A can-
didate is disputed if it is not labeled consistently by
all selected users. A candidate is incompletely as-
sessed if at least one of the selected users labeled
it and at least one other did not. Investigating dis-
puted cases and 16© inter-rater agreement per type
using Fleiss’ Kappa (Fleiss, 1971) are the main uses
of this view. The inter-rater agreement is calculated
using only candidates labeled by all selected users.

By query: In this view, query precision and as-
sessment completeness are calculated for a set of
17© queries and 18© users. The query precision is cal-
culated from the labeled candidates as:

precision =
|TP |

|TP |+ |FP |

We treat a candidate as a true positive (TP) if:
1) the number of correct labels is larger than the
number of wrong labels; 2) the ratio of correct labels
compared to the number of raters exceeds a given
19© threshold. Candidates are conversely treated as
false positives (FPs) if the number of wrong labels
is larger and the threshold is exceeded. The thresh-
old controls the confidence of the TP and, thus, of
the annotations generated from them (cf. sect. 4.5).

Figure 4: Sentence context view with POS tags

If a candidate is neither TP nor FP, it is unknown
(UNK). When calculating precision, UNK candi-
dates are counted as FP. The estimated precision is
the precision to be expected if TP and FP are equally
distributed over the set of candidates. It takes into
account only the currently known TP and FP and ig-
nores the UNK candidates. Both values are the same
once all candidates have been labeled by all users.

4.5 Annotation
When the assessment process is complete, corpus
annotations can be generated from the assessed can-
didates. Here, we employ the thresholded major-
ity vote approach that we also use to determine the
TP/FP in sect. 4.4. Annotations for the respective
NCC type are added directly to the corpus. The aug-
mented corpus can be used in further exploratory
work. Alternatively, a file with all assessed candi-
dates can be generated to serve as training data for
identification methods based on machine learning.

5 Conclusions

We have presented CSNIPER, a tool for the an-
notation of linguistic phenomena whose investiga-
tion requires the analysis of large corpora due to
a relatively low frequency of instances and whose
identification requires expert knowledge to distin-
guish them from other similar constructions. Our
tool integrates the complete functionality needed for
the annotation-by-query workflow. It provides dis-
tributed multi-user annotation and evaluation. The
feedback provided by the integrated evaluation mod-
ule can be used to systematically refine queries and
improve assessments. Finally, high-confidence an-
notations can be generated from the assessments.
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Figure 5: Evaluation by query and by NCC type

The annotation-by-query approach can be gener-
alized beyond non-canonical constructions to other
linguistic phenomena with similar properties. An
example could be metaphors, which typically also
appear with comparatively low frequency and re-
quire expert knowledge to be annotated. We plan
to integrate further automatic annotations and query
possibilities to support such further use-cases.

Acknowledgments

We would like to thank Erik-Lân Do Dinh, who assisted
in implementing CSNIPER as well as Gert Webelhuth and
Janina Rado for testing and providing valuable feedback.

This work has been supported by the Hessian research
excellence program “Landes-Offensive zur Entwicklung
Wissenschaftlich-ökonomischer Exzellenz” (LOEWE) as
part of the research center “Digital Humanities” and by
the Volkswagen Foundation as part of the Lichtenberg-
Professorship Program under grant No. I/82806.

Data cited herein have been extracted from the British
National Corpus, distributed by Oxford University Com-
puting Services on behalf of the BNC Consortium. All
rights in the texts cited are reserved.

References

BNC Consortium. 2007. The British National Corpus,
version 3 (BNC XML Edition). Distributed by Oxford
University Computing Services p.p. the BNC Consor-
tium, http://www.natcorp.ox.ac.uk/.

Oliver Christ. 1994. A modular and flexible architec-
ture for an integrated corpus query system. In Proc.

of the 3rd Conference on Computational Lexicography
and Text Research (COMPLEX’94), pages 23–32, Bu-
dapest, Hungary, Jul.

Joseph L. Fleiss. 1971. Measuring nominal scale agree-
ment among many raters. In Psychological Bulletin,
volume 76 (5), pages 378–381. American Psychologi-
cal Association, Washington, DC.

Peter Kluegl, Martin Atzmueller, and Frank Puppe.
2009. TextMarker: A tool for rule-based informa-
tion extraction. In Christian Chiarcos, Richard Eckart
de Castilho, and Manfred Stede, editors, Proc. of the
Biennial GSCL Conference 2009, 2nd UIMA@GSCL
Workshop, pages 233–240. Gunter Narr Verlag, Sep.

Christoph Müller and Michael Strube. 2006. Multi-level
annotation of linguistic data with MMAX2. In Sabine
Braun, Kurt Kohn, and Joybrato Mukherjee, editors,
Corpus Technology and Language Pedagogy: New Re-
sources, New Tools, New Methods, pages 197–214. Pe-
ter Lang, Frankfurt am Main, Germany, Aug.

Mick O’Donnell. 2008. The UAM CorpusTool: Soft-
ware for corpus annotation and exploration. In Car-
men M. et al. Bretones Callejas, editor, Applied Lin-
guistics Now: Understanding Language and Mind
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Abstract 

The lack of parallel corpora and linguistic 
resources for many languages and domains is 
one of the major obstacles for the further 
advancement of automated translation. A 
possible solution is to exploit comparable 
corpora (non-parallel bi- or multi-lingual text 
resources) which are much more widely 
available than parallel translation data. Our 
presented toolkit deals with parallel content 
extraction from comparable corpora. It consists 
of tools bundled in two workflows: (1) 
alignment of comparable documents and 
extraction of parallel sentences and (2) 
extraction and bilingual mapping of terms and 
named entities. The toolkit pairs similar 
bilingual comparable documents and extracts 
parallel sentences and bilingual terminological 
and named entity dictionaries from comparable 
corpora. This demonstration focuses on the 
English, Latvian, Lithuanian, and Romanian 
languages. 

Introduction 

In recent decades, data-driven approaches have 
significantly advanced the development of 
machine translation (MT). However, lack of 
sufficient bilingual linguistic resources for many 
languages and domains is still one of the major 
obstacles for further advancement of automated 
translation. At the same time, comparable corpora, 
i.e., non-parallel bi- or multilingual text resources 
such as daily news articles and large knowledge 

bases like Wikipedia, are much more widely 
available than parallel translation data.  

While methods for the use of parallel corpora in 
machine translation are well studied (Koehn, 
2010), similar techniques for comparable corpora 
have not been thoroughly worked out. Only the 
latest research has shown that language pairs and 
domains with little parallel data can benefit from 
the exploitation of comparable corpora (Munteanu 
and Marcu, 2005; Lu et al., 2010; Smith et al., 
2010; Abdul-Rauf and Schwenk, 2009 and 2011). 

In this paper we present the ACCURAT 
toolkit1 - a collection of tools that are capable of  
analysing comparable corpora and extracting 
parallel data which can be used to improve the 
performance of statistical and rule/example-based 
MT systems. 

Although the toolkit may be used for parallel 
data acquisition for open (broad) domain systems, 
it will be most beneficial for under-resourced 
languages or specific domains which are not 
covered by available parallel resources. 

The ACCURAT toolkit produces: 
 comparable document pairs with 

comparability scores, allowing to estimate 
the overall comparability of corpora; 

 parallel sentences which can be used as 
additional parallel data sources for 
statistical translation model learning; 

                                                           
1 http://www.accurat-project.eu/ 
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 terminology dictionaries ― this type of 
data is expected to improve domain-
dependent translation; 

 named entity dictionaries. 
The demonstration showcases two general use 

case scenarios defined in the toolkit: “parallel data 
mining from comparable corpora” and “named 
entity/terminology extraction and mapping from 
comparable corpora”. 

The next section provides a general overview of 
workflows followed by descriptions of methods 
and tools integrated in the workflows. 

1 Overview of the Workflows 

The toolkit’s tools are integrated within two 
workflows (visualised in Figure 1). 
 

 
 

Figure 1. Workflows of the ACCURAT toolkit. 
 

The workflow for parallel data mining from 
comparable corpora aligns comparable corpora in 
the document level (section 2.1). This step is 
crucial as the further steps are computationally 
intensive. To minimise search space, documents 
are aligned with possible candidates that are likely 
to contain parallel data. Then parallel sentence 
pairs are extracted from the aligned comparable 
corpora (section 2.2). 

The workflow for named entity (NE) and 
terminology extraction and mapping from 
comparable corpora extracts data in a dictionary-
like format. Providing a list of document pairs, the 
workflow tags NEs or terms in all documents using 

language specific taggers (named entity 
recognisers (NER) or term extractors) and 
performs multi-lingual NE (section 2.3) or term 
mapping (section 2.4), thereby producing bilingual 
NE or term dictionaries. The workflow also 
accepts pre-processed documents, thus skipping 
the tagging process. 

Since all tools use command line interfaces, task 
automation and workflow specification can be 
done with simple console/terminal scripts. All 
tools can be run on the Windows operating system 
(some are also platform independent). 

2 Tools and Methods 

This section provides an overview of the main 
tools and methods in the toolkit. A full list of tools 
is described in ACCURAT D2.6. (2011). 

2.1 Comparability Metrics 

We define comparability by how useful a pair of 
documents is for parallel data extraction. The 
higher the comparability score, the more likely two 
documents contain more overlapping parallel data. 
The methods are developed to perform lightweight 
comparability estimation that minimises search 
space of relatively large corpora (e.g., 10,000 
documents in each language). There are two 
comparability metric tools in the toolkit: a 
translation based and a dictionary based metric. 

The Translation based metric (Su and Babych, 
2012a) uses MT APIs for document translation 
into English. Then four independent similarity 
feature functions are applied to a document pair: 

 Lexical feature ― both documents are pre-
processed (tokenised, lemmatised, and 
stop-words are filtered) and then 
vectorised. The lexical overlap score is 
calculated as a cosine similarity function 
over the vectors of two documents. 

 Structural feature ― the difference of 
sentence counts and content word counts 
(equally interpolated). 

 Keyword feature ― the cosine similarity 
of top 20 keywords. 

 NE feature ― the cosine similarity of NEs 
(extracted using Stanford NER). 

These similarity measures are linearly combined in 
a final comparability score. This is implemented by 
a simple weighted average strategy, in which each 
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type of feature is associated with a weight 
indicating its relative confidence or importance. 
The comparability scores are normalised on a scale 
of 0 to 1, where a higher comparability score 
indicates a higher comparability level. 

The reliability of the proposed metric has been 
evaluated on a gold standard of comparable 
corpora for 11 language pairs (Skadiņa et al., 
2010). The gold standard consists of news articles, 
legal documents, knowledge-base articles, user 
manuals, and medical documents. Document pairs 
in the gold standard were rated by human judges as 
being parallel, strongly comparable, or weakly 
comparable. The evaluation results suggest that the 
comparability scores reliably reflect comparability 
levels. In addition, there is a strong correlation 
between human defined comparability levels and 
the confidence scores derived from the 
comparability metric, as the Pearson R correlation 
scores vary between 0.966 and 0.999, depending 
on the language pair.  

The Dictionary based metric (Su and Babych, 
2012b) is a lightweight approach, which uses 
bilingual dictionaries to lexically map documents 
from one language to another. The dictionaries are 
automatically generated via word alignment using 
GIZA++ (Och and Ney, 2000) on parallel corpora. 
For each word in the source language, the top two 
translation candidates (based on the word 
alignment probability in GIZA++) are retrieved as 
possible translations into the target language. This 
metric provides a much faster lexical translation 
process, although word-for-word lexical mapping 
produces less reliable translations than MT based 
translations. Moreover, the lower quality of text 
translation in the dictionary based metric does not 
necessarily degrade its performance in predicting 
comparability levels of comparable document 
pairs. The evaluation on the gold standard shows a 
strong correlation (between 0.883 and 0.999) 
between human defined comparability levels and 
the confidence scores of the metric. 

2.2 Parallel Sentence Extractor from 
Comparable Corpora 

Phrase-based statistical translation models are 
among the most successful translation models that 
currently exist (Callison-Burch et al., 2010). 
Usually, phrases are extracted from parallel 
corpora by means of symmetrical word alignment 

and/or by phrase generation (Koehn et al., 2003). 
Our toolkit exploits comparable corpora in order to 
find and extract comparable sentences for SMT 
training using a tool named LEXACC (Ştefănescu 
et al., 2012). 

LEXACC requires aligned document pairs (also 
m to n alignments) for sentence extraction. It also 
allows extraction from comparable corpora as a 
whole; however, precision may decrease due to 
larger search space. 

LEXACC scores sentence pairs according to five 
lexical overlap and structural matching feature 
functions. These functions are combined using 
linear interpolation with weights trained for each 
language pair and direction using logistic 
regression. The feature functions are: 

 a lexical (translation) overlap score for 
content words (nouns, verbs, adjectives, 
and adverbs) using GIZA++ (Gao and 
Vogel, 2008) format dictionaries; 

 a lexical (translation) overlap score for 
functional words (all except content 
words) constrained by the content word 
alignment from the previous feature; 

 the alignment obliqueness score, a measure 
that quantifies the degree to which the 
relative positions of source and target 
aligned words differ; 

 a score indicating whether strong content 
word translations are found at the 
beginning and the end of each sentence in 
the given pair; 

 a punctuation score which indicates 
whether the sentences have identical 
sentence ending punctuation. 

For different language pairs, the relevance of 
the individual feature functions differ. For 
instance, the locality feature is more important for 
the English-Romanian pair than for the English-
Greek pair. Therefore, the weights are trained on 
parallel corpora (in our case - 10,000 pairs). 

LEXACC does not score every sentence pair in 
the Cartesian product between source and target 
document sentences. It reduces the search space 
using two filtering steps (Ştefănescu et al., 2012). 
The first step makes use of the Cross-Language 
Information Retrieval framework and uses a search 
engine to find sentences in the target corpus that 
are the most probable translations of a given 
sentence. In the second step (which is optional), 
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the resulting candidates are further filtered, and 
those that do not meet minimum requirements are 
eliminated.  

To work for a certain language pair, LEXACC 
needs additional resources: (i) a GIZA++-like 
translation dictionary, (ii) lists of stop-words in 
both languages, and (iii) lists of word suffixes in 
both languages (used for stemming). 

The performance of LEXACC, regarding 
precision and recall, can be controlled by a 
threshold applied to the overall interpolated 
parallelism score. The tool has been evaluated on 
news article comparable corpora. Table 1 shows 
results achieved by LEXACC with different 
parallelism thresholds on automatically crawled 
English-Latvian corpora, consisting of 41,914 
unique English sentences and 10,058 unique 
Latvian sentences. 

 

Threshold 
Aligned 

pairs 
Precision 

Useful 
pairs 

0.25 1036 39.19% 406 

0.3 813 48.22% 392 

0.4 553 63.47% 351 

0.5 395 76.96% 304 

0.6 272 84.19% 229 

0.7 151 88.74% 134 

0.8 27 88.89% 24 

0.9 0 - 0 
 

Table 1. English-Latvian parallel sentence extraction 
results on a comparable news corpus. 

 

Threshold 
Aligned 

pairs 
Precision Useful pairs

0.2 2324 10.32% 240 

0.3 1105 28.50% 315 

0.4 722 53.46% 386 

0.5 532 89.28% 475 

0.6 389 100% 389 

0.7 532 100% 532 

0.8 386 100% 386 

0.9 20 100% 20 
 

Table 2. English-Romanian parallel sentence extraction 
results on a comparable news corpus. 

Table 2 shows results for English-Romanian on 
corpora consisting of 310,740 unique English and 
81,433 unique Romanian sentences. 

Useful pairs denote the total number of parallel 
and strongly comparable sentence pairs (at least 
80% of the source sentence is a translation in the 
target sentence). The corpora size is given only as 
an indicative figure, as the amount of extracted 
parallel data greatly depends on the comparability 
of the corpora. 

2.3 Named Entity Extraction and Mapping 

The second workflow of the toolkit allows NE and 
terminology extraction and mapping. Starting with 
named entity recognition, the toolkit features the 
first NER systems for Latvian and Lithuanian 
(Pinnis, 2012). It also contains NER systems for 
English (through an OpenNLP NER2 wrapper) and 
Romanian (NERA). In order to map named entities, 
documents have to be tagged with NER systems 
that support MUC-7 format NE SGML tags.  

The toolkit contains the mapping tool NERA2. 
The mapper requires comparable corpora aligned 
in the document level as input. NERA2 compares 
each NE from the source language to each NE 
from the target language using cognate based 
methods. It also uses a GIZA++ format statistical 
dictionary to map NEs containing common nouns 
that are frequent in location names. This approach 
allows frequent NE mapping if the cognate based 
method fails, therefore, allowing increasing the 
recall of the mapper. Precision and recall can be 
tuned with a confidence score threshold. 

2.4 Terminology Mapping 

During recent years, automatic bilingual term 
mapping in comparable corpora has received 
greater attention in light of the scarcity of parallel 
data for under-resourced languages. Several 
methods have been applied to this task, e.g., 
contextual analysis (Rapp, 1995; Fung and 
McKeown, 1997) and compositional analysis 
(Daille and Morin, 2008). Symbolic, statistical, and 
hybrid techniques have been implemented for 
bilingual lexicon extraction (Morin and 
Prochasson, 2011). 

Our terminology mapper is designed to map 
terms extracted from comparable or parallel 

                                                           
2 Open NLP - http://incubator.apache.org/opennlp/. 
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documents. The method is language independent 
and can be applied if a translation equivalents table 
exists for a language pair. As input, the application 
requires term-tagged bilingual corpora aligned in 
the document level. 

The toolkit includes term-tagging tools for 
English, Latvian, Lithuanian, and Romanian, but 
can be easily extended for other languages if a 
POS-tagger, a phrase pattern list, a stop-word list, 
and an inverse document frequency list (calculated 
on balanced corpora) are available. 

The aligner maps terms based on two criteria 
(Pinnis et al., 2012; Ştefănescu, 2012): (i) a 
GIZA++-like translation equivalents table and (ii) 
string similarity in terms of Levenshtein distance 
between term candidates.  For evaluation, Eurovoc 
(Steinberger et al., 2002) was used. Tables 4 and 5 
show the performance figures of the mapper for 
English-Romanian and English-Latvian. 

 
Threshold P R F-measure

0.3 0.562 0.194 0.288 
0.4 0.759 0.295 0.425 
0.5 0.904 0.357 0.511 
0.6 0.964 0.298 0.456 
0.7 0.986 0.216 0.359 
0.8 0.996 0.151 0.263 
0.9 0.995 0.084 0.154 

 
Table 3. Term mapping performance for English-

Romanian. 
 

Threshold P R F-measure 
0.3 0.636 0.210 0.316 
0.4 0.833 0.285 0.425 
0.5 0.947 0.306 0.463 
0.6 0.981 0.235 0.379 
0.7 0.996 0.160 0.275 
0.8 0.996 0.099 0.181 
0.9 0.997 0.057 0.107 

 
Table 4. Term mapping performance for English-

Latvian. 

3 Conclusions and Related Information 

This demonstration paper describes the 
ACCURAT toolkit containing tools for multi-level 
alignment and information extraction from 
comparable corpora. These tools are integrated in 
predefined workflows that are ready for immediate 

use. The workflows provide functionality for the 
extraction of parallel sentences, bilingual NE 
dictionaries, and bilingual term dictionaries from 
comparable corpora. 

The methods, including comparability metrics, 
parallel sentence extraction and named entity/term 
mapping, are language independent. However, they 
may require language dependent resources, for 
instance, POS-taggers, Giza++ translation 
dictionaries, NERs, term taggers, etc.3 

 The ACCURAT toolkit is released under the 
Apache 2.0 licence and is freely available for 
download after completing a registration form4.  
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Abstract 

We present IlluMe, a software tool pack 
which creates a personalized ambient using 
the music and lighting. IlluMe includes an 
emotion analysis software, the small space 
ambient lighting, and a multimedia 
controller. The software analyzes 
emotional changes from instant message 
logs and corresponds the detected emotion 
to the best sound and light settings. The 
ambient lighting can sparkle with different 
forms of light and the smart phone can 
broadcast music respectively according to 
different atmosphere. All settings can be 
modified by the multimedia controller at 
any time and the new settings will be 
feedback to the emotion analysis software. 
The IlluMe system, equipped with the 
learning function, provides a link between 
residential situation and personal emotion. 
It works in a Chinese chatting environment 
to illustrate the language technology in life. 

1 Introduction 

Emotion analysis as well as recommendation 
technology has drawn a lot attention in the natural 
language processing research community. The 
development of fundamental approaches as well as 
applications has been proposed (Das, 2011; Sarwar 
et al., 2001; Zheng et al., 2010). However, most of 
them were Internet applications, and to the best 
knowledge of the authors, these technologies have 
not yet been involved in the ambient creation. To 
create an intelligent living space, some researchers 
utilized the facial expression and speech recognizer 

to detect emotions (Busso et al., 2004), but then 
the accompanied cameras and microphones were 
necessary. Some researchers tried to use sensors to 
watch the heart beat and the body temperature of 
residents to know their current emotion for further 
applications, but the problem was that users had to 
wear sensors and it was inconvenient. Instead of 
watching body signals, we postulate that the 
communications among people is one of the 
important factors to influence their emotions. 
Therefore, we tried to find clues from the textual 
conversations of the residents in order to detect 
their psychological state. 

There are many ways to categorize emotions. 
Different emotion states were used for experiments 
in previous research (Bellegarda, 2010). To find 
suitable categories of emotions, we adopted the 
three-layered emotion hierarchy proposed by 
Parrott (2001)1. Six emotions are in the first layer, 
including love, joy, surprise, anger, sadness and 
fear. The second layer includes 25 emotions, and 
the third layer includes 135 emotions. Using this 
hierarchical classification benefits the system. We 
can categorize emotions from rough to fine 
granularities and degrade to the upper level when 
the experimental materials are insufficient. How to 
map categories in other researches to ours becomes 
clearer, and annotators have more information 
when marking their current emotion.  

As to the music, most researchers looked for the 
emotions in songs or rhythms (Yang and Chen, 
2011; Zbikowski, 2011). They classified music 
into different emotional categories and developed 
the system to tell what emotion a song might bring 
to a listener. However, if the aim is to create a 

                                                           
1  http://changingminds.org/explanations/emotions/ 
basic%20emotions.htm 
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comfortable ambient, what songs a person in a 
certain emotional state wants to listen to becomes 
the question. A happy user does not always enjoy 
happy songs, and vice versa. In this case, the 
technology developed in the previous work did not 
meet the new requirement.  

IlluMe was designed for a small space personal 
environment. We expect that users would like to 
use it because this system could interactively 
respond to their personal status to provide a feeling 
of the companion. We view the IlluMe system as a 
realization of detecting emotions from users’ 
textual conversations and then recommending the 
best ambient accordingly. There are three major 
contributions in the development of the system. 
First, a corpus for ambient creation according to 
emotions was constructed. Second, IlluMe 
demonstrates a way to apply the state of the art 
technology of emotion analysis and 
recommendation to create an intelligent living 
space. Third, along with the developed technology, 
several further applications utilizing the 
components of IlluMe become feasible. 

2 System Description 

The potential working area for IlluMe is home or a 
small space. The system was designed to fit in with 
the modern people’s life style: programs are 
installed in users’ personal computer and smart 
phone. The smart phone functions as the remote 
control and the music player, while all setting 
signals are sent out from the personal computer. 
The smart phone and the personal computer 
communicate through the wireless network. The 
only additional hardware requirement is the 
lighting set.  

2.1 System Features 

Emotion Detection Switch: The system detects 
users’ current emotion according to messenger logs 
once a preset time period. It is ON/OFF switchable 
if users do not want the conversations to be 
recorded or utilized when determining the ambient. 

Auto Ambient Setting: The system sets the 
current ambient by a specific combination of a 
song and a light group which corresponds to the 
emotion or represents a special atmosphere. 

Manual Ambient Adjustment: IlluMe provides 
a friendly user interface to change the settings of 
music and lighting at any time. 

Personal Preference Learning: When users 
change the settings, the new ones are recorded. 
IlluMe learns the preference and then performs the 
user adaptation. After a period of time users will 
have their unique ambient creating system. 

Unlimited Melodies and Rich Light Colors: 
Users can add their songs in the smart phone for 
selection at any time. The learning process will 
help propose the new songs to create ambient later. 

Instant State Update: IlluMe watches the user 
input from messenger when the software is on. 
Therefore, it is able to change the music and 
lighting according to the detected emotion within a 
preset time period and users will feel like the 
environment is interacting with them. 

2.2 System Framework 

Figure 1 demonstrates the system framework of 
IlluMe. The system automatically watches the 
User Messages from messenger logs. The Emotion 
Analysis component detects the emotion of users, 
while the Ambient Learning Model determines the 
music and lighting accordingly, considering also 
the Personal Information of users.  

After the lights are on and the music is played, 
the user can change the settings they are not 
satisfying. A smart phone (Mobile Device) is used 
to change the settings, with two controllers on it: 
the Preference Controller and the Ambient 
Controller. The former takes the User Input for 
new settings, and then the music and lighting are 
changed by the latter. At the same time, the 
Preference Controller also sends the new settings 
to Ambient Learning Model to be recorded for user 
adaptation when creating the next ambient. 

The Emotion Analysis Component and Ambient 
Learning Model are two programs in a personal 
computer, and the Personal Info is saved in the 
personal computer, too. ANT wireless personal 
network protocol (Dynastream) is adopted to send 
the control signals to the Lighting. The LED 
lighting board is utilized to implement the Lighting 
of 65,536 colors. 

2.3 Operation Flowchart of User Interface 

The IlluMe system provides a user interface to 
change the settings by a smart phone (Mobile 
Device), functioning as a remote control. Users can 
select the location of music or the lighting, e.g. the 
living room or the bedroom, and the control mode, 
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Mode 

i.e. manual or automatic. In the manual mode, 
users can set the color of a specific light; in the 
automatic mode, users select an emotional color set 
or a desired atmosphere for the lighting. Figure 2 
shows the operational flow of the user interface. 

2.4 Ambient Lighting and Music Playing 

To design the ambient lighting, one has to take 
LED array board, controlling mode and the light-
mixing effect of the lampshade into consideration. 
The LED lamp should sprinkle the LED 
components of red, cyan, green, white and orange 
lights equally onto the LED array board, so as to 
achieve uniform distribution. The controlling 
module distinguishes each lamp by its own code to 
modify the brightness of different colored LEDs 
within.  
 

Figure 1. System Framework of IlluMe 

As the LED lighting changes its color according 
to the controlling signals from the remote 
controller, the system transfer appropriate RF 
signals from the user’s personal computer to the 
ANT board, and then the ANT board controls the 
LED lighting board to change the color of lights. 

Music is broadcasted according to the detected 
emotional state. The broadcasting function and the 
controlling function are both realized by the 
software in the smart phone. Music is broadcasted 
directly through the phone, which conforms to the 
habits of modern people.  Figure 3 shows the 
illustration of the usage of IlluMe. 

Figure 2. Operation Flowchart 

 
Figure 3. Usage Illustration 

3 Emotion Analysis  

The emotion analysis that IlluMe performed is to 
find the emotions that texts in messenger logs bear 
in order to create a comfort ambient by sound and 
lighting accordingly. To achieve this, the system 
needs to understand the Internet language first, and 
then detect emotions and categorize them. The 
system works on the Chinese chatting environment 
and analyzes Chinese texts to detect emotions. The 
materials, approaches, and preliminary results in 
the development phase are described in this section. 

3.1 Experimental Materials 

Two dictionaries, the Chinese sentiment dictionary 
NTUSD (Ku and Chen, 2007) and the Chinese 
emotion dictionary (Lin et al., 2008), were adopted 
for detecting emotions. The former categorized 
sentiment words into positive and negative, while 
the latter into eight emotion types: awesome, 
heartwarming, surprising, sad, useful, happy, 
boring, and angry. Notice that these eight emotion 
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types appeared in Yahoo! News Taiwan in the year 
2008 and not all of them were general emotion 
states. Therefore, we tried to find Lin’s emotion 
categories in Parrott’s emotion hierarchy before 
using this dictionary. Those could not be found 
were categorized in the Other class. 

Messenger logs were used as the source to detect 
emotions. We collected texts from Yahoo! 
Messenger and MSN Messenger logs of 8 
annotators. When the installed collecting program 
in their computers was on, it ran as a service and 
continuously logged their messages. Whenever 
there was at least one new message, once an hour 
the collecting program would pop up the menu and 
ask them to annotate the current emotion together 
with the preferred settings of the music and 
lighting. There were 3,290 songs, 15 emotional 
lighting colors and 6 atmospheres for selection. 
When selecting the settings of lighting, a full-
screen colored photo would be displayed to help 
annotators make their decisions. A total of 150 
records are annotated for experiments and statistics 
are shown in Table 1. 
 
Emo 1 2 3 4 5 6  

 11 80 1 15 39 4  
Color 1 2 3 4 5 6 7 

14 6 5 25 9 5 11 14 
8 9 10 11 12 13 14 15 
11 7 4 13 7 15 5 13 

Atm 1 2 3 4 5 6  
 28 40 16 33 17 16  

Table 1. Statistics of Annotated Materials  
(Emo: Emotions, 1=Love, 2=Joy, 3=Surprise, 4=Angry, 
5=Sad, 6=Fear; Color:15 color sets; Atm:6 atmospheres) 

3.2 Interpretation of Zhuyin Wen 

When processing Internet Chinese texts, IlluMe 
transformed messenger logs and sentiment 
dictionaries into zhuyin (Su, 2003) before looking 
for emotions2. There were many reasons to do this. 
Zhuyin Wen (注音文) is one of many creative uses 
of writing systems in the Internet language. As 
Blakeman (2004) found in his study of English, 
Internet language is fraught with initializations. 
However, as to the traditional Chinese, both 
Wikipedia and Zhang and Dai (2006) indicated 
that stylized initials and stylized numbers are 

                                                           
2 Lookup Table: http://cclookup.cctserver.com/ 

rarely used in Taiwan. Su reported that the most 
popular type of creative use of writing systems is 
“Zhuyin Wen” (注音文).  In “Zhuyin Wen” the 
complete phonetic representation of a character is 
reduced to a consonant, or sometimes a vowel. 
This creative use appeared commonly in the 
collected conversations. Generally we had to figure 
out the missing vowels to understand the word, but 
in our system a reversed approach (dropping 
vowels) was adopted to make sure the system did 
not miss any possible match of dictionary terms 
observed in the conversations. 

When messenger users typed characters by their 
phonetics (consonants and vowels), very often they 
selected the wrong one from candidates of the 
same pronunciation, or they were just too lazy to 
select so the writing system chose the default 
candidate for them. In these cases, the system 
could not find a match because of wrong 
composite characters. Transforming characters in 
both dictionaries and conversations into their 
zhuyin representations before detecting emotions 
also help recover this kind of errors. 

3.3 Emotion Detection from Texts 

Section 3.2 shows how the system dealt with the 
error prone Internet texts and found the 
dictionaries terms. Ku and Chen’s (2007) approach 
for calculating sentiment scores was then adopted 
to give scores to these terms. The scores of terms 
of different emotional categories were summed up 
and the emotion category of the highest score was 
selected as the detected emotion. The Ambient 
Learning Model takes the detected emotion and 
selects the corresponding music and lighting by the 
Naïve Bayes classifier trained by the annotated 
materials. 

3.4 Experiment and Preliminary Results  

Table 2 shows that using enhanced NTUSD (an 
augmented version of NTUSD) together with 
zhuyin transformation achieves the best results for 
emotion classification (positive/negative).  

Ku (2008) reported the set precision of their 
approach was 0.489 when texts were categorized 
into positive, neutral and negative. Though they 
had one additional neutral category, our system 
achieved the precision of 0.620 when processing 
the noisy Internet texts without word segmentation 
and part of speech tagging, which was satisfactory. 
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Because IlluMe would always recommend a 
new or unchanged ambient setting, it would always 
find the closest emotion category of the user’s 
current emotion. In other words, the chatting 
content would always be connected to one of six 
emotion categories, so precision is the best metric 
to evaluate the performance of the system. The 
micro-average precision of the emotion detection 
was 0.207, while the macro-average precision was 
0.338. Bellegarda reported that his best f-measure 
was 0.340 also for 6 categories. Notice that the 
categories in Lin’s Chinese emotional dictionary 
were not identical to ours and hence we could not 
find terms for some categories in it. Therefore, 
though Bellegarda’s and our results were done on 
different datasets and evaluated by different 
metrics, considering our system suffered for the 
lack of terms in some categories and the 
ambiguous texts from the creative writing, the 
performance was considered acceptable. 

For the ambient recommendation, the micro-
average precision of selecting the settings of 
lighting according to the detected emotion was 
0.441 for 15 color sets and 0.461 for 6 atmospheres. 

 Positive Negative Total 
A 0.489 0.534 0.507 
B 0.902 0.155 0.613 

A+C 0.902 0.172 0.620 

Table 2. Precision of Emotion Detection 
(A: NTUSD; B: Enhanced NTUSD; C:Zhuyin 

transformation) 

3.5 Ambient Learning Function 

Because bringing up the settings to users is like a 
behavior of recommendation, we adopted the 
concept of collaborative filtering to design the 
function of the Ambient Learning Model. In the 
early stage of using IlluMe, it proposes the most 
frequently selected settings, that is, the choice of a 
group of people in the specific emotional state. If 
the user is connected to the Internet, the user 
experience will be transferred back to the servers 
to help recommend a better ambient to other users. 

The user experience optimization was feasible in 
this system because of the use of the smart phone, 
and this function was also implemented. As the 
users update the settings, the system knows their 
preference. In the later stage of using IlluMe, the 
Ambient Learning Model considers the preference 

of both the individual and the group to create a 
unique ambient for each user. 

4 Conclusion and Future Work  

Through the work we aim to apply the language 
technology to redefine the concept of a small house 
or working space. They should be a family-like 
existence which possesses the intellectual capacity 
to observe human behavior and emotion, and 
create consoling spaces according to the residents’ 
different status. Therefore we implemented 
emotion analysis technique to equip a space with 
the ability to observe the status of its residents and 
interact with them accordingly. The instant interior 
lightings and music change can be viewed as a new 
form of “conversation”. Residents can not only 
take the ambient provided by IlluMe, but can also 
give feedbacks. The concept of collaborative 
filtering was also implemented as we viewed the 
proposing of ambient as a kind of recommendation. 

Through the demonstration of the IlluMe system, 
we hope to show another way to apply language 
technology in life and retrieve the positive and 
relaxing atmosphere to rebuild our sense of trust 
and safety toward space, and finally recollect the 
long-lost attachment toward it. 

  We will continue collecting annotated 
materials and user feedbacks for learning, and 
make the materials a corpus for the research 
community. Facebook will be a source of text 
collection to gather more complete personal 
conversations for emotion detection. Making the 
IlluMe components real products like the home 
lighting system, the intelligent table lamp, or the 
music album promoter is also a future plan. 

5 Demonstration  

As demonstrating the IlluMe system by our 
original model house may be difficult in 
transportation and it may need a large space for 
demonstration, we will demonstrate the lightings 
by several table lamps, in which the LED lighting 
board resides. Other software will be performed on 
the smart phone and the personal computer. 

5.1 Demonstration Outline 

There are three purposes of the demonstration: first, 
to show how we apply the emotion analysis and 
recommendation technique in an ambient creating 
system; second, to illustrate actual and live 
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operation of the system to the potential users; third, 
to show the annotation process of the experiment 
materials and the underlying algorithms for those 
interested in the technical details.  

Potential users might be interested in how the 
system will work if they have it in their personal 
computers and smart phones. Therefore, we 
demonstrate the whole IlluMe system with the 
actual music and lighting. Users can type Chinese 
words in messengers from the personal computer, 
and then the IlluMe system will change the music 
and lighting according to the proposed settings in a 
short time. The user can also control the music and 
lighting from the interface by the smart phone. 

In addition to demonstrating the functionality of 
the system, we will also provide accompanying 
visual aids that illustrate the underlying algorithms 
and the technical details. For example, zhuyin, 
terms found in the dictionaries, emotion scores, the 
detected emotion and the suggested settings.  
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Abstract

We present a component for incremental
speech synthesis (iSS) and a set of applications
that demonstrate its capabilities. This compo-
nent can be used to increase the responsivity
and naturalness of spoken interactive systems.
While iSS can show its full strength in systems
that generate output incrementally, we also dis-
cuss how even otherwise unchanged systems
may profit from its capabilities.

1 Introduction

Current state of the art in speech synthesis for spoken
dialogue systems (SDSs) is for the synthesis com-
ponent to expect full utterances (in textual form) as
input and to deliver an audio stream verbalising this
full utterance. At best, timing information is returned
as well so that a control component can determine in
case of an interruption / barge-in by the user where
in the utterance this happened (Edlund, 2008; Mat-
suyama et al., 2010).

We want to argue here that providing capabilities
to speech synthesis components for dealing with units
smaller than full utterances can be beneficial for a
whole range of interactive speech-based systems. In
the easiest case, incremental synthesis simply reduces
the utterance-initial delay before speech output starts,
as output already starts when its beginning has been
produced. In an otherwise conventional dialogue sys-
tem, the synthesis module could make it possible
to interrupt the output speech stream (e. g., when a
noise event is detected that makes it likely that the
user will not be able to hear what is being said), and
continue production when the interruption is over. If
other SDS components are adapted more to take ad-
vantage of incremental speech synthesis, even more

flexible behaviours can be realised, such as providing
utterances in installments (Clark, 1996) that prompt
for backchannel signals, which in turn can prompt
different utterance continuations, or starting an utter-
ance before all information required in the utterance
is available (“so, uhm, there are flights to Seoul on uh
. . . ”), signaling that the turn is being held. Another,
less conventional type of speech-based system that
could profit from iSS is “babelfish-like” simultaneous
speech-to-speech translation.

Research on architectures, higher-level process-
ing modules and lower-level processing modules that
would enable such behaviour is currently underway
(Skantze and Schlangen, 2009; Skantze and Hjal-
marsson, 2010; Baumann and Schlangen, 2011), but
a synthesis component that would unlock the full
potential of such strategies is so far missing. In this
paper, we present such a component, which is capa-
ble of
(a) starting to speak before utterance processing has

finished;
(b) handling edits made to (as-yet unspoken) parts of

the utterance even while a prefix is already being
spoken;

(c) enabling adaptations of delivery parameters such
as speaking rate or pitch;

(d) autonomously making appropriate delivery-
related decisions;

(e) providing information about progress in delivery;
and, last but not least,

(f) running in real time.
Our iSS component is built on top of an exist-

ing non-incremental synthesis component, MaryTTS
(Schröder and Trouvain, 2003), and on an existing
architecture for incremental processing, INPROTK
(Baumann and Schlangen, 2012).
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After a discussion of related work (Section 2), we
describe the basic elements of our iSS component
(Section 3) and some demonstrator applications that
we created which showcase certain abilities.1

2 Related Work

Typically, in current SDSs utterances are gener-
ated (either by lookup/template-based generation, or,
less commonly, by concept-to-utterance natural lan-
guage generation (NLG)) and then synthesised in full
(McTear, 2002). There is very little work on incre-
mental synthesis (i.e., one that would work with units
smaller than full utterances). Edlund (2008) outlines
some requirements for incremental speech synthe-
sis: to give constant feedback to the dialogue system
about what has been delivered, to be interruptible
(and possibly continue from that position), and to run
in real time. Edlund (2008) also presents a prototype
that meets these requirements, but is limited to di-
phone synthesis that is performed non-incrementally
before utterance delivery starts. We go beyond this
in processing just-in-time, and also enabling changes
during delivery.

Skantze and Hjalmarsson (2010) describe a sys-
tem that generates utterances incrementally (albeit
in a WOz-enviroment), allowing earlier components
to incrementally produce and revise their hypothesis
about the user’s utterance. The system can automati-
cally play hesitations if by the time it has the turn it
does not know what to produce yet. They show that
users prefer such a system over a non-incremental
one, even though it produced longer dialogues. Our
approach is complementary to this work, as it tar-
gets a lower layer, the realisation or synthesis layer.
Where their system relies on ‘regular’ speech syn-
thesis which is called on relatively short utterance
fragments (and thus pays for the increase in respon-
siveness with a reduction in synthesis quality, esp.
regarding prosody), we aim to incrementalize the
speech synthesis component itself.

Dutoit et al. (2011) have presented an incremental
formulation for HMM-based speech synthesis. How-
ever, their system works offline and is fed by non-
incrementally produced phoneme target sequences.

1The code of the toolkit and its iSS component and the demo
applications discussed below have been released as open-source
at http://inprotk.sourceforge.net.

We aim for a fully incremental speech synthesis com-
ponent that can be integrated into dialogue systems.

There is some work on incremental NLG (Kilger
and Finkler, 1995; Finkler, 1997; Guhe, 2007); how-
ever, that work does not concern itself with the actual
synthesis of speech and hence describes only what
would generate the input to our component.

3 Incremental Speech Synthesis

3.1 Background on Speech Synthesis

Text-to-speech (TTS) synthesis normally proceeds in
a top-down fashion, starting on the utterance level
(for stress patterns and sentence-level intonation) and
descending to words and phonemes (for pronunci-
ation details), in order to make globally optimised
decisions (Taylor, 2009). In that way, target phoneme
sequences annotated with durations and pitch con-
tours are generated, in what is called the linguistic
pre-processing step.

The then following synthesis step proper can be
executed in one of several ways, with HMM-based
and unit-selection synthesis currently being seen as
producing the perceptually best results (Taylor, 2009).
The former works by first turning the target sequence
into a sequence of HMM states; a global optimiza-
tion then computes a stream of vocoding features
that optimize both HMM emission probabilities and
continuity constraints (Tokuda et al., 2000). Finally,
the parameter frames are fed to a vocoder which gen-
erates the speech audio signal. Unit-selection, in
contrast, searches for the best sequence of (variably
sized) units of speech in a large, annotated corpus
of recordings, aiming to find a sequence that closely
matches the target sequence.

As mentioned above, Dutoit et al. (2011) have pre-
sented an online formulation of the optimization step
in HMM-based synthesis. Beyond this, two other fac-
tors influenced our decision to follow the HMM-based
approach: (a) HMM-based synthesis nicely separates
the production of vocoding parameter frames from
the production of the speech audio signal, which
allows for more fine-grained concurrent processing
(see next subsection); (b) parameters are partially
independent in the vocoding frames, which makes
it possible to manipulate e. g. pitch independently
(and outside of the HMM framework) without altering
other parameters or deteriorating speech quality.
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Figure 1: Hierarchic structure of incremental units describ-
ing an example utterance as it is being produced during
utterance delivery.

3.2 System Architecture

Our component works by reducing the aforemen-
tioned top-down requirements. We found that it is
not necessary to work out all details at one level
of processing before starting to process at the next
lower level. For example, not all words of the utter-
ance need to be known to produce the sentence-level
intonation (which itself however is necessary to de-
termine pitch contours) as long as a structural outline
of the utterance is available. Likewise, post-lexical
phonological processes can be computed as long
as a local context of one word is available; vocod-
ing parameter computation (which must model co-
articulation effects) in turn can be satisfied with just
one phoneme of context; vocoding itself does not
need any lookahead at all (aside from audio buffering
considerations).

Thus, our component generates its data structures
incrementally in a top-down-and-left-to-right fashion
with different amounts of pre-planning, using sev-
eral processing modules that work concurrently. This
results in a ‘triangular’ structure (illustrated in Fig-
ure 1) where only the absolutely required minimum
has to be specified at each level, allowing for later
adaptations with few or no recomputations required.

As an aside, we observe that our component’s ar-
chitecture happens to correspond rather closely to
Levelt’s (1989) model of human speech production.
Levelt distinguishes several, partially independent
processing modules (conceptualization, formulation,
articulation, see Figure 1) that function incrementally
and “in a highly automatic, reflex-like way” (Levelt,
1989, p. 2).

3.3 Technical Overview of Our System

As a basis, we use MaryTTS (Schröder and Trou-
vain, 2003), but we replace Mary’s internal data struc-
tures with structures that support incremental spec-
ifications; these we take from an extant incremen-
tal spoken dialogue system architecture and toolkit,
INPROTK (Schlangen et al., 2010; Baumann and
Schlangen, 2012). In this architecture, incremental
processing as the processing of incremental units
(IUs), which are the smallest ‘chunks’ of information
at a specific level (such as words, or phonemes, as
can be seen in Figure 1). IUs are interconnected to
form a network (e. g. words keep links to their asso-
ciated phonemes, and vice-versa) which stores the
system’s complete information state.

The iSS component takes an IU sequence of
chunks of words as input (from an NLG component).
Crucially, this sequence can then still be modified,
through: (a) continuations, which simply link further
words to the end of the sequence; or (b) replacements,
where elements in the sequence are “unlinked” and
other elements are spliced in. Additionally, a chunk
can be marked as open; this has the effect of linking
to a special hesitation word, which is produced only
if it is not replaced (by the NLG) in time with other
material.

Technically, the representation levels below the
chunk level are generated in our component by
MaryTTS’s linguistic preprocessing and converting
the output to IU structures. Our component provides
for two modes of operation: Either using MaryTTS’
HMM optimization routines which non-incrementally
solve a large matrix operation and subsequently iter-
atively optimize the global variance constraint (Toda
and Tokuda, 2007). Or, using the incremental algo-
rithm as proposed by Dutoit et al. (2011). In our
implementation of this algorithm, HMM emissions
are computed with one phoneme of context in both
directions; Dutoit et al. (2011) have found this set-
ting to only slightly degrade synthesis quality. While
the former mode incurs some utterance-initial delay,
switching between alternatives and prosodic alter-
ation can be performed at virtually no lookahead,
while requiring just little lookahead for the truly
incremental mode. The resulting vocoding frames
then are attached to their corresponding phoneme
units. Phoneme units then contain all the information
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Figure 2: Example application that showcases just-in-time
manipulation of prosodic aspects (tempo and pitch) of the
ongoing utterance.

needed for the final vocoding step, in an accessible
form, which makes possible various manipulations
before the final synthesis step.

The lowest level module of our component is what
may be called a crawling vocoder, which actively
moves along the phoneme IU layer, querying each
phoneme for its parameter frames one-by-one and
producing the corresponding audio via vocoding. The
vocoding algorithm is entirely incremental, making
it possible to vocode “just-in-time”: only when audio
is needed to keep the sound card buffer full does the
vocoder query for a next parameter frame. This is
what gives the higher levels the maximal amount of
time for re-planning, i. e., to be incremental.

3.4 Quality of Results

As these descriptions should have made clear, there
are some elements in the processing steps in our iSS
component that aren’t yet fully incremental, such as
assigning a sentence-level prosody. The best results
are thus achieved if a full utterance is presented to the
component initially, which is used for computation of
prosody, and of which then elements may be changed
(e. g., adjectives are replaced by different ones) on the
fly. It is unavoidable, though, that there can be some
“breaks” at the seams where elements are replaced.
Moreover, the way feature frames can be modified
(as described below) and the incremental HMM op-
timization method may lead to deviations from the
global optimum. Finally, our system still relies on
Mary’s non-incremental HMM state selection tech-
nique which uses decision trees with non-incremental
features.

However, preliminary evaluation of the compo-
nent’s prosody given varying amounts of lookahead
indicate that degradations are reasonably small. Also,
the benefits in naturalness of behaviour enabled by
iSS may outweigh the drawback in prosodic quality.

4 Interface Demonstrations

We will describe the features of iSS, their implemen-
tation, their programming interface, and correspond-
ing demo applications in the following subsections.

4.1 Low-Latency Changes to Prosody

Pitch and tempo can be adapted on the phoneme
IU layer (see Figure 1). Figure 2 shows a demo in-
terface to this functionality. Pitch is determined by
a single parameter in the vocoding frames and can
be adapted independently of other parameters in the
HMM approach. We have implemented capabilities of
adjusting all pitch values in a phoneme by an offset,
or to change the values gradually for all frames in
the phoneme. (The first feature is show-cased in the
application in Figure 2, the latter is used to cancel
utterance-final pitch changes when a continuation is
appended to an ongoing utterance.) Tempo can be
adapted by changing the phoneme units’ durations
which will then repeat (or skip) parameter frames
(for lengthened or shortened phonemes, respectively)
when passing them to the crawling vocoder. Adapta-
tions are conducted with virtually no lookahead, that
is, they can be executed even on a phoneme that is
currently being output.

4.2 Feedback on Delivery

We implemented a fine-grained, hierarchical mech-
anism to give detailed feedback on delivery. A new
progress field on IUs marks whether the IU’s produc-
tion is upcoming, ongoing, or completed. Listeners
may subscribe to be notified about such progress
changes using an update interface on IUs. The appli-
cations in Figures 2 and 4 make use of this interface
to mark the words of the utterance in bold for com-
pleted, and in italic for ongoing words (incidentally,
the screenshot in Figure 4 was taken exactly at the
boundary between “delete” and “the”).

4.3 Low-Latency Switching of Alternatives

A major goal of iSS is to change what is being said
while the utterance is ongoing. Forward-pointing
same-level links (SLLs, (Schlangen and Skantze,
2009; Baumann and Schlangen, 2012)) as shown
in Figure 3 allow to construct alternative utterance
paths beforehand. Deciding on the actual utterance
continuation is a simple re-ranking of the forward
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Figure 3: Incremental units chained together via forward-
pointing same-level links to form an utterance tree.

Figure 4: Example application to showcase just-in-time
selection between different paths in a complex utterance.

SLLs which can be changed until immediately before
the word (or phoneme) in question is being uttered.

The demo application shown in Figure 4 allows the
user to select the path through a fairly complex utter-
ance tree. The user has already decided on the color,
but not on the type of piece to be deleted and hence
the currently selected plan is to play a hesitation (see
below).

4.4 Extension of the Ongoing Utterance

In the previous subsection we have shown how alter-
natives in utterances can be selected with very low
latency. Adding continuations (or alternatives) to
an ongoing utterance incurs some delay (some hun-
dred milliseconds), as we ensure that an appropriate
sentence-level prosody for the alternative (or con-
tinuation) is produced by re-running the linguistic
pre-processing on the complete utterance; we then
integrate only the new, changed parts into the IU
structure (or, if there still is time, parts just before the
change, to account for co-articulation).

Thus, practical applications which use incremen-
tal NLG must generate their next steps with some
lookahead to avoid stalling the output. However, ut-
terances can be marked as non-final, which results in
a special hesitation word being inserted, as explained
below.

4.5 Autonomously Performing Disfluencies

In a multi-threaded, real-time system, the crawling
vocoder may reach the end of synthesis before the
NLG component (in its own thread) has been able
to add a continuation to the ongoing utterance. To
avoid this case, special hesitation words can be in-
serted at the end of a yet unfinished utterance. If the
crawling vocoder nears such a word, a hesitation will
be played, unless a continuation is available. In that
case, the hesitation is skipped (or aborted if currently
ongoing).2

4.6 Type-to-Speech

A final demo application show-cases truly incremen-
tal HMM synthesis taken to its most extreme: A text
input window is presented, and each word that is
typed is treated as a single-word chunk which is im-
mediately sent to the incremental synthesizer. (For
this demonstration, synthesis is slowed to half the
regular speed, to account for slow typing speeds and
to highlight the prosodic improvements when more
right context becomes available to iSS.) A use case
with a similar (but probably lower) level of incre-
mentality could be simultaneous speech-to-speech
translation, or type-to-speech for people with speech
disabilities.

5 Conclusions

We have presented a component for incremental
speech synthesis (iSS) and demonstrated its capa-
bilities with a number of example applications. This
component can be used to increase the responsivity
and naturalness of spoken interactive systems. While
iSS can show its full strengths in systems that also
generate output incrementally (a strategy which is
currently seeing some renewed attention), we dis-
cussed how even otherwise unchanged systems may
profit from its capabilities, e. g., in the presence of
intermittent noise. We provide this component in the
hope that it will help spur research on incremental
natural language generation and more interactive spo-
ken dialogue systems, which so far had to made do
with inadequate ways of realising its output.

2Thus, in contrast to (Skantze and Hjalmarsson, 2010), hesi-
tations do not take up any additional time.
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Abstract
Information extraction (IE) is becoming a crit-
ical building block in many enterprise appli-
cations. In order to satisfy the increasing text
analytics demands of enterprise applications,
it is crucial to enable developers with general
computer science background to develop high
quality IE extractors. In this demonstration,
we present WizIE, an IE development envi-
ronment intended to reduce the development
life cycle and enable developers with little or
no linguistic background to write high qual-
ity IE rules. WizIE provides an integrated
wizard-like environment that guides IE devel-
opers step-by-step throughout the entire devel-
opment process, based on best practices syn-
thesized from the experience of expert devel-
opers. In addition, WizIE reduces the manual
effort involved in performing key IE develop-
ment tasks by offering automatic result expla-
nation and rule discovery functionality. Pre-
liminary results indicate that WizIE is a step
forward towards enabling extractor develop-
ment for novice IE developers.

1 Introduction
Information Extraction (IE) refers to the problem of
extracting structured information from unstructured
or semi-structured text. It has been well-studied by
the Natural Language Processing research commu-
nity for a long time. In recent years, IE has emerged
as a critical building block in a wide range of enter-
prise applications, including financial risk analysis,
social media analytics and regulatory compliance,
among many others. An important practical chal-
lenge driven by the use of IE in these applications
is usability (Chiticariu et al., 2010c): specifically,

how to enable the ease of development and mainte-
nance of high-quality information extraction rules,
also known as annotators, or extractors.

Developing extractors is a notoriously labor-
intensive and time-consuming process. In order to
ensure highly accurate and reliable results, this task
is traditionally performed by trained linguists with
domain expertise. As a result, extractor develop-
ment is regarded as a major bottleneck in satisfying
the increasing text analytics demands of enterprise
applications. Hence, reducing the extractor devel-
opment life cycle is a critical requirement. Towards
this goal, we have built WizIE, an IE development
environment designed primarily to (1) enable devel-
opers with little or no linguistic background to write
high quality extractors, and (2) reduce the overall
manual effort involved in extractor development.

Previous work on improving the usability of IE
systems has mainly focused on reducing the manual
effort involved in extractor development (Brauer et
al., 2011; Li et al., 2008; Li et al., 2011a; Soder-
land, 1999; Liu et al., 2010). In contrast, the fo-
cus of WizIE is on lowering the extractor develop-
ment entry barrier by means of a wizard-like en-
vironment that guides extractor development based
on best practices drawn from the experience of
trained linguists and expert developers. In doing so,
WizIE also provides natural entry points for differ-
ent tools focused on reducing the effort required for
performing common tasks during IE development.

Underlying our WizIE are a state-of-the-art
IE rule language and corresponding runtime en-
gine (Chiticariu et al., 2010a; Li et al., 2011b). The
runtime engine and WizIE are commercially avail-
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Figure 1: Best Practices for Extractor Development

able as part of IBM InfoSphere BigInsights (IBM,
2012).

2 System Overview
The development process for high-quality, high-
performance extractors consists of four phases, as
illustrated in Fig. 1. First, in the Task Analysis
phase, concrete extraction tasks are defined based
on high-level business requirements. For each ex-
traction task, IE rules are developed during the Rule
Development phase. The rules are profiled and fur-
ther fine-tuned in the Performance Tuning phase, to
ensure high runtime performance. Finally, in the De-
livery phase, the rules are packaged so that they can
be easily embedded in various applications.

WizIE is designed to assist and enable both novice
and experienced developers by providing an intu-
itive wizard-like interface that is informed by the
best practices in extractor development throughout
each of these phases. By doing so, WizIE seeks
to provide the key missing pieces in a conventional
IE development environment (Cunningham et al.,
2002; Li et al., 2011b; Soundrarajan et al., 2011),
based on our experience as expert IE developers, as
well as our interactions with novice developers with
general computer science background, but little text
analytics experience, during the development of sev-
eral enterprise applications.

3 The Development Environment
In this section, we present the general functionality
of WizIE in the context of extraction tasks driven
by real business use cases from the media and en-
tertainment domain. We describe WizIE in details
and show how it guides and assists IE developers in
a step-by-step fashion, based on best practices.

3.1 Task Analysis
The high-level business requirement of our run-
ning example is to identify intention to purchase
for movies from online forums. Such information

is of great interest to marketers as it helps pre-
dict future purchases (Howard and Sheth, 1969).
During the first phrase of IE development (Fig. 2),
WizIE guides the rule developer in turning such a
high-level business requirement into concrete ex-
traction tasks by explicitly asking her to select and
manually examine a small number 1 of sample doc-
uments, identify and label snippets of interest in the
sample documents, and capture clues that help to
identify such snippets.

The definition and context of the concrete extrac-
tion tasks are captured by a tree structure called the
extraction plan (e.g. right panel in Fig. 2). Each
leaf node in an extraction plan corresponds to an
atomic extraction task, while the non-leaf nodes de-
note higher-level tasks based on one or more atomic
extraction tasks. For instance, in our running ex-
ample, the business question of identifying intention
of purchase for movies has been converted into the
extraction task of identifying MovieIntent mentions,
which involves two atomic extraction tasks: identi-
fying Movie mentions and Intent mentions.

The extraction plan created, as we will describe
later, plays a key role in the IE development process
in WizIE. Such tight coupling of task analysis with
actual extractor development is a key departure from
conventional IE development environments.

3.2 Rule Development
Once concrete extraction tasks are defined,
WizIE guides the IE developer to write actual rules
based on best practices. Fig. 3(a) shows a screenshot
of the second phase of building an extractor, the
Rule Development phase. The Extraction Task panel
on the left provides information and tips for rule
development, whereas the Extraction Plan panel
on the right guides the actual rule development
for each extraction task. As shown in the figure,
the types of rules associated with each label node
fall into three categories: Basic Features, Can-

1The exact sample size varies by task type.
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Figure 2: Labeling Snippets and Clues of Interest

didate Generation and Filter&Consolidate. This
categorization is based on best practices for rule
development (Chiticariu et al., 2010b). As such,
the extraction plan groups together the high-level
specification of extraction tasks via examples, and
the actual implementation of those tasks via rules.

The developer creates rules directly in the Rule
Editor, or via the Create Statement wizard, acces-
sible from the Statements node of each label in the
Extraction Plan panel:

The wizard allows the user to select a type for
the new rule, from predefined sets for each of the
three categories. The types of rules exposed in each
category are informed by best practices. For ex-
ample, the Basic Features category includes rules
for defining basic features using regular expressions,
dictionaries or part of speech information, whereas
the Candidate Generation category includes rules for
combining basic features into candidate mentions by
means of operations such as sequence or alternation.
Once the developer provides a name for the new rule
(view) and selects its type, the appropriate rule tem-
plate (such as the one illustrated below) is automat-
ically generated in an appropriate file on disk and

displayed in the editor, for further editing 2.

Once the developer completes an iteration of rule
development, WizIE guides her in testing and refin-
ing the extractor, as shown in Fig. 3(b). The An-
notation Explorer at the bottom of the screen gives
a global view of the extraction results, while other
panels highlight individual results in the context of
the original input documents. The Annotation Ex-
plorer enables filtering and searching results, and
comparing results with those from a previous iter-
ation. WizIE also provides a facility for manually
labeling a document collection with “ground truth”
annotations, then comparing the extraction results
with the ground truth in order to formally evalu-
ate the quality of the extractor and avoid regressions
during the development process.

An important differentiator of WizIE compared
with conventional IE development environments is
a suite of sophisticated tools for automatic result ex-
planation and rule discovery. We briefly describe
them next.
Provenance Viewer. When the user clicks on an ex-
tracted result, the Provenance Viewer shows a com-
plete explanation of how that result has been pro-

2Details on the rule syntax can be found in (IBM, )
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Figure 3: Extractor Development: (a) Developing, and (b) Testing.

duced by the extractor, in the form of a graph that
demonstrates the sequence of rules and individual
pieces of text responsible for that result. Such expla-
nations are critical to enable the developer to under-
stand why a false positive is generated by the sys-
tem, and identify problematic rule(s) that could be
refined in order to correct the mistake. An example
explanation for an incorrect MovieIntent mention “I
just saw Mission Impossible” is shown below.

As can be seen, the MovieIntent mention is gener-
ated by combining a SelfRef (matching first person
pronouns) with a MovieName mention, and in turn,
the latter is obtained by combining several MovieN-
ameCandidate mentions. With this information, the
developer can quickly determine that the SelfRef and
MovieName mentions are correct, but their combina-
tion in MovieIntentCandidate is problematic. She can
then proceed to refine the MovieIntentCandidate rule,
for example, by avoiding any MovieIntentCandidate
mentions containing a past tense verb form such as

saw, since past tense in not usually indicative of in-
tent (Liu et al., 2010).
Pattern Discovery. Negative contextual clues such
as the verb “saw” above are useful for creating rules
that filter out false positives. Conversely, positive
clues such as the phrase “will see” are useful for
creating rules that separate ambiguous matches from
high-precision matches. WizIE’s Pattern Discovery
component facilitates automatic discovery of such
clues by mining available sample data for common
patterns in specific contexts (Li et al., 2011a). For
example, when instructed to analyze the context be-
tween SelfRef and MovieName mentions, Pattern Dis-
covery finds a suite of common patterns as shown
in Fig. 4. The developer can analyze these patterns
and choose those suitable for refining the rules. For
example, patterns such as “have to see” can be seen
as positive clues for intent, whereas phrases such as
“took ... to see” or “went to see” are negative clues,
and can be used for filtering false positives.
Regular Expression Generator. WizIE also en-
ables the discovery of regular expression patterns.
The Regular Expression Generator takes as input a
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Figure 4: Pattern Discovery

Figure 5: Regular Expression Generator

set of sample mentions and suggests regular expres-
sions that capture the samples, ranging from more
specific (higher accuracy) to more general expres-
sions (higher coverage). Figure 5 shows two reg-
ular expressions automatically generated based on
mentions of movie ratings, and how the developer is
subsequently assisted in understanding and refining
the generated expression. In our experience, regu-
lar expressions are complex concepts that are diffi-
cult to develop for both expert and novice develop-
ers. Therefore, such a facility to generate expres-
sions based on examples is extremely useful.

3.3 Performance Tuning
Once the developer is satisfied with the quality of the
extractor, WizIE guides her in measuring and tuning
its runtime performance, in preparation for deploy-
ing the extractor in a production environment. The
Profiler observes the execution of the extractor on
a sample input collection over a period of time and
records the percentage of time spent executing each
rule, or performing certain runtime operations. After

the profiling run completes, WizIE displays the top
25 most expensive rules and runtime operations, and
the overall throughput (amount of input data pro-
cessed per unit of time). Based on this information,
the developer can hand-tune the critical parts of the
extractor, rerun the Profiler, and validate an increase
in throughput. She would repeat this process until
satisfied with the extractor’s runtime performance.

3.4 Delivery and Deployment
Once satisfied with both the result quality and
runtime performance, the developer is guided by
WizIE’s Export wizard through the process of ex-
porting the extractor in a compiled executable form.
The generated executable can be embedded in an ap-
plication using a Java API interface. WizIE can also
wrap the executable plan in a pre-packaged applica-
tion that can be run in a map-reduce environment,
then deploy this application on a Hadoop cluster.

4 Evaluation
A preliminary user study was conducted to evalu-
ate the effectiveness of WizIE in enabling novice IE
developers. The study included 14 participants, all
employed at a major technology company. In the
pre-study survey, 10 of the participants reported no
prior experience with IE tasks, two of them have
seen demonstrations of IE systems, and two had
brief involvement in IE development, but no expe-
rience with WizIE. For the question “According to
your understanding, how easy is it to build IE appli-
cations in general ?”, the median rating was 5, on a
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scale of 1 (very easy) to 7 (very difficult).
The study was conducted during a 2-day training

session. In Day 1, participants were given a thor-
ough introduction to IE, shown example extractors,
and instructed to develop extractors without WizIE.
Towards the end of Day 1, participants were asked
to solve an IE exercise: develop an extractor for
the high-level requirement of identifying mentions
of company revenue by division from the company’s
official press releases. WizIE was introduced to the
participants in Day 2 of the training, and its fea-
tures were demonstrated and explained with exam-
ples. Participants were then asked to complete the
same exercise as in Day 1. Authors of this demon-
stration were present to help participants during the
exercises in both days. At the end of each day, par-
ticipants filled out a survey about their experience.

In Day 1, none of the participants were able to
complete the exercise after 90 minutes. In the sur-
vey, one participant wrote “I am in sales so it is all
difficult”; another participant indicated that “I don’t
think I would be able to recreate the example on my
own from scratch”. In Day 2, most participants were
able to complete the exercise in 90 minutes or less
using WizIE. In fact, two participants created extrac-
tors with accuracy and coverage of over 90%, when
measured against the ground truth. Overall, the par-
ticipants were much more confident about creating
extractors. One participant wrote “My first impres-
sion is very good”. On the other hand, another par-
ticipant asserted that “The nature of the task is still
difficult”. They also found that WizIE is useful and
easy to use, and it is easier to build extractors with
the help of WizIE.

In summary, our preliminary results indicate that
WizIE is a step forward towards enabling extractor
development for novice IE developers. In order to
formally evaluate WizIE, we are currently conduct-
ing a formal study of using WizIE to create extrac-
tors for several real business applications.

5 Demonstration
In this demonstration we showcase WizIE’s step-by-
step approach to guide the developer in the iterative
process of IE rule development, from task analysis
to developing, tuning and deploying the extractor
in a production environment. Our demonstration is
centered around the high-level business requirement

of identifying intent to purchase movies from blogs
and forum posts as described in Section 3. We start
by demonstrating the process of developing two rel-
atively simple extractors for identifying MovieIntent
and MovieRating mentions. We then showcase com-
plex state-of-the-art extractors for identifying buzz
and sentiment for the media and entertainment do-
main, to illustrate the quality and runtime perfor-
mance of extractors built with WizIE.
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Abstract 

This paper describes a system for real-time 
analysis of public sentiment toward 
presidential candidates in the 2012 U.S. 
election as expressed on Twitter, a micro-
blogging service. Twitter has become a 
central site where people express their 
opinions and views on political parties and 
candidates. Emerging events or news are 
often followed almost instantly by a burst 
in Twitter volume, providing a unique 
opportunity to gauge the relation between 
expressed public sentiment and electoral 
events. In addition, sentiment analysis can 
help explore how these events affect public 
opinion. While traditional content analysis 
takes days or weeks to complete, the 
system demonstrated here analyzes 
sentiment in the entire Twitter traffic about 
the election, delivering results instantly and 
continuously. It offers the public, the 
media, politicians and scholars a new and 
timely perspective on the dynamics of the 
electoral process and public opinion. 

1 Introduction 

Social media platforms have become an important 
site for political conversations throughout the 
world. In the year leading up to the November 
2012 presidential election in the United States, we 

have developed a tool for real-time analysis of 
sentiment expressed through Twitter, a micro-
blogging service, toward the incumbent President, 
Barack Obama, and the nine republican 
challengers - four of whom remain in the running 
as of this writing. With this analysis, we seek to 
explore whether Twitter provides insights into the 
unfolding of the campaigns and indications of 
shifts in public opinion. 

Twitter allows users to post tweets, messages of 
up to 140 characters, on its social network. Twitter 
usage is growing rapidly. The company reports 
over 100 million active users worldwide, together 
sending over 250 million tweets each day (Twitter, 
2012). It was actively used by 13% of on-line 
American adults as of May 2011, up from 8% a 
year prior (Pew Research Center, 2011). More than 
two thirds of U.S. congress members have created 
a Twitter account and many are actively using 
Twitter to reach their constituents (Lassen & 
Brown, 2010; TweetCongress, 2012). Since 
October 12, 2012, we have gathered over 36 
million tweets about the 2012 U.S. presidential 
candidates, a quarter million per day on average.  
During one of the key political events, the Dec 15, 
2011 primary debate in Iowa, we collected more 
than half a million relevant tweets in just a few 
hours. This kind of ‘big data’ vastly outpaces the 
capacity of traditional content analysis approaches, 
calling for novel computational approaches.  

Most work to date has focused on post-facto 
analysis of tweets, with results coming days or 
even months after the collection time. However, 
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because tweets are short and easy to send, they 
lend themselves to quick and dynamic expression 
of instant reactions to current events. We expect 
automated real-time sentiment analysis of this 
user-generated data can provide fast indications of 
changes in opinion, showing for example how an 
audience reacts to particular candidate’s statements 
during a political debate. The system we present 
here, along with the dashboards displaying analysis 
results with drill-down ability, is precisely aimed at 
generating real-time insights as events unfold. 

Beyond the sheer scale of the task and the need 
to keep up with a rapid flow of tweets, we had to 
address two additional issues. First, the vernacular 
used on Twitter differs significantly from common 
language and we have trained our sentiment model 
on its idiosyncrasies. Second, tweets in general, 
and political tweets in particular, tend to be quite 
sarcastic, presenting significant challenges for 
computer models (González-Ibáñez et al., 2011). 
We will present our approaches to these issues in a 
separate publication. Here, we focus on presenting 
the overall system and the visualization dashboards 
we have built. In section 2, we begin with a review 
of related work; we then turn in section 3 to a 
description of our system’s architecture and its 
components (input, preprocessing, sentiment 
model, result aggregation, and visualization); in 
sections 4 and 5 we evaluate our early experience 
with this system and discuss next steps. 

2 Related Work  

In the last decade, interest in mining sentiment and 
opinions in text has grown rapidly, due in part to 
the large increase of the availability of documents 
and messages expressing personal opinions (Pang 
& Lee, 2008). In particular, sentiment in Twitter 
data has been used for prediction or measurement 
in a variety of domains, such as stock market, 
politics and social movements (Bollen et al., 2011; 

Choy et al., 2011; Tumasjan et al., 2010; Zeitzoff, 
2011). For example, Tumasjan (2010) found tweet 
volume about the political parties to be a good 
predictor for the outcome of the 2009 German 
election, while Choy et al. (2011) failed to predict 
with Twitter sentiment the ranking of the four 
candidates in Singapore’s 2011 presidential election. 

Past studies of political sentiment on social 
networks have been either post-hoc and/or carried 
out on small and static samples. To address these 
issues, we built a unique infrastructure and 
sentiment model to analyze in real-time public 
sentiment on Twitter toward the 2012 U.S. 
presidential candidates. Our effort to gauge 
political sentiment is based on bringing together 
social science scholarship with advanced 
computational methodology: our approach 
combines real-time data processing and statistical 
sentiment modeling informed by, and contributing 
to, an understanding of the cultural and political 
practices at work through the use of Twitter. 

3  The System 

For accuracy and speed, we built our real-time data 
processing infrastructure on the IBM’s InfoSphere 
Streams platform (IBM, 2012), which enables us to 
write our own analysis and visualization modules 
and assemble them into a real-time processing 
pipeline. Streams applications are highly scalable 
so we can adjust our system to handle higher 
volume of data by adding more servers and by 
distributing processing tasks. Twitter traffic often 
balloons during big events (e.g. televised debates 
or primary election days) and stays low between 
events, making high scalability strongly desirable. 
Figure 1 shows our system’s architecture and its 
modules. Next, we introduce our data source and 
each individual module. 

Figure 1. The system architecture for real-time processing Twitter data 
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3.1 Input/Data Source 

We chose the micro-blogging service Twitter as 
our data source because it is a major source of 
online political commentary and discussion in the 
U.S. People comment on and discuss politics by 
posting messages and ‘re-tweeting’ others’ 
messages. It played a significant role in political 
events worldwide, such as the Arab Spring 
Movement and the Moldovian protests in 2009. In 
response to events, Twitter volume goes up sharply 
and significantly. For example, during a republican 
debate, we receive several hundred thousand to a 
million tweets in just a few hours for all the 
candidates combined. 

Twitter’s public API provides only 1% or less of 
its entire traffic (the “firehose”), without control 
over the sampling procedure, which is likely 
insufficient for accurate analysis of public 
sentiment. Instead, we collect all relevant tweets in 
real-time from the entire Twitter traffic via Gnip 
Power Track, a commercial Twitter data provider. 
To cope with this challenge during the later stages 
of the campaign, when larger Twitter traffic is 
expected, our system can handle huge traffic bursts 
over short time periods by distributing the 
processing to more servers, even though most of 
the times its processing load is minimal. 

Since our application targets the political 
domain (specifically the current Presidential 
election cycle), we manually construct rules that 
are simple logical keyword combinations to 
retrieve relevant tweets – those about candidates 
and events (including common typos in candidate 
names). For example, our rules for Mitt Romney 
include Romney, @MittRomney, @PlanetRomney, 
@MittNews, @believeinromney, #romney, #mitt, 
#mittromney, and #mitt2012. Our system is 
tracking the tweets for nine Republican candidates 
(some of whom have suspended their campaign) 
and Barack Obama using about 200 rules in total. 

3.2 Preprocessing 

The text of tweets differs from the text in articles, 
books, or even spoken language. It includes many 

idiosyncratic uses, such as emoticons, URLs, RT 
for re-tweet, @ for user mentions, # for hashtags, 
and repetitions. It is necessary to preprocess and 
normalize the text. 

As standard in NLP practices, the text is 
tokenized for later processing. We use certain rules 
to handle the special cases in tweets. We compared 
several Twitter-specific tokenizers, such as 
TweetMotif (O'Connor et al., 2010) and found 
Christopher Potts’ basic Twitter tokenizer best 
suited as our base. In summary, our tokenizer 
correctly handles URLs, common emoticons, 
phone numbers, HTML tags, twitter mentions and 
hashtags, numbers with fractions and decimals, 
repetition of symbols and Unicode characters (see 
Figure 2 for an example). 

3.3 Sentiment Model 

The design of the sentiment model used in our 
system was based on the assumption that the 
opinions expressed would be highly subjective and 
contextualized.  Therefore, for generating data for 
model training and testing, we used a crowd-
sourcing approach to do sentiment annotation on 
in-domain political data. 

To create a baseline sentiment model, we used 
Amazon Mechanical Turk (AMT) to get as varied 
a population of annotators as possible. We 
designed an interface that allowed annotators to 
perform the annotations outside of AMT so that 
they could participate anonymously. The Turkers 
were asked their age, gender, and to describe their 
political orientation.  Then they were shown a 
series of tweets and asked to annotate the tweets' 
sentiment (positive, negative, neutral, or unsure), 
whether the tweet was sarcastic or humorous, the 
sentiment on a scale from positive to negative, and 
the tweet author's political orientation on a slider 
scale from conservative to liberal.  Our sentiment 
model is based on the sentiment label and the 
sarcasm and humor labels. Our training data 
consists of nearly 17000 tweets (16% positive, 
56% negative, 18% neutral, 10% unsure), 
including nearly 2000 that were multiply annotated 

Tweet WAAAAAH!!! RT @politico: Romney: Santorum's 'dirty tricks' could steal Michigan: 
http://t.co/qEns1Pmi #MIprimary #tcot #teaparty #GOP 

Tokens WAAAAAH !!! RT @politico : Romney : Santorum's ' dirty tricks ' could steal 
Michigan : http://politi.co/wYUz7m #MIprimary #tcot #teaparty #GOP 

Figure 2. The output tokens of a sample tweet from our tokenizer 
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to calculate inter-annotator agreement. About 800 
Turkers contributed to our annotation. 

The statistical classifier we use for sentiment 
analysis is a naïve Bayes model on unigram 
features. Our features are calculated from 
tokenization of the tweets that attempts to preserve 
punctuation that may signify sentiment (e.g., 
emoticons and exclamation points) as well as 
twitter specific phenomena (e.g., extracting intact 
URLs). Based on the data we collected our 
classifier performs at 59% accuracy on the four 
category classification of negative, positive, 
neutral, or unsure. These results exceed the 
baseline of classifying all the data as negative, the 
most prevalent sentiment category (56%). The 
choice of our model was not strictly motivated by 
global accuracy, but took into account class-wise 
performance so that the model performed well on 
each sentiment category. 

3.4 Aggregation 

Because our system receives tweets continuously 
and uses multiple rules to track each candidate’s 
tweets, our display must aggregate sentiment and 
tweet volume within each time period for each 
candidate. For volume, the system outputs the 
number of tweets every minute for each candidate. 
For sentiment, the system outputs the number of 
positive, negative, neutral and unsure tweets in a 
sliding five-minute window. 

3.5 Display and Visualization 

 We designed an Ajax-based HTML dashboard 

(Figure 3) to display volume and sentiment by 
candidate as well as trending words and system 
statistics. The dashboard pulls updated data from a 
web server and refreshes its display every 30 
seconds. In Figure 3, the top-left bar graph shows 
the number of positive and negative tweets about 
each candidate (right and left bars, respectively) in 
the last five minutes as an indicator of sentiment 
towards the candidates. We chose to display both 
positive and negative sentiment, instead of the 
difference between these two, because events 
typically trigger sharp variations in both positive 
and negative tweet volume. The top-right chart 
displays the number of tweets for each candidate 
every minute in the last two hours. We chose this 
time window because a live-broadcast primary 
debate usually lasts about two hours. The bottom-
left shows system statistics, including the total 
number of tweets, the number of seconds since 
system start and the average data rate. The bottom-
right table shows trending words of the last five 
minutes, computed using TF-IDF measure as 
follows: tweets about all candidates in a minute are 
treated as a single “document”; trending words are 
the tokens from the current minute with the highest 
TF-IDF weights when using the last two hours as a 
corpus (i.e., 120 “documents”). Qualitative 
examination suggests that the simple TF-IDF 
metric effectively identifies the most prominent 
words when an event occurs. 

The dashboard gives a synthetic overview of 
volume and sentiment for the candidates, but it is 
often desirable to view selected tweets and their 
sentiments. The dashboard includes another page 

Figure 3. Dashboard for volume, sentiment and trending words 
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(Figure 4) that displays the most positive, negative 
and frequent tweets, as well as some random 
neutral tweets. It also shows the total volume over 
time and a tag cloud of the most frequent words in 
the last five minutes across all candidates. Another 
crucial feature of this page is that clicking on one 
of the tweets brings up an annotation interface, so 
the user can provide his/her own assessment of the 
sentiment expressed in the tweet. The next section 
describes the annotation interface. 

3.6 Annotation Interface 

The online annotation interface shown in Figure 5 
lets dashboard (Figure 4) users provide their own 
judgment of a tweet. The tweet’s text is displayed 
at the top, and users can rate the sentiment toward 
the candidate mentioned in the tweet as positive, 
negative or neutral or mark it as unsure. There are 
also two options to specify whether a tweet is 
sarcastic and/or funny. This interface is a 
simplified version of the one we used to collect 
annotations from Amazon Mechanical Turk so that 
annotation can be performed quickly on a single 
tweet.  The online interface is designed to be used 
while watching a campaign event and can be 
displayed on a tablet or smart phone. 

The feedback from users allows annotation of 
recent data as well as the ability to correct 
misclassifications. As a future step, we plan to 

establish an online feedback loop between users 
and the sentiment model, so users’ judgment serves 
to train the model actively and iteratively. 

4 System Evaluation 

In Section 3.3, we described our preliminary 
sentiment model that automatically classifies 
tweets into four categories: positive, negative, 
neutral or unsure. It copes well with the negative 
bias in political tweets. In addition to evaluating 

Figure 5. Dashboard for most positive, negative and frequent tweets 

Figure 4. Online sentiment annotation interface 
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the model using annotated data, we have also 
begun conducting correlational analysis of 
aggregated sentiment with political events and 
news, as well as indicators such as poll and 
election results. We are exploring whether 
variations in twitter sentiment and tweet volume 
are predictive or reflective of real-world events and 
news. While this quantitative analysis is part of 
ongoing work, we present below some quantitative 
and qualitative expert observations indicative of 
promising research directions. 

One finding is that tweet volume is largely 
driven by campaign events. Of the 50 top hourly 
intervals between Oct 12, 2011 and Feb 29, 2012, 
ranked by tweet volume, all but two correspond 
either to President Obama’s State of the Union 
address, televised primary debates or moments 
when caucus or primary election results were 
released. Out of the 100 top hourly intervals, all 
but 18 correspond to such events. The 2012 State 
of the Union address on Jan 24 is another good 
example. It caused the biggest volume we have 
seen in a single day since last October, 1.37 
million tweets in total for that day. Both positive 
and negative tweets for President Obama increased 
three to four times comparing to an average day. 

During the Republican Primary debate on Jan 19, 
2012 in Charleston, NC one of the Republican 
candidates, Newt Gingrich, was asked about his 
ex-wife at the beginning of the debate. Within 
minutes, our dashboard showed his negative 
sentiment increase rapidly – it became three times 
more negative in just two minutes. This illustrates 
how tweet volume and sentiment are extremely 
responsive to emerging events in the real world 
(Vergeer et al., 2011). 

These examples confirm our assessment that it 
is especially relevant to offer a system that can 
provide real-time analysis during key moments in 
the election cycle. As the election continues and 
culminates with the presidential vote this 
November, we hope that our system will provide 
rich insights into the evolution of public sentiment 
toward the contenders. 

5 Conclusion 

We presented a system for real-time Twitter 
sentiment analysis of the ongoing 2012 U.S. 
presidential election. We use the Twitter “firehose” 
and expert-curated rules and keywords to get a full 

and accurate picture of the online political 
landscape. Our real-time data processing 
infrastructure and statistical sentiment model 
evaluates public sentiment changes in response to 
emerging political events and news as they unfold. 
The architecture and method are generic, and can 
be easily adopted and extended to other domains 
(for instance, we used the system for gauging 
sentiments about films and actors surrounding 
Oscar nomination and selection). 
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Abstract

Argo is a web-based NLP and text mining
workbench with a convenient graphical user
interface for designing and executing process-
ing workflows of various complexity. The
workbench is intended for specialists and non-
technical audiences alike, and provides the
ever expanding library of analytics compliant
with the Unstructured Information Manage-
ment Architecture, a widely adopted interop-
erability framework. We explore the flexibil-
ity of this framework by demonstrating work-
flows involving three processing components
capable of performing self-contained machine
learning-based tagging. The three components
are responsible for the three distinct tasks of 1)
generating observations or features, 2) train-
ing a statistical model based on the generated
features, and 3) tagging unlabelled data with
the model. The learning and tagging compo-
nents are based on an implementation of con-
ditional random fields (CRF); whereas the fea-
ture generation component is an analytic ca-
pable of extending basic token information to
a comprehensive set of features. Users de-
fine the features of their choice directly from
Argo’s graphical interface, without resorting
to programming (a commonly used approach
to feature engineering). The experimental re-
sults performed on two tagging tasks, chunk-
ing and named entity recognition, showed that
a tagger with a generic set of features built
in Argo is capable of competing with task-
specific solutions.

1 Introduction

The applications of automatic recognition of cate-
gories, or tagging, in natural language processing
(NLP), range from part of speech tagging to chunk-
ing to named entity recognition and complex scien-
tific discourse analyses. Currently, there is a variety
of tools capable of performing these tasks. A com-
monly used approach involves the use of machine
learning to first build a statistical model based on a
manually or semi-automatically tagged sample data
and then to tag new data using this model. Since
the machine learning algorithms for building mod-
els are well established, the challenge shifted to fea-
ture engineering, i.e., developing task-specific fea-
tures that form the basis of these statistical models.
This task is usually accomplished programmatically
which pose an obstacle to a non-technically inclined
audience. We alleviate this problem by demonstrat-
ing Argo1, a web-based platform that allows the user
to build NLP and other text analysis workflows via
a graphical user interface (GUI) available in a web
browser. The system is equipped with an ever grow-
ing library of text processing components ranging
from low-level syntactic analysers to semantic an-
notators. It also allows for including user-interactive
components, such as an annotation editor, into oth-
erwise fully automatic workflows. The interoper-
ability of processing components is ensured in Argo
by adopting Unstructured Information Management
Architecture (UIMA) (Ferrucci and Lally, 2004) as
the system’s framework. In this work we explore the
capabilities of this framework to support machine

1http://nactem.ac.uk/Argo
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learning components for tagging textual content.

In the following section we present related work.
Section 3 provides background information on Argo
and its relationship to UIMA. The details of the three
machine learning components are discussed in Sec-
tion 4. Section 5 provides evaluation, whereas Sec-
tion 6 concludes the paper.

2 Related work

Language processing tools with machine learning
capabilities for tagging textual content have been
distributed by various groups in form of either stan-
dalone applications or application programming in-
terfaces (API). Packages such as Lingpipe2, Mal-
let3, Stanford NLP tools4 and OpenNLP5 have been
extensively used by the NLP and text mining com-
munities (Kolluru et al., 2011; Corbett and Murray-
Rust, 2006). However, such tools inherently impose
inconveniences on users, such as a lack of GUI, of-
ten arduous manual installation procedures, profi-
ciency in programming or familiarity with the de-
tails of machine learning algorithms.

These limitations are overcome by GUI-equipped,
workflow-supporting platforms that often directly
use the solutions provided by the former tools. The
notable examples of such platforms designed specif-
ically for NLP and text mining tasks are GATE
(Cunningham et al., 2002), a suite of text process-
ing and annotation tools, and U-Compare (Kano et
al., 2010), a standalone application supporting the
UIMA framework that formed the inspiration for
Argo.

Although the GUI platforms provide machine
learning solutions, these are usually limited to us-
ing pre-trained models and providing a rich set of
features for training requires resorting to program-
ming. Argo, on the other hand, allows the users to
train their own models with either a generic set of
features or customisable features without having to
write a single line of code. This capability is pro-
vided in Argo entirely through its GUI.

2http://alias-i.com/lingpipe
3http://mallet.cs.umass.edu
4http://nlp.stanford.edu/software/index.shtml
5http://opennlp.apache.org

Figure 1: Screen capture of Argo’s web-based inter-
face.

3 Argo and UIMA

Argo’s main user interface consists of three panels
as shown in Figure 1. The left-hand panel includes
user-owned or shared storable objects; the middle
panel is a drawing space for constructing workflows
and the right-hand panel displays context-dependent
information. The storable objects are categorised
into workflows, represented as block diagrams of
interconnected processing components, documents
that represent the user’s space intended for upload-
ing resources and saving processing results, and ex-
ecutions that provide past and live workflow exe-
cution details and access points to user-interactive
components should such be present in a workflow.

Component interoperability in Argo is ensured by
UIMA which defines common structures and inter-
faces. A typical UIMA processing pipeline consists
of a collection reader, a set of analysis engines and a
consumer. The role of a collection reader is to fetch
a resource (e.g., a text document) and deposit it in
a common annotation structure, or CAS, as the sub-
ject of annotation. Analysis engines then process the
subject of annotation stored in the CAS and populate
the CAS with their respective annotations. The con-
sumer’s role is to transform some or all of the an-
notations and/or the subject of annotation from the
CAS and serialise it into some storable format.

Readers, analysers and consumers are represented
graphically in Argo as blocks with incoming only,
incoming and outgoing, and outgoing only ports, re-
spectively, visible in the middle of Figure 1.
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(a) Training (b) Tagging

Figure 2: Two generic workflows demonstrating
the use of the Feature Generator component for (a)
training and (b) tagging.

4 Machine learning components in Argo

In order to ensure flexibility in building workflows,
we split the machine learning capability into three
distinct processing components, namely feature gen-
erator, model trainer and tagger. The trainer and
the tagger are intrinsic machine learning compo-
nents, whereas the feature generator is a convenient
and customisable processing component capable of
building a feature space for a user-defined domain.

From UIMA’s perspective, the feature generator
and the tagger are both analysis engines whose pur-
pose is to analyse the incoming CASes and en-
rich them with additional annotations; whereas the
trainer is a consumer that transforms the information
stored in CASes into a statistical model.

A typical use of the three components is shown
in Figure 2. The three components are repre-

sented as the Feature Generator, CRF++ Trainer and
CRF++ Tagger blocks. Figure 2a shows a pro-
cess of building a statistical model supported by
a document reader, common, well-established pre-
processing components (in this case, to establish
boundaries of sentences and tokens), and the previ-
ously mentioned editor for manually creating anno-
tations6. The manual annotations serve to generate
tags/labels which are used in the training process to-
gether with the features produced by Feature Gener-
ator. The trained model is then used in the workflow
shown in Figure 2b to tag new resources. Although
the tagging workflow automatically recognises the
labels of interest (based on the model supplied in
CRF++ Tagger), in practice, the labels need further
correction, hence the use of Annotation Editor after
the tagger.

4.1 Training and tagging
At present, our implementation of the training and
tagging components is based on the conditional ran-
dom fields (CRF) (Lafferty et al., 2001). Our choice
is dictated by the fact that CRF models are currently
one of the best models for tagging and efficient algo-
rithms to compute marginal probabilities and n-best
sequences are freely available.

We used the CRF++ implementation7 and
wrapped it into two UIMA-compatible components,
CRF++ Trainer and CRF++ Tagger. The trainer
deals with the optimisation of feature parameters,
whereas word observations are produced by Feature
Generator, as described in the following section.

4.2 From annotations to features
The Feature Generator component is an intermedi-
ary between annotations stored in CASes and the
training component. This component is customis-
able via the component’s settings panel, parts of
which are shown in Figure 3. The panel allows the
user to 1) identify the stream of tokens8 (Figure 3a),
2) identify the stream of token sequences (usually

6The preprocessing and manual annotation components
could be replaced with CAS Reader, a component capable of
supplying the workflow with a previously annotated set of doc-
uments.

7http://code.google.com/p/crfpp/
8The definition of token depends on the selected UIMA an-

notation type. It may range from a simple span of text to a
complex lexical or semantic structure.
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(a) Selecting a token annotation type

(b) Defining features

Figure 3: Feature Generator settings panel allows
the user to (a) select labels for machine learning and
(b) define features.

sentences), and 3) define features or token observa-
tions (Figure 3b).

Each feature definition consists of a name, a token
field, an optional list of token field transformations,
and an optional set of context windows. The name
is only for the user’s convenience of identifying in-
dividual feature definitions. The token field is the
primary subject of transformations (if any) and it is
one of the data fields of the selected token annota-
tion type. For instance, the token annotation type
may define data fields such as part of speech, chunk,
or lemma. By default, the system selects “covered
text”, i.e., the span of text covered by an annotation,
since this data field is available for any annotation.

If no transformation is declared, the string rep-

Figure 4: UML diagram of transformation types

resentation of the token field’s value ultimately be-
comes the value of the generated feature. If the
user declares one or more transformations then these
are applied on the token field’s value in sequence,
i.e., an outcome of the preceding transformation be-
comes an input of the following one. Figure 4 shows
the various transformations currently available in the
system.

Context windows allow for enriching the current
token’s feature set by introducing observations from
surrounding tokens as n-grams. For example, the
selected feature definition in Figure 3b, “surface has
symbols”, declares the covered text as the feature’s
basis and defines two transformations and two con-
text windows. The two transformations will first
transform the covered text to a collapsed shape (e.g.,
“NF-kappa” will become “A#a”) and then produce
“Y” or “N” depending on whether the collapsed
shape matches the simple regular expression “#”
(e.g., “A#a” will become “Y”). The two context win-
dows define six unigrams and four bigrams, which
will ultimately result in this single feature defini-
tion’s producing ten observations for training.

5 Evaluation

We show the performance of taggers trained with
two distinct sets of features, basic and extended.
The basic set of features uses token fields such as
the covered text and the part of speech without any
transformations or context n-grams. The extended
set makes the full use of Feature Generator’s settings
and enriches the basic set with various transforma-
tions and context n-grams. The transformations in-
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Dataset Setup P R F
CoNLL Best 94.29 94.01 94.13

L2 IOBES 92.20 93.43 92.81
L2 IOB 92.14 93.27 92.70

L1 IOBES 91.95 93.17 92.55
L1 IOB 91.83 93.11 92.46
Baseline 72.58 82.14 77.07

BioNLP/ Best 76.00 69.40 72.6
NLPBA L1 IOBES 66.22 65.06 65.63

L2 IOB 66.06 64.87 65.46
L1 IOB 66.05 64.61 65.32

L2 IOBES 65.77 64.79 65.28
Baseline 52.60 43.60 47.70

Table 1: Performance of various setups (L1 vs L2,
and IOB vs IOBES) on the chunking and NER tasks.
The setups are ordered by F-score.

Dataset Setup P R F
CoNLL Basic 73.80 84.50 78.78

Extended 92.20 93.43 92.81
BioNLP/ Basic 37.06 48.13 41.88
NLPBA Extended 66.22 65.06 65.63

Table 2: Comparison of setups with basic and ex-
tended features for the chunking and NER tasks.

clude surface shape, length, prefixes, suffixes, and
the presence of various combinations of letters, dig-
its and symbols. The context n-grams include uni-
grams for all feature definitions and bigrams for se-
lected ones. Figure 3b shows a sample of the actual
extended set.

We use two datasets, one prepared for the CoNLL
2000 shared task (Tjong et al., 2000) and another
prepared for the BioNLP/NLPBA 2004 shared task
(Kim et al., 2004). They represent two different
tagging tasks, chunking and named entity recog-
nition, respectively. The CoNLL 2000 chunking
dataset involves 10 labels and comes pre-tokenised
with 211,727 tokens in the training set and 47,377
tokens in the test set. The dataset also provides part-
of-speech tags for each token. The BioNLP/NLPBA
2004 named entity recognition dataset involves five
biology-related labels and consists of 472,006 and
96,780 tokens in the training and testing sets, re-
spectively. Contrary to the former dataset, there is

no other information supporting the tokens in the
BioNLP/NLPBA dataset. To compensate for it we
automatically generated part of speech and chunk la-
bels for each token.

The chosen datasets/tasks are by no means an
exhaustive set of representative comparative-setup
datasets available. Our goal is not to claim the su-
periority of our approach over the solutions reported
in the respective shared tasks. Instead, we aim to
show that our generic setup is comparable to those
task-tuned solutions.

We further explore the options of both Feature
Generator and CRF++ Trainer by manipulating la-
belling formats (IOB vs IOBES (Kudo and Mat-
sumoto, 2001)) for the former and parameter esti-
mation algorithms (L2- vs L1-norm regularisation)
for the latter. Ultimately, there are 32 setups as the
result of the combinations of the two feature sets, the
two datasets, the two labelling formats and the two
estimation algorithms.

5.1 Results
Table 1 shows the precision, recall and f-scores of
our extended-feature setups against each other as
well as with reference to the best and baseline solu-
tions as reported in the respective shared tasks. The
gap to the best performing solution for the chunking
task is about 1.3% points in F-score, ahead of the
baseline by 15.7% points. Respectively for the NER
task, our best setup stands behind the best reported
solution by about 7% points, ahead of the baseline
by about 18% points. In both instances our solution
would be placed in the middle of the reported rank-
ings, which is a promising result, especially that our
setups are based solely on the tokens’ surface form,
part of speech, and (in the case of the NER task)
chunk. In contrast, the best solutions for the NER
task involve the use of dictionaries and advanced
analyses such as acronym resolution.

The tested combinations of the labelling formats
and parameter estimation algorithms showed to be
inconclusive, with a difference between the best and
worst setups of only 0.35% points for both tasks.

The advantage of using the extended set of fea-
tures over the basic set is clearly illustrated in Table
2. The performance of the basic set on the chunking
dataset is only at the level of the baseline, whereas
for the NER task it falls nearly 6% points behind the
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Dataset Setup L2 L1
CoNLL Extended IOB 555 187

Basic IOB 134 70
Extended IOBES 528 209

Basic IOBES 139 72
BioNLP/ Extended IOB 865 179
NLPBA Basic IOB 226 72

Extended IOBES 860 201
Basic IOBES 217 79

Table 3: Number of iterations needed for the optimi-
sation algorithm to converge.

baseline (which comes as no surprise given that the
baseline system is a string match of entities found in
the training set).

Table 3 shows the number of iterations9 needed
for the optimisation algorithm of the trainer to con-
verge. The advantage of the L1 regularisation is
apparent with nearly two to five times less itera-
tions needed when compared to the L2 regularisa-
tion. Given the close F-scores achieved by the two
family of setups, the L1 regularisation becomes a
clear winner in our experimentation setup.

6 Conclusions

Argo’s strength is manifested by its online avail-
ability, an intuitive graphical user interface available
from a web browser, convenience in building even
most complex text processing workflows, and the
availability of trainable machine learning compo-
nents. The Feature Generator component, customis-
able entirely through a GUI, provides the flexibility
needed to extend the basic set of features without
resorting to programming. The experiment results
showed that an extended, yet generic, set of features
can be taken to competitive levels in terms of effec-
tiveness.
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Abstract

We describe Akamon, an open source toolkit
for tree and forest-based statistical machine
translation (Liu et al., 2006; Mi et al., 2008;
Mi and Huang, 2008). Akamon implements
all of the algorithms required for tree/forest-
to-string decoding using tree-to-string trans-
lation rules: multiple-thread forest-based de-
coding, n-gram language model integration,
beam- and cube-pruning, k-best hypotheses
extraction, and minimum error rate training.
In terms of tree-to-string translation rule ex-
traction, the toolkit implements the tradi-
tional maximum likelihood algorithm using
PCFG trees (Galley et al., 2004) and HPSG
trees/forests (Wu et al., 2010).

1 Introduction

Syntax-based statistical machine translation (SMT)
systems have achieved promising improvements in
recent years. Depending on the type of input, the
systems are divided into two categories: string-
based systems whose input is a string to be simul-
taneously parsed and translated by a synchronous
grammar (Wu, 1997; Chiang, 2005; Galley et al.,
2006; Shen et al., 2008), and tree/forest-based sys-
tems whose input is already a parse tree or a packed
forest to be directly converted into a target tree or
string (Ding and Palmer, 2005; Quirk et al., 2005;
Liu et al., 2006; Huang et al., 2006; Mi et al., 2008;
Mi and Huang, 2008; Zhang et al., 2009; Wu et al.,
2010; Wu et al., 2011a).

∗Work done when all the authors were in The University of
Tokyo.

Depending on whether or not parsers are explic-
itly used for obtaining linguistically annotated data
during training, the systems are also divided into two
categories: formally syntax-based systems that do
not use additional parsers (Wu, 1997; Chiang, 2005;
Xiong et al., 2006), and linguistically syntax-based
systems that use PCFG parsers (Liu et al., 2006;
Huang et al., 2006; Galley et al., 2006; Mi et al.,
2008; Mi and Huang, 2008; Zhang et al., 2009),
HPSG parsers (Wu et al., 2010; Wu et al., 2011a), or
dependency parsers (Ding and Palmer, 2005; Quirk
et al., 2005; Shen et al., 2008). A classification1 of
syntax-based SMT systems is shown in Table 1.

Translation rules can be extracted from aligned
string-string (Chiang, 2005), tree-tree (Ding and
Palmer, 2005) and tree/forest-string (Galley et al.,
2004; Mi and Huang, 2008; Wu et al., 2011a)
data structures. Leveraging structural and linguis-
tic information from parse trees/forests, the latter
two structures are believed to be better than their
string-string counterparts in handling non-local re-
ordering, and have achieved promising translation
results. Moreover, the tree/forest-string structure is
more widely used than the tree-tree structure, pre-
sumably because using two parsers on the source
and target languages is subject to more problems
than making use of a parser on one language, such
as the shortage of high precision/recall parsers for
languages other than English, compound parse error
rates, and inconsistency of errors. In Table 1, note
that tree-to-string rules are generic and applicable
to many syntax-based models such as tree/forest-to-

1This classification is inspired by and extends the Table 1 in
(Mi and Huang, 2008).
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Source-to-target Examples (partial) Decoding Rules Parser
tree-to-tree (Ding and Palmer, 2005) ↓ dep.-to-dep. DG
forest-to-tree (Liu et al., 2009a) ↓ ↑↓ tree-to-tree PCFG
tree-to-string (Liu et al., 2006) ↑ tree-to-string PCFG

(Quirk et al., 2005) ↑ dep.-to-string DG
forest-to-string (Mi et al., 2008) ↓ ↑↓ tree-to-string PCFG

(Wu et al., 2011a) ↓ ↑↓ tree-to-string HPSG
string-to-tree (Galley et al., 2006) CKY tree-to-string PCFG

(Shen et al., 2008) CKY string-to-dep. DG
string-to-string (Chiang, 2005) CKY string-to-string none

(Xiong et al., 2006) CKY string-to-string none

Table 1: A classification of syntax-based SMT systems. Tree/forest-based and string-based systems are split by a line.
All the systems listed here are linguistically syntax-based except the last two (Chiang, 2005) and (Xiong et al., 2006),
which are formally syntax-based. DG stands for dependency (abbreviated as dep.) grammar. ↓ and ↑ denote top-down
and bottom-up traversals of a source tree/forest.

string models and string-to-tree model.
However, few tree/forest-to-string systems have

been made open source and this makes it diffi-
cult and time-consuming to testify and follow exist-
ing proposals involved in recently published papers.
The Akamon system2, written in Java and follow-
ing the tree/forest-to-string research direction, im-
plements all of the algorithms for both tree-to-string
translation rule extraction (Galley et al., 2004; Mi
and Huang, 2008; Wu et al., 2010; Wu et al., 2011a)
and tree/forest-based decoding (Liu et al., 2006; Mi
et al., 2008). We hope this system will help re-
lated researchers to catch up with the achievements
of tree/forest-based translations in the past several
years without re-implementing the systems or gen-
eral algorithms from scratch.

2 Akamon Toolkit Features

Limited by the successful parsing rate and coverage
of linguistic phrases, Akamon currently achieves
comparable translation accuracies compared with
the most frequently used SMT baseline system,
Moses (Koehn et al., 2007). Table 2 shows the auto-
matic translation accuracies (case-sensitive) of Aka-
mon and Moses. Besides BLEU and NIST score, we
further list RIBES score3, , i.e., the software imple-
mentation of Normalized Kendall’s τ as proposed by
(Isozaki et al., 2010a) to automatically evaluate the
translation between distant language pairs based on
rank correlation coefficients and significantly penal-

2Code available at https://sites.google.com/site/xianchaowu2012
3Code available at http://www.kecl.ntt.co.jp/icl/lirg/ribes

izes word order mistakes.
In this table, Akamon-Forest differs from

Akamon-Comb by using different configurations:
Akamon-Forest used only 2/3 of the total training
data (limited by the experiment environments and
time). Akamon-Comb represents the system com-
bination result by combining Akamon-Forest and
other phrase-based SMT systems, which made use
of pre-ordering methods of head finalization as de-
scribed in (Isozaki et al., 2010b) and used the total 3
million training data. The detail of the pre-ordering
approach and the combination method can be found
in (Sudoh et al., 2011) and (Duh et al., 2011).

Also, Moses (hierarchical) stands for the hi-
erarchical phrase-based SMT system and Moses
(phrase) stands for the flat phrase-based SMT sys-
tem. For intuitive comparison (note that the result
achieved by Google is only for reference and not a
comparison, since it uses a different and unknown
training data) and following (Goto et al., 2011), the
scores achieved by using the Google online transla-
tion system4 are also listed in this table.

Here is a brief description of Akamon’s main fea-
tures:

• multiple-thread forest-based decoding: Aka-
mon first loads the development (with source
and reference sentences) or test (with source
sentences only) file into memory and then per-
form parameter tuning or decoding in a paral-
lel way. The forest-based decoding algorithm
is alike that described in (Mi et al., 2008),

4http://translate.google.com/
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Systems BLEU NIST RIBES
Google online 0.2546 6.830 0.6991
Moses (hierarchical) 0.3166 7.795 0.7200
Moses (phrase) 0.3190 7.881 0.7068
Moses (phrase)* 0.2773 6.905 0.6619
Akamon-Forest* 0.2799 7.258 0.6861
Akamon-Comb 0.3948 8.713 0.7813

Table 2: Translation accuracies of Akamon and the base-
line systems on the NTCIR-9 English-to-Japanese trans-
lation task (Wu et al., 2011b). * stands for only using
2 million parallel sentences of the total 3 million data.
Here, HPSG forests were used in Akamon.

i.e., first construct a translation forest by ap-
plying the tree-to-string translation rules to the
original parsing forest of the source sentence,
and then collect k-best hypotheses for the root
node(s) of the translation forest using Algo-
rithm 2 or Algorithm 3 as described in (Huang
and Chiang, 2005). Later, the k-best hypothe-
ses are used both for parameter tuning on addi-
tional development set(s) and for final optimal
translation result extracting.

• language models: Akamon can make use of
one or many n-gram language models trained
by using SRILM5 (Stolcke, 2002) or the Berke-
ley language model toolkit, berkeleylm-1.0b36

(Pauls and Klein, 2011). The weights of multi-
ple language models are tuned under minimum
error rate training (MERT) (Och, 2003).

• pruning: traditional beam-pruning and cube-
pruning (Chiang, 2007) techniques are incor-
porated in Akamon to make decoding feasi-
ble for large-scale rule sets. Before decoding,
we also perform the marginal probability-based
inside-outside algorithm based pruning (Mi et
al., 2008) on the original parsing forest to con-
trol the decoding time.

• MERT: Akamon has its own MERT module
which optimizes weights of the features so as
to maximize some automatic evaluation metric,
such as BLEU (Papineni et al., 2002), on a de-
velopment set.

5http://www.speech.sri.com/projects/srilm/
6http://code.google.com/p/berkeleylm/
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Figure 1: Training and tuning process of the Akamon sys-
tem. Here, e = source English language, f = target foreign
language.

• translation rule extraction: as former men-
tioned, we extract tree-to-string translation
rules for Akamon. In particular, we imple-
mented the GHKM algorithm as proposed by
Galley et al. (2004) from word-aligned tree-
string pairs. In addition, we also implemented
the algorithms proposed by Mi and Huang
(2008) and Wu et al. (2010) for extracting rules
from word-aligned PCFG/HPSG forest-string
pairs.

3 Training and Decoding Frameworks

Figure 1 shows the training and tuning progress of
the Akamon system. Given original bilingual par-
allel corpora, we first tokenize and lowercase the
source and target sentences (e.g., word segmentation
of Chinese and Japanese, punctuation segmentation
of English).

The pre-processed monolingual sentences will be
used by SRILM (Stolcke, 2002) or BerkeleyLM
(Pauls and Klein, 2011) to train a n-gram language
model. In addition, we filter out too long sentences
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here, i.e., only relatively short sentence pairs will be
used to train word alignments. Then, we can use
GIZA++ (Och and Ney, 2003) and symmetric strate-
gies, such as grow-diag-final (Koehn et al., 2007),
on the tokenized parallel corpus to obtain a word-
aligned parallel corpus.

The source sentence and its packed forest, the tar-
get sentence, and the word alignment are used for
tree-to-string translation rule extraction. Since a 1-
best tree is a special case of a packed forest, we will
focus on using the term ‘forest’ in the continuing
discussion. Then, taking the target language model,
the rule set, and the preprocessed development set
as inputs, we perform MERT on the decoder to tune
the weights of the features.

The Akamon forest-to-string system includes the
decoding algorithm and the rule extraction algorithm
described in (Mi et al., 2008; Mi and Huang, 2008).

4 Using Deep Syntactic Structures

In Akamon, we support the usage of deep syn-
tactic structures for obtaining fine-grained transla-
tion rules as described in our former work (Wu et
al., 2010)7. Similarly, Enju8, a state-of-the-art and
freely available HPSG parser for English, can be
used to generate packed parse forests for source
sentences9. Deep syntactic structures are included
in the HPSG trees/forests, which includes a fine-
grained description of the syntactic property and a
semantic representation of the sentence. We extract
fine-grained rules from aligned HPSG forest-string
pairs and use them in the forest-to-string decoder.
The detailed algorithms can be found in (Wu et al.,
2010; Wu et al., 2011a). Note that, in Akamon, we
also provide the codes for generating HPSG forests
from Enju.

Head-driven phrase structure grammar (HPSG) is
a lexicalist grammar framework. In HPSG, linguis-
tic entities such as words and phrases are represented
by a data structure called a sign. A sign gives a

7However, Akamon still support PCFG tree/forest based
translation. A special case is to yield PCFG style trees/forests
by ignoring the rich features included in the nodes of HPSG
trees/forests and only keep the POS tag and the phrasal cate-
gories.

8http://www-tsujii.is.s.u-tokyo.ac.jp/enju/index.html
9Until the date this paper was submitted, Enju supports gen-

erating English and Chinese forests.

Feature Description
CAT phrasal category
XCAT fine-grained phrasal category
SCHEMA name of the schema applied in the node
HEAD pointer to the head daughter
SEM HEAD pointer to the semantic head daughter
CAT syntactic category
POS Penn Treebank-style part-of-speech tag
BASE base form
TENSE tense of a verb (past, present, untensed)
ASPECT aspect of a verb (none, perfect,

progressive, perfect-progressive)
VOICE voice of a verb (passive, active)
AUX auxiliary verb or not (minus, modal,

have, be, do, to, copular)
LEXENTRY lexical entry, with supertags embedded
PRED type of a predicate
ARG⟨x⟩ pointer to semantic arguments, x = 1..4

Table 3: Syntactic/semantic features extracted from
HPSG signs that are included in the output of Enju. Fea-
tures in phrasal nodes (top) and lexical nodes (bottom)
are listed separately.

factored representation of the syntactic features of
a word/phrase, as well as a representation of their
semantic content. Phrases and words represented by
signs are composed into larger phrases by applica-
tions of schemata. The semantic representation of
the new phrase is calculated at the same time. As
such, an HPSG parse tree/forest can be considered
as a tree/forest of signs (c.f. the HPSG forest in Fig-
ure 2 in (Wu et al., 2010)).

An HPSG parse tree/forest has two attractive
properties as a representation of a source sentence
in syntax-based SMT. First, we can carefully control
the condition of the application of a translation rule
by exploiting the fine-grained syntactic description
in the source parse tree/forest, as well as those in the
translation rules. Second, we can identify sub-trees
in a parse tree/forest that correspond to basic units
of the semantics, namely sub-trees covering a pred-
icate and its arguments, by using the semantic rep-
resentation given in the signs. Extraction of trans-
lation rules based on such semantically-connected
sub-trees is expected to give a compact and effective
set of translation rules.

A sign in the HPSG tree/forest is represented by a
typed feature structure (TFS) (Carpenter, 1992). A
TFS is a directed-acyclic graph (DAG) wherein the
edges are labeled with feature names and the nodes
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Figure 2: Predicate argument structures for the sentences
of “John killed Mary” and “She ignored the fact that I
wanted to dispute”.

(feature values) are typed. In the original HPSG for-
malism, the types are defined in a hierarchy and the
DAG can have arbitrary shape (e.g., it can be of any
depth). We however use a simplified form of TFS,
for simplicity of the algorithms. In the simplified
form, a TFS is converted to a (flat) set of pairs of
feature names and their values. Table 3 lists the fea-
tures used in our system, which are a subset of those
in the original output from Enju.

In the Enju English HPSG grammar (Miyao et
al., 2003) used in our system, the semantic content
of a sentence/phrase is represented by a predicate-
argument structure (PAS). Figure 2 shows the PAS
of a simple sentence, “John killed Mary”, and a more
complex PAS for another sentence, “She ignored the
fact that I wanted to dispute”, which is adopted from
(Miyao et al., 2003). In an HPSG tree/forest, each
leaf node generally introduces a predicate, which
is represented by the pair of LEXENTRY (lexical
entry) feature and PRED (predicate type) feature.
The arguments of a predicate are designated by the
pointers from the ARG⟨x⟩ features in a leaf node
to non-terminal nodes. Consequently, Akamon in-
cludes the algorithm for extracting compact com-
posed rules from these PASs which further lead to
a significant fast tree-to-string decoder. This is be-
cause it is not necessary to exhaustively generate the
subtrees for all the tree nodes for rule matching any
more. Limited by space, we suggest the readers to
refer to our former work (Wu et al., 2010; Wu et al.,
2011a) for the experimental results, including the
training and decoding time using standard English-
to-Japanese corpora, by using deep syntactic struc-
tures.

5 Content of the Demonstration

In the demonstration, we would like to provide a
brief tutorial on:

• describing the format of the packed forest for a

source sentence,

• the training script on translation rule extraction,

• the MERT script on feature weight tuning on a
development set, and,

• the decoding script on a test set.

Based on Akamon, there are a lot of interesting
directions left to be updated in a relatively fast way
in the near future, such as:

• integrate target dependency structures, espe-
cially target dependency language models, as
proposed by Mi and Liu (2010),

• better pruning strategies for the input packed
forest before decoding,

• derivation-based combination of using other
types of translation rules in one decoder, as pro-
posed by Liu et al. (2009b), and

• taking other evaluation metrics as the opti-
mal objective for MERT, such as NIST score,
RIBES score (Isozaki et al., 2010a).
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Abstract

We present Subgroup Detector, a system
for analyzing threaded discussions and
identifying the attitude of discussants towards
one another and towards the discussion
topic. The system uses attitude predictions to
detect the split of discussants into subgroups
of opposing views. The system uses an
unsupervised approach based on rule-based
opinion target detecting and unsupervised
clustering techniques. The system is open
source and is freely available for download.
An online demo of the system is available at:
http://clair.eecs.umich.edu/SubgroupDetector/

1 Introduction

Online forums discussing ideological and political
topics are common1. When people discuss a con-
troversial topic, it is normal to see situations of both
agreement and disagreement among the discussants.
It is even not uncommon that the big group of dis-
cussants split into two or more smaller subgroups.
The members of each subgroup have the same opin-
ion toward the discission topic. The member of a
subgroup is more likely to show positive attitude to
the members of the same subgroup, and negative at-
titude to the members of opposing subgroups. For
example, consider the following snippet taken from
a debate about school uniform

1www.politicalforum.com, www.createdebate.com,
www.forandagainst.com, etc

(1) Discussant 1: I believe that school uniform is a

good idea because it improves student attendance.

(2) Discussant 2: I disagree with you. School uniform

is a bad idea because people cannot show their person-

ality.

In (1), the writer is expressing positive attitude
regarding school uniform. The writer of (2) is ex-
pressing negative attitude (disagreement) towards
the writer of (1) and negative attitude with respect
to the idea of school uniform. It is clear from this
short dialog that the writer of (1) and the writer of
(2) are members of two opposing subgroups. Dis-
cussant 1 supports school uniform, while Discussant
2 is against it.

In this demo, we present an unsupervised system
for determining the subgroup membership of each
participant in a discussion. We use linguistic tech-
niques to identify attitude expressions, their polar-
ities, and their targets. We use sentiment analy-
sis techniques to identify opinion expressions. We
use named entity recognition, noun phrase chunk-
ing and coreference resolution to identify opinion
targets. Opinion targets could be other discussants
or subtopics of the discussion topic. Opinion-target
pairs are identified using a number of hand-crafted
rules. The functionality of this system is based on
our previous work on attitude mining and subgroup
detection in online discussions.

This work is related to previous work in the areas
of sentiment analysis and online discussion mining.
Many previous systems studied the problem of iden-
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tifying the polarity of individual words (Hatzivas-
siloglou and McKeown, 1997; Turney and Littman,
2003). Opinionfinder (Wilson et al., 2005) is a sys-
tem for mining opinions from text. SENTIWORD-
NET (Esuli and Sebastiani, 2006) is a lexical re-
source in which each WordNet synset is associated
to three numerical scores Obj(s), Pos(s) and Neg(s),
describing how objective, positive, and negative the
terms contained in the synset are. Dr Sentiment (Das
and Bandyopadhyay, 2011) is an online interactive
gaming technology used to crowd source human
knowledge to build an extension of SentiWordNet.

Another research line focused on analyzing on-
line discussions. For example, Lin et al. (2009)
proposed a sparse coding-based model that simul-
taneously models the semantics and the structure
of threaded discussions. Shen et al. (2006) pro-
posed a method for exploiting the temporal and lex-
ical similarity information in discussion streams to
identify the reply structure of the dialog. Many sys-
tems addressed the problem of extracting social net-
works from discussions (Elson et al., 2010; McCal-
lum et al., 2007). Other related sentiment analy-
sis systems include MemeTube (Li et al., 2011), a
sentiment-based system for analyzing and display-
ing microblog messages; and C-Feel-It (Joshi et al.,
2011), a sentiment analyzer for micro-blogs.

In the rest of this paper, we describe the system
architecture, implementation, usage, and its evalua-
tion.

2 System Overview

Figure 1 shows a block diagram of the system com-
ponents and the processing pipeline. The first com-
ponent is the thread parsing component which takes
as input a discussion thread and parses it to iden-
tify posts, participants, and the reply structure of the
thread. The second component in the pipeline pro-
cesses the text of posts to identify polarized words
and tag them with their polarity. The list of polar-
ity words that we use in this component has been
taken from the OpinionFinder system (Wilson et al.,
2005).

The polarity of a word is usually affected by the
context in which it appears. For example, the word
fine is positive when used as an adjective and neg-
ative when used as a noun. For another example, a
positive word that appears in a negated context be-
comes negative. To address this, we take the part-
of-speech (POS) tag of the word into consideration
when we assign word polarities. We require that the
POS tag of a word matches the POS tag provided in
the list of polarized words that we use. The negation
issue is handled in the opinion-target pairing step as
we will explain later.

The next step in the pipeline is to identify the can-
didate targets of opinion in the discussion. The tar-
get of attitude could be another discussant, an entity
mentioned in the discussion, or an aspect of the dis-
cussion topic. When the target of opinion is another
discussant, either the discussant name is mentioned
explicitly or a second person pronoun (e.g you, your,
yourself) is used to indicate that the opinion is tar-
geting the recipient of the post.

The target of opinion could also be a subtopic or
an entity mentioned in the discussion. We use two
methods to identify such targets. The first method
depends on identifying noun groups (NG). We con-
sider as an entity any noun group that is mentioned
by at least two different discussants. We only con-
sider as entities noun groups that contain two words
or more. We impose this requirement because in-
dividual nouns are very common and considering
all of them as candidate targets will introduce sig-
nificant noise. In addition to this shallow pars-
ing method, we also use named entity recognition
(NER) to identify more targets. The named en-
tity tool that we use recognizes three types of en-
tities: person, location, and organization. We im-
pose no restrictions on the entities identified using
this method.

A challenge that always arises when perform-
ing text mining tasks at this level of granularity
is that entities are usually expressed by anaphori-
cal pronouns. Jakob and Gurevych (2010) showed
experimentally that resolving the anaphoric links
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Figure 1: A block diagram illustrating the processing pipeline of the subgroup detection system

in text significantly improves opinion target extrac-
tion. Therefore, we use co-reference resolution tech-
niques to resolve all the anaphoric links in the dis-
cussion thread.

At this point, we have all the opinion words and
the potential targets identified separately. The next
step is to determine which opinion word is target-
ing which target. We propose a rule based approach
for opinion-target pairing. Our rules are based on
the dependency relations that connect the words in
a sentence. An opinion word and a target form a
pair if the dependency path between them satisfies
at least one of our dependency rules. Table 1 illus-
trates some of these rules. The rules basically exam-
ine the types of dependency relations on the shortest
path that connect the opinion word and the target in
the dependency parse tree. It has been shown in pre-
vious work on relation extraction that the shortest
dependency path between any two entities captures
the information required to assert a relationship be-
tween them (Bunescu and Mooney, 2005). If a sen-
tence S in a post written by participant Pi contains
an opinion word OPj and a target TRk, and if the
opinion-target pair satisfies one of our dependency
rules, we say that Pi expresses an attitude towards
TRk. The polarity of the attitude is determined by
the polarity of OPj . We represent this as Pi

+→ TRk

if OPj is positive and Pi
−→ TRk if OPj is nega-

tive. Negation is handled in this step by reversing
the polarity if the polarized expression is part of a

neg dependency relation.
It is likely that the same participant Pi expresses

sentiment towards the same target TRk multiple
times in different sentences in different posts. We
keep track of the counts of all the instances of posi-
tive/negative attitude Pi expresses toward TRk. We
represent this as Pi

m+−−→
n−

TRk where m (n) is the

number of times Pi expressed positive (negative) at-
titude toward TRk.

Now, we have information about each discussant
attitude. We propose a representation of discus-
santsáttitudes towards the identified targets in the
discussion thread. As stated above, a target could
be another discussant or an entity mentioned in the
discussion. Our representation is a vector contain-
ing numerical values. The values correspond to the
counts of positive/negative attitudes expressed by
the discussant toward each of the targets. We call
this vector the discussant attitude profile (DAP). We
construct a DAP for every discussant. Given a dis-
cussion thread with d discussants and e entity tar-
gets, each attitude profile vector has n = (d + e) ∗ 3

dimensions. In other words, each target (discussant
or entity) has three corresponding values in the DAP:
1) the number of times the discussant expressed pos-
itive attitude toward the target, 2) the number of
times the discussant expressed a negative attitude to-
wards the target, and 3) the number of times the the
discussant interacted with or mentioned the target.
It has to be noted that these values are not symmet-
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ID Rule In Words
R1 OP → nsubj → TR The target TR is the nominal subject of the opinion word OP

R2 OP → dobj → TR The target T is a direct object of the opinion OP

R3 OP → prep ∗ → TR The target TR is the object of a preposition that modifies the opinion word OP

R4 TR→ amod→ OP The opinion is an adjectival modifier of the target

R5 OP → nsubjpass→ TR The target TR is the nominal subject of the passive opinion word OP

R6 OP → prep ∗ → poss→ TR The opinion word OP connected through a prep ∗ relation as in R2 to something pos-
sessed by the target TR

R7 OP → dobj → poss→ TR The target TR possesses something that is the direct object of the opinion word OP

R8 OP → csubj → nsubj → TR The opinon word OP is a causal subject of a phrase that has the target TR as its nominal
subject.

Table 1: Examples of the dependency rules used for opinion-target pairing.

ric since the discussions explicitly denote the source
and the target of each post.

At this point, we have an attitude profile (or vec-
tor) constructed for each discussant. Our goal is to
use these attitude profiles to determine the subgroup
membership of each discussant. We can achieve this
goal by noticing that the attitude profiles of discus-
sants who share the same opinion are more likely to
be similar to each other than to the attitude profiles
of discussants with opposing opinions. This sug-
gests that clustering the attitude vector space will
achieve the goal and split the discussants into sub-
groups based on their opinion.

3 Implementation

The system is fully implemented in Java. Part-of-
speech tagging, noun group identification, named
entity recognition, co-reference resolution, and de-
pendency parsing are all computed using the Stan-
ford Core NLP API.2 The clustering component
uses the JavaML library3 which provides implemen-
tations to several clustering algorithms such as k-
means, EM, FarthestFirst, and OPTICS.

The system requires no installation. It, however,
requires that the Java Runtime Environment (JRE)
be installed. All the dependencies of the system
come bundled with the system in the same package.
The system works on all the standard platforms.

The system has a command-line interface that

2http://nlp.stanford.edu/software/corenlp.shtml
3http://java-ml.sourceforge.net/

provides full access to the system functionality. It
can be used to run the whole pipeline to detect sub-
groups or any portion of the pipeline. For example,
it can be used to tag an input text with polarity or to
identify candidate targets of opinion in a given in-
put. The system behavior can be controlled by pass-
ing arguments through the command line interface.
For example, the user can specify which clustering
algorithm should be used.

To facilitate using the system for research pur-
poses, the system comes with a clustering evaluation
component that uses the ClusterEvaluator package.4.
If the input to the system contains subgroup labels,
it can be run in the evaluation mode in which case
the system will output the scores of several different
clustering evaluation metrics such as purity, entropy,
f-measure, Jaccard, and RandIndex. The system also
has a Java API that can be used by researchers to de-
velop other systems using our code.

The system can process any discussion thread that
is input to it in a specific format. The format of
the input and output is described in the accompa-
nying documentation. It is the user responsibility
to write a parser that converts an online discussion
thread to the expected format. However, the sys-
tem package comes with two such parsers for two
different discussion sites: www.politicalforum.com
and www.createdebate.com.

The distribution also comes with three datasets

4http://eniac.cs.qc.cuny.edu/andrew/v-
measure/javadoc/index.html
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Figure 2: A screenshot of the online demo

(from three different sources) comprising a total of
300 discussion threads. The datasets are annotated
with the subgroup labels of discussants.

Finally, we created a web interface to demonstrate
the system functionality. The web interface is in-
tended for demonstration purposes only. No web-
service is provided. Figure 2 shows a screenshots of
the web interface. The online demo can be accessed
at http://clair.eecs.umich.edu/SubgroupDetector/

4 Evaluation

In this section, we give a brief summary of the sys-
tem evaluation. We evaluated the system on discus-
sions comprising more than 10,000 posts in more
than 300 different topics. Our experiments show that
the system detects subgroups with promising accu-
racy. The average clustering purity of the detected
subgroups in the dataset is 0.65. The system signif-
icantly outperforms baseline systems based on text
clustering and discussant interaction frequency. Our
experiments also show that all the components in the
system (such as co-reference resolution, noun phrase
chunking, etc) contribute positively to the accuracy.

5 Conclusion

We presented a demonstration of a discussion min-
ing system that uses linguistic analysis techniques to
predict the attitude the participants in online discus-
sions forums towards one another and towards the
different aspects of the discussion topic. The system
is capable of analyzing the text exchanged in dis-
cussions and identifying positive and negative atti-
tudes towards different targets. Attitude predictions
are used to assign a subgroup membership to each
participant using clustering techniques. The sys-
tem predicts attitudes and identifies subgroups with
promising accuracy.
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Abstract

Error analysis in machine translation is a nec-
essary step in order to investigate the strengths
and weaknesses of the MT systems under de-
velopment and allow fair comparisons among
them. This work presents an application that
shows how a set of heterogeneous automatic
metrics can be used to evaluate a test bed of
automatic translations. To do so, we have
set up an online graphical interface for the
ASIYA toolkit, a rich repository of evaluation
measures working at different linguistic lev-
els. The current implementation of the inter-
face shows constituency and dependency trees
as well as shallow syntactic and semantic an-
notations, and word alignments. The intelli-
gent visualization of the linguistic structures
used by the metrics, as well as a set of navi-
gational functionalities, may lead towards ad-
vanced methods for automatic error analysis.

1 Introduction

Evaluation methods are a key ingredient in the de-
velopment cycle of machine translation (MT) sys-
tems. As illustrated in Figure 1, they are used to
identify and analyze the system weak points (error
analysis), to introduce new improvements and adjust
the internal system parameters (system refinement),
and to measure the system performance in compari-
son to other systems or previous versions of the same
system (evaluation).

We focus here on the processes involved in the
error analysis stage in which MT developers need to
understand the output of their systems and to assess
the improvements introduced.

Automatic detection and classification of the er-
rors produced by MT systems is a challenging prob-
lem. The cause of such errors may depend not only
on the translation paradigm adopted, but also on the
language pairs, the availability of enough linguistic
resources and the performance of the linguistic pro-
cessors, among others. Several past research works
studied and defined fine-grained typologies of trans-
lation errors according to various criteria (Vilar et
al., 2006; Popović et al., 2006; Kirchhoff et al.,
2007), which helped manual annotation and human
analysis of the systems during the MT development
cycle. Recently, the task has received increasing at-
tention towards the automatic detection, classifica-
tion and analysis of these errors, and new tools have
been made available to the community. Examples
of such tools are AMEANA (Kholy and Habash,
2011), which focuses on morphologically rich lan-
guages, and Hjerson (Popović, 2011), which ad-
dresses automatic error classification at lexical level.

In this work we present an online graphical inter-
face to access ASIYA, an existing software designed
to evaluate automatic translations using an heteroge-
neous set of metrics and meta-metrics. The primary
goal of the online interface is to allow MT develop-
ers to upload their test beds, obtain a large set of met-
ric scores and then, detect and analyze the errors of
their systems using just their Internet browsers. Ad-
ditionally, the graphical interface of the toolkit may
help developers to better understand the strengths
and weaknesses of the existing evaluation measures
and to support the development of further improve-
ments or even totally new evaluation metrics. This
information can be gathered both from the experi-

139



Figure 1: MT systems development cycle

ence of ASIYA’s developers and also from the statis-
tics given through the interface to the ASIYA’s users.

In the following, Section 2 gives a general
overview of the ASIYA toolkit. Section 3 describes
the variety of information gathered during the eval-
uation process, and Section 4 provides details on the
graphical interface developed to display this infor-
mation. Finally, Section 5 overviews recent work re-
lated to MT error analysis, and Section 6 concludes
and reports some ongoing and future work.

2 The ASIYA Toolkit

ASIYA is an open toolkit designed to assist devel-
opers of both MT systems and evaluation measures
by offering a rich set of metrics and meta-metrics
for assessing MT quality (Giménez and Màrquez,
2010a). Although automatic MT evaluation is still
far from manual evaluation, it is indeed necessary
to avoid the bottleneck introduced by a fully man-
ual evaluation in the system development cycle. Re-
cently, there has been empirical and theoretical justi-
fication that a combination of several metrics scoring
different aspects of translation quality should corre-
late better with humans than just a single automatic
metric (Amigó et al., 2011; Giménez and Màrquez,
2010b).

ASIYA offers more than 500 metric variants for
MT evaluation, including the latest versions of the
most popular measures. These metrics rely on dif-
ferent similarity principles (such as precision, recall
and overlap) and operate at different linguistic layers
(from lexical to syntactic and semantic). A general
classification based on the similarity type is given
below along with a brief summary of the informa-

tion they use and the names of a few examples1.

Lexical similarity: n-gram similarity and edit dis-
tance based on word forms (e.g., PER, TER,
WER, BLEU, NIST, GTM, METEOR).

Syntactic similarity: based on part-of-speech tags,
base phrase chunks, and dependency and con-
stituency trees (e.g., SP-Overlap-POS, SP-
Overlap-Chunk, DP-HWCM, CP-STM).

Semantic similarity: based on named entities, se-
mantic roles and discourse representation (e.g.,
NE-Overlap, SR-Overlap, DRS-Overlap).

Such heterogeneous set of metrics allow the user
to analyze diverse aspects of translation quality at
system, document and sentence levels. As discussed
in (Giménez and Màrquez, 2008), the widely used
lexical-based measures should be considered care-
fully at sentence level, as they tend to penalize trans-
lations using different lexical selection. The combi-
nation with complex metrics, more focused on ad-
equacy aspects of the translation (e.g., taking into
account also semantic information), should help re-
ducing this problem.

3 The Metric-dependent Information

ASIYA operates over a fixed set of translation test
cases, i.e., a source text, a set of candidate trans-
lations and a set of manually produced reference
translations. To run ASIYA the user must provide
a test case and select the preferred set of metrics
(it may depend on the evaluation purpose). Then,
ASIYA outputs complete tables of score values for
all the possible combination of metrics, systems,
documents and segments. This kind of results is
valuable for rapid evaluation and ranking of trans-
lations and systems. However, it is unfriendly for
MT developers that need to manually analyze and
compare specific aspects of their systems.

During the evaluation process, ASIYA generates
a number of intermediate analysis containing par-
tial work outs of the evaluation measures. These
data constitute a priceless source for analysis pur-
poses since a close examination of their content al-
lows for analyzing the particular characteristics that

1A more detailed description of the metric set and its imple-
mentation can be found in (Giménez and Màrquez, 2010b).
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Reference The remote control of the Wii
helps to diagnose an infantile
ocular disease .

Ol score

Candidate 1 The Wii Remote to help diag-
nose childhood eye disease .

7
17

= 0.41

Candidate 2 The control of the Wii helps
to diagnose an ocular infantile
disease .

13
14

= 0.93

Table 1: The reference sentence, two candidate
translation examples and the Ol scores calculation

differentiate the score values obtained by each can-
didate translation.

Next, we review the type of information used by
each family of measures according to their classifi-
cation, and how this information can be used for MT
error analysis purposes.

Lexical information. There are several variants un-
der this family. For instance, lexical overlap (Ol)
is an F-measure based metric, which computes sim-
ilarity roughly using the Jaccard coefficient. First,
the sets of all lexical items that are found in the ref-
erence and the candidate sentences are considered.
Then, Ol is computed as the cardinality of their in-
tersection divided by the cardinality of their union.
The example in Table 1 shows the counts used to cal-
culate Ol between the reference and two candidate
translations (boldface and underline indicate non-
matched items in candidate 1 and 2, respectively).
Similarly, metrics in another category measure the
edit distance of a translation, i.e., the number of
word insertions, deletions and substitutions that are
needed to convert a candidate translation into a ref-
erence. From the algorithms used to calculate these
metrics, these words can be identified in the set of
sentences and marked for further processing. On
another front, metrics as BLEU or NIST compute
a weighted average of matching n-grams. An inter-
esting information that can be obtained from these
metrics are the weights assigned to each individual
matching n-gram. Variations of all of these mea-
sures include looking at stems, synonyms and para-
phrases, instead of the actual words in the sentences.
This information can be obtained from the imple-
mentation of the metrics and presented to the user
through the graphical interface.

Syntactic information. ASIYA considers three lev-
els of syntactic information: shallow, constituent
and dependency parsing. The shallow parsing an-
notations, that are obtained from the linguistic pro-
cessors, consist of word level part-of-speech, lem-
mas and chunk Begin-Inside-Outside labels. Use-
ful figures such as the matching rate of a given
(sub)category of items are the base of a group of
metrics (i.e., the ratio of prepositions between a
reference and a candidate). In addition, depen-
dency and constituency parse trees allow for captur-
ing other aspects of the translations. For instance,
DP-HCWM is a specific subset of the dependency
measures that consists of retrieving and matching all
the head-word chains (or the ones of a given length)
from the dependency trees. Similarly, CP-STM, a
subset of the constituency parsing family of mea-
sures, consists of computing the lexical overlap ac-
cording to the phrase constituent of a given type.
Then, for error analysis purposes, parse trees com-
bine the grammatical relations and the grammati-
cal categories of the words in the sentence and dis-
play the information they contain. Figure 2 and 3
show, respectively, several annotation levels of the
sentences in the example and the constituency trees.

Semantic information. ASIYA distinguishes also
three levels of semantic information: named enti-
ties, semantic roles and discourse representations.
The former are post-processed similarly to the lex-
ical annotations discussed above; and the semantic
predicate-argument trees are post-processed and dis-
played in a similar manner to the syntactic trees.
Instead, the purpose of the discourse representation
analysis is to evaluate candidate translations at doc-
ument level. In the nested discourse structures we
could identify the lexical choices for each discourse
sub-type. Presenting this information to the user re-
mains as an important part of the future work.

4 The Graphical Interface

This section presents the web application that makes
possible a graphical visualization and interactive ac-
cess to ASIYA. The purpose of the interface is
twofold. First, it has been designed to facilitate the
use of the ASIYA toolkit for rapid evaluation of test
beds. And second, we aim at aiding the analysis of
the errors produced by the MT systems by creating
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Figure 2: PoS, chunk and named entity annota-
tions on the source, reference and two translation
hypotheses

Figure 3: Constituency trees for the reference and
second translation candidate

a significant visualization of the information related
to the evaluation metrics.

The online interface consists of a simple web form
to supply the data required to run ASIYA, and then,
it offers several views that display the results in
friendly and flexible ways such as interactive score
tables, graphical parsing trees in SVG format and
interactive sentences holding the linguistic annota-
tions captured during the computation of the met-
rics, as described in Section 3.

4.1 Online MT evaluation

ASIYA allows to compute scores at three granular-
ity levels: system (entire test corpus), document and
sentence (or segment). The online application ob-
tains the measures for all the metrics and levels and
generates an interactive table of scores displaying
the values for all the measures. Table organiza-

Figure 4: The bar charts plot to compare the metric
scores for several systems

tion can swap among the three levels of granularity,
and it can also be transposed with respect to sys-
tem and metric information (transposing rows and
columns). When the metric basis table is shown, the
user can select one or more metric columns in or-
der to re-rank the rows accordingly. Moreover, the
source, reference and candidate translation are dis-
played along with metric scores. The combination of
all these functionalities makes it easy to know which
are the highest/lowest-scored sentences in a test set.

We have also integrated a graphical library2 to
generate real-time interactive plots to show the met-
ric scores graphically. The current version of the in-
terface shows interactive bar charts, where different
metrics and systems can be combined in the same
plot. An example is shown in Figure 4.

4.2 Graphically-aided Error Analysis and
Diagnosis

Human analysis is crucial in the development cy-
cle because humans have the capability to spot er-
rors and analyze them subjectively, in relation to the
underlying system that is being examined and the
scores obtained. Our purpose, as mentioned previ-
ously, is to generate a graphical representation of
the information related to the source and the trans-
lations, enabling a visual analysis of the errors. We
have focused on the linguistic measures at the syn-
tactic and semantic level, since they are more robust
than lexical metrics when comparing systems based
on different paradigms. On the one hand, one of
the views of the interface allows a user to navigate
and inspect the segments of the test set. This view
highlights the elements in the sentences that match a

2http://www.highcharts.com/
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given criteria based on the various linguistic annota-
tions aforementioned (e.g., PoS prepositions). The
interface integrates also the mechanisms to upload
word-by-word alignments between the source and
any of the candidates. The alignments are also vi-
sualized along with the rest of the annotations, and
they can be also used to calculate artificial annota-
tions projected from the source in such test beds for
which there is no linguistic processors available. On
the other hand, the web application includes a library
for SVG graph generation in order to create the de-
pendency and the constituent trees dynamically (as
shown in Figure 3).

4.3 Accessing the Demo

The online interface is fully functional and accessi-
ble at http://nlp.lsi.upc.edu/asiya/. Al-
though the ASIYA toolkit is not difficult to install,
some specific technical skills are still needed in or-
der to set up all its capabilities (i.e., external com-
ponents and resources such as linguistic processors
and dictionaries). Instead, the online application re-
quires only an up to date browser. The website in-
cludes a tarball with sample input data and a video
recording, which demonstrates the main functional-
ities of the interface and how to use it.

The current web-based interface allows the user
to upload up to five candidate translation files, five
reference files and one source file (maximum size of
200K each, which is enough for test bed of about
1K sentences). Alternatively, the command based
version of ASIYA can be used to intensively evaluate
a large set of data.

5 Related Work

In the literature, we can find detailed typologies of
the errors produced by MT systems (Vilar et al.,
2006; Farrús et al., 2011; Kirchhoff et al., 2007) and
graphical interfaces for human classification and an-
notation of these errors, such as BLAST (Stymne,
2011). They represent a framework to study the
performance of MT systems and develop further re-
finements. However, they are defined for a specific
pair of languages or domain and they are difficult
to generalize. For instance, the study described in
(Kirchhoff et al., 2007) focus on measures relying on
the characterization of the input documents (source,

genre, style, dialect). In contrast, Farrús et al. (2011)
classify the errors that arise during Spanish-Catalan
translation at several levels: orthographic, morpho-
logical, lexical, semantic and syntactic errors.

Works towards the automatic identification and
classification of errors have been conducted very re-
cently. Examples of these are (Fishel et al., 2011),
which focus on the detection and classification of
common lexical errors and misplaced words using
a specialized alignment algorithm; and (Popović
and Ney, 2011), which addresses the classifica-
tion of inflectional errors, word reordering, missing
words, extra words and incorrect lexical choices us-
ing a combination of WER, PER, RPER and HPER
scores. The AMEANA tool (Kholy and Habash,
2011) uses alignments to produce detailed morpho-
logical error diagnosis and generates statistics at dif-
ferent linguistic levels. To the best of our knowl-
edge, the existing approaches to automatic error
classification are centered on the lexical, morpho-
logical and shallow syntactic aspects of the transla-
tion, i.e., word deletion, insertion and substitution,
wrong inflections, wrong lexical choice and part-
of-speech. In contrast, we introduce additional lin-
guistic information, such as dependency and con-
stituent parsing trees, discourse structures and se-
mantic roles. Also, there exist very few tools de-
voted to visualize the errors produced by the MT
systems. Here, instead of dealing with the automatic
classification of errors, we deal with the automatic
selection and visualization of the information used
by the evaluation measures.

6 Conclusions and Future Work

The main goal of the ASIYA toolkit is to cover the
evaluation needs of researchers during the develop-
ment cycle of their systems. ASIYA generates a
number of linguistic analyses over both the candi-
date and the reference translations. However, the
current command-line interface returns the results
only in text mode and does not allow for fully ex-
ploiting this linguistic information. We present a
graphical interface showing a visual representation
of such data for monitoring the MT development cy-
cle. We believe that it would be very helpful for car-
rying out tasks such as error analysis, system com-
parison and graphical representations.
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The application described here is the first release
of a web interface to access ASIYA online. So
far, it includes the mechanisms to analyze 4 out of
10 categories of metrics: shallow parsing, depen-
dency parsing, constituent parsing and named en-
tities. Nonetheless, we aim at developing the sys-
tem until we cover all the metric categories currently
available in ASIYA.

Regarding the analysis of the sentences, we have
conducted a small experiment to show the ability of
the interface to use word level alignments between
the source and the target sentences. In the near fu-
ture, we will include the mechanisms to upload also
phrase level alignments. This functionality will also
give the chance to develop a new family of evalua-
tion metrics based on these alignments.

Regarding the interactive aspects of the interface,
the grammatical graphs are dynamically generated
in SVG format, which proffers a wide range of inter-
active functionalities. However their interactivity is
still limited. Further development towards improved
interaction would provide a more advanced manip-
ulation of the content, e.g., selection, expansion and
collapse of branches.

Concerning the usability of the interface, we will
add an alternative form for text input, which will re-
quire users to input the source, reference and candi-
date translation directly without formatting them in
files, saving a lot of effort when users need to ana-
lyze the translation results of one single sentence.

Finally, in order to improve error analysis capa-
bilities, we will endow the application with a search
engine able to filter the results according to varied
user defined criteria. The main goal is to provide
the mechanisms to select a case set where, for in-
stance, all the sentences are scored above (or below)
a threshold for a given metric (or a subset of them).
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Abstract 

In this paper, we introduce a framework that 

identifies online plagiarism by exploiting lexical, 

syntactic and semantic features that includes 

duplication-gram, reordering and alignment of 

words, POS and phrase tags, and semantic 

similarity of sentences. We establish an ensemble 

framework to combine the predictions of each 

model. Results demonstrate that our system can 

not only find considerable amount of real-world 

online plagiarism cases but also outperforms 

several state-of-the-art algorithms and commercial 

software. 

Keywords 

Plagiarism Detection, Lexical, Syntactic, Semantic 

1. Introduction 

Online plagiarism, the action of trying to create a 

new piece of writing by copying, reorganizing or 

rewriting others’ work identified through search 

engines, is one of the most commonly seen 

misusage of the highly matured web technologies. 

As implied by the experiment conducted by 

(Braumoeller and Gaines, 2001), a powerful 

plagiarism detection system can effectively 

discourage people from plagiarizing others’ work. 

A common strategy people adopt for online-

plagiarism detection is as follows. First they 

identify several suspicious sentences from the 

write-up and feed them one by one as a query to a 

search engine to obtain a set of documents. Then 

human reviewers can manually examine whether 

these documents are truly the sources of the 

suspicious sentences. While it is quite 

straightforward and effective, the limitation of this 

strategy is obvious. First, since the length of search 

query is limited, suspicious sentences are usually 

queried and examined independently. Therefore, it 

is harder to identify document level plagiarism 

than sentence level plagiarism. Second, manually 

checking whether a query sentence plagiarizes 

certain websites requires specific domain and 

language knowledge as well as considerable 

amount of energy and time. To overcome the 

above shortcomings, we introduce an online 

plagiarism detection system using natural language 

processing techniques to simulate the above 

reverse-engineering approach. We develop an 

ensemble framework that integrates lexical, 

syntactic and semantic features to achieve this goal. 

Our system is language independent and we have 

implemented both Chinese and English versions 

for evaluation. 

2. Related Work 

Plagiarism detection has been widely discussed in 

the past decades (Zou et al., 2010). Table 1. 

summarizes some of them: 

Author 
Comparison 

Unit 
Similarity Function 

Brin et al., 

1995 

Word + 

Sentence 

Percentage of matching 

sentences. 

White and 

Joy, 2004 
Sentence 

Average overlap ratio of 

the sentence pairs using 2 

pre-defined thresholds. 

Niezgoda 

and Way, 

2006 

A human 

defined 

sliding 

window 

Sliding windows ranked 

by the average length per 

word. 

Cedeno and 

Rosso,  2009 

Sentence + 

n-gram 

Overlap percentage of n-

gram in the sentence pairs. 
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Pera and Ng, 

2010 
Sentence 

A pre-defined 

resemblance function 

based on word correlation 

factor. 

Stamatatos, 

2011 
Passage 

Overlap percentage of 

stopword n-grams. 

Grman and 

Ravas, 2011 
Passage 

Matching percentage of 

words with given 

thresholds on both ratio 

and absolute number of 

words in passage. 

Table 1. Summary of related works 

Comparing to those systems, our system exploits 

more sophisticated syntactic and semantic 

information to simulate what plagiarists are trying 

to do. 

There are several online or charged/free 

downloadable plagiarism detection systems such as 

Turnitin, EVE2, Docol© c, and CATPPDS which 

detect mainly verbatim copy. Others such as 

Microsoft Plagiarism Detector (MPD), Safeassign, 

Copyscape and VeriGuide, claim to be capable of 

detecting obfuscations. Unfortunately those 

commercial systems do not reveal the detail 

strategies used, therefore it is hard to judge and 

reproduce their results for comparison. 

3. Methodology 

 
Figure 1. Detection Flow 

The data flow is shown above in Figure 1.  

3.1 Query a Search Engine 

We first break down each article into a series of 

queries to query a search engine. Several systems 

such as (Liu at al., 2007) have proposed a similar 

idea. The main difference between our method and 

theirs is that we send unquoted queries rather than 

quoted ones. We do not require the search results 

to completely match to the query sentence. This 

strategy allows us to not only identify the 

copy/paste type of plagiarism but also re-write/edit 

type of plagiarism.  

3.2 Sentence-based Plagiarism Detection 

Since not all outputs of a search engine contain an 

exact copy of the query, we need a model to 

quantify how likely each of them is the source of 

plagiarism. For better efficiency, our experiment 

exploits the snippet of a search output to represent 

the whole document. That is, we want to measure 

how likely a snippet is the plagiarized source of the 

query. We designed several models which utilized 

rich lexical, syntactic and semantic features to 

pursue this goal, and the details are discussed 

below.  

3.2.1 Ngram Matching (NM) 

One straightforward measure is to exploit the n-

gram similarity between source and target texts. 

We first enumerate all n-grams in source, and then 

calculate the overlap percentage with the n-grams 

in the target. The larger n is, the harder for this 

feature to detect plagiarism with insertion, 

replacement, and deletion. In the experiment, we 

choose n=2. 

3.2.2 Reordering of Words (RW) 

Plagiarism can come from the reordering of words. 

We argue that the permutation distance between S1 

and S2 is an important indicator for reordered 

plagiarism. The permutation distance is defined as 

the minimum number of pair-wise exchanging of 

matched words needed to transform a sentence, S2, 

to contain the same order of matched words as 

another sentence, S1. As mentioned in (Sörensena 

and Sevaux, 2005), the permutation distance can 

be calculated by the following expression  
𝑑 𝑆1, 𝑆2 =   𝑧𝑖𝑗

𝑛
𝑗=𝑖+1

𝑛−1
𝑖=1   

where  

𝑧𝑖𝑗 =  
1, 𝑖𝑓 𝑆1 𝑗 > 𝑆1 𝑖 𝑎𝑛𝑑 𝑆2 𝑗 < 𝑆2 𝑖 

          0, 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒                                                   

  

S1(i) and S2(i) are indices of the i
th
 matched 

word in sentences S1 and S2 respectively and n is 

the number of matched words between  the 

sentences S1 and S2. Let μ =  
n2− n

2
 be the 

normalized term, which is the maximum possible 

distance between S1 and S2, then the reordering 
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score of the two sentences, expressed as s(S1, S2), 

will be s S1 , S2  = 1 −  
d S1 ,S2 

μ
 

3.2.3 Alignment of Words (AW) 

Besides reordering, plagiarists often insert or 

delete words in a sentence. We try to model such 

behavior by finding the alignment of two word 

sequences. We perform the alignment using a 

dynamic programming method as mentioned in 

(Wagner and Fischer, 1975).  

However, such alignment score does not reflect 

the continuity of the matched words, which can be 

an important cue to identify plagiarism. To 

overcome such drawback, we modify the score as 

below. 

New Alignment Score =
 𝐺𝑖

|𝑀 |−1
𝑖=1

|𝑀|−1
 

where    𝐺𝑖 =
1

# 𝑜𝑓  𝑤𝑜𝑟𝑑𝑠  𝑏𝑒𝑡𝑤𝑒𝑒𝑛  𝑀𝑖 ,𝑀𝑖+1 +1
 

M is the list of matched words, and Mi is the i
th
 

matched word in M. This implies we prefer fewer 

unmatched words in between two matched ones. 

3.2.4 POS and Phrase Tags of Words (PT, PP) 

Exploiting only lexical features can sometimes 

result in some false positive cases because two sets 

of matched words can play different roles in the 

sentences. See S1 and S2 in Table 2. as a possible 

false positive case. 

S1: The man likes the woman 

S2: The woman is like the man 

Word S1: Tag S2: Tag S1: Phrase S2: Phrase 

man NN NN NP PP 

like VBZ IN VP PP 

woman NN NN VP NP 

Table 2. An example of matched words with different 

tags and phrases 

Therefore, we further explore syntactic features 

for plagiarism detection. To achieve this goal, we 

utilize a parser to obtain POS and phrase tags of 

the words. Then we design an equation to measure 

the tag/phrase similarity. 

Sim = 
𝑛𝑢𝑚  𝑚𝑎𝑡𝑐 𝑒𝑑  𝑤𝑜𝑟𝑑𝑠  𝑤𝑖𝑡   𝑖𝑑𝑒𝑛𝑡𝑖𝑐𝑎𝑙  𝑡𝑎𝑔  

𝑛𝑢𝑚  𝑚𝑎𝑡𝑐 𝑒𝑑  𝑤𝑜𝑟𝑑𝑠  
 

We paid special attention to the case that 

transforms a sentence from an active form to a 

passive-form or vice versa. A subject originally in 

a Noun Phrase can become a Preposition Phrase, 

i.e. “by …”, in the passive form while the object in 

a Verb Phrase can become a new subject in a Noun 

Phrase. Here we utilize the Stanford Dependency 

provided by Stanford Parser to match the 

tag/phrase between active and passive sentences.  

3.2.5 Semantic Similarity (LDA) 

Plagiarists, sometimes, change words or phrases to 

those with similar meanings. While previous works 

(Y. Lin et al., 2006) often explore semantic 

similarity using lexical databases such as WordNet 

to find synonyms, we exploit a topic model, 

specifically latent Dirichlet allocation (LDA, D. M. 

Blei et al., 2003), to extract the semantic features 

of sentences. Given a set of documents represented 

by their word sequences, and a topic number n, 

LDA learns the word distribution for each topic 

and the topic distribution for each document which 

maximize the likelihood of the word co-occurrence 

in a document. The topic distribution is often taken 

as semantics of a document. We use LDA to obtain 

the topic distribution of a query and a candidate 

snippet, and compare the cosine similarity of them 

as a measure of their semantic similarity. 

3.3 Ensemble Similarity Scores 

Up to this point, for each snippet the system 

generates six similarity scores to measure the 

degree of plagiarism in different aspects. In this 

stage, we propose two strategies to linearly 

combine the scores to make better prediction. The 

first strategy utilizes each model’s predictability 

(e.g. accuracy) as the weight to linearly combine 

the scores. In other words, the models that perform 

better individually will obtain higher weights. In 

the second strategy we exploit a learning model (in 

the experiment section we use Liblinear) to learn 

the weights directly.  

3.4 Document Level Plagiarism Detection 

For each query from the input article, our system 

assigns a degree-of-plagiarism score to some 

plausible source URLs. Then, for each URL, the 

system sums up all the scores it obtains as the final 

score for document-level degree-of-plagiarism. We 

set up a cutoff threshold to obtain the most 

plausible URLs. At the end, our system highlights 

the suspicious areas of plagiarism for display. 
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4. Evaluation 

We evaluate our system from two different angles. 

We first evalaute the sentence level plagirism 

detection using the PAN corpus in English. We 

then evaluate the capability of the full system to 

detect on-line plagiarism cases using annotated 

results in Chinese. 

4.1 Sentence-based Evaluations 

We want to compare our model with the state-of-

the-art methods, in particular the winning entries in 

plagiarism detection competition in PAN
1

. 

However, the competition in PAN is designed for 

off-line plagiarism detection; the entries did not 

exploit an IR system to search the Web like we do. 

Nevertheless, we can still compare the core 

component of our system, the sentence-based 

measuring model with that of other systems. To 

achieve such goal, we first randomly sampled 370 

documents from PAN-2011 external plagiarism 

corpus (M. Potthast et al., 2010) containing 2882 

labeled plagiarism cases.  

 To obtain high-quality negative examples for 

evaluation, we built a full-text index on the corpus 

using Lucene package. Then we use the suspicious 

passages as queries to search the whole dataset 

using Lucene. Since there is length limitation in 

Lucene (as well as in the real search engines), we 

further break the 2882 plagiarism cases into 6477 

queries. We then extract the top 30 snippets 

returned by the search engine as the potential 

negative candidates for each plagiarism case. Note 

that for each suspicious passage, there is only one 

target passage (given by the ground truth) that is 

considered as a positive plagiarism case in this data, 

and it can be either among these 30 cases or not. 

However, we union these 30 cases with the ground 

truth as a set, and use our (as well as the 

competitors’) models to rank the degree-of-

plagiarism for all the candidates. We then evaluate 

the rank by the area-under-PR-curve (AUC) score. 

We compared our system with the winning entry of 

PAN 2011 (Grman and Ravas, 2011) and the 

stopword ngram model that claims to perform 

better than this winning entry by Stamatatos (2011). 

The results of each individual model and ensemble 

using 5-fold cross validation are listed in Table 3. 

It shows that NM is the best individual model, and 
                                                                 
1 The website of PAN-2011 is http://pan.webis.de/ 

an ensemble of three features outperforms the 

state-of-the-art by 26%. 

NM RW AW PT PP LDA 

0.876 0.596 0.537 0.551 0.521 0.596 

                                     (a) 

 Ours ensemble 
Pan-11 

Champion 

Stopword 

Ngram 

AUC 
0.882 

(NM+RW+PP) 
0.620 0.596 

                                     (b) 

Table 3. (a) AUC for each individual model (b) AUC of 

our ensemble and other state-of-the-art algorithms 

4.2 Evaluating the Full System 

To evaluate the overall system, we manually 

collect 60 real-world review articles from the 

Internet for books (20), movies (20), and music 

albums (20). Unfortunately for an online system 

like ours, there is no ground truth available for 

recall measure. We conduct two differement 

evalautions. First we use the 60 articles as inputs to 

our system, ask 5 human annotators to check 

whether the articles returned by our system can be 

considered as plagiarism. Among all 60 review 

articles, our system identifies a considerablely high 

number of copy/paste articles, 231 in total. 

However, identifying this type of plagiarism is 

trivial, and has been done by many similar tools. 

Instead we focus on the so-called smart-plagiarism 

which cannot be found through quoting a query in 

a search engine. Table 4. shows the precision of 

the smart-plagiarism articles returned by our 

system. The precision is very high and outperforms 

a commertial tool Microsoft Plagiarism Detector. 

 Book Movie Music 

Ours 
280/288 

(97%) 

88/110 

(80%) 

979/1033 

(95%) 

MPD 
44/53 

(83%) 

123/172 

(72%) 

120/161 

(75%) 

Table 4. Precision of Smart Plagiarism 

In the second evaluation, we first choose 30 

reviews randomly. Then we use each of them as 

queries into Google and retrieve a total of 5636 

pieces of snippet candidates. We then ask 63 

human beings to annotate whether those snippets 

represent plagiarism cases of the original review 

article. Eventually we have obtained an annotated 
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dataset and found a total of 502 plagiarized 

candidates with 4966 innocent ones for evalaution. 

Table 5. shows the average AUC of 5-fold cross 

validation. The results show that our method 

outperforms the Pan-11 winner slightly, and much 

better than the Stopword Ngram.  

NM RW AW PT PP LDA 

0.904 0.778 0.874 0.734 0.622 0.581 

(a) 

 Ours ensemble 
Pan-11 

Champion 

Stopword 

Ngram 

AUC 

0.919 

(NM+RW+AW

+PT+PP+LDA) 

0.893 0.568 

(b) 

Table 5. (a) AUC for each individual model (b) AUC of 

our ensemble and other state-of-the-art algorithms 

4.3 Discussion 

There is some inconsistency of the performance of 

single features in these two experiments. The main 

reason we believe is that the plagiarism cases were 

created in very different manners. Plagiarism cases 

in PAN external source are created artificially 

through word insertions, deletions, reordering and 

synonym substitutions. As a result, features such as 

word alignment and reordering do not perform 

well because they did not consider the existence of 

synonym word replacement. On the other hand, 

real-world plagiarism cases returned by Google are 

those with matching-words, and we can find better 

performance for AW. 

The performances of syntactic and semantic 

features, namely PT, PP and LDA, are consistently 

inferior than other features. It is because they often 

introduce false-positives as there are some non-

plagiarism cases that might have highly overlapped 

syntactic or semantic tags. Nevertheless, 

experiments also show that these features can 

improve the overall accuracy in ensemble. 

We also found that the stopword Ngram model 

is not applicable universally. For one thing, it is 

less suitable for on-line plagiarism detection, as the 

length limitation for queries diminishes the 

usability of stopword n-grams. For another, 

Chinese seems to be a language that does not rely 

as much on stopwords as the latin languages do to 

maintain its syntax structure. 

Samples of our system’s finding can be found 

here, http://tinyurl.com/6pnhurz 

5. Online Demo System 

We developed an online demos system using 

JAVA (JDK 1.7). The system currently supports 

the detection of documents in both English and 

Chinese. Users can either upload the plain text file 

of a suspicious document, or copy/paste the 

content onto the text area, as shown below in 

Figure 2.  

 

Figure 2. Input Screen-Shot 

Then the system will output some URLs and 

snippets as the potential source of plagiarism. (see 

Figure 3.) 

Figure 3. Output Screen-Shot 

6. Conclusion 

Comparing with other online plagiarism 

detection systems, ours exploit more sophisticated 

features by modeling how human beings plagiarize 

online sources. We have exploited sentence-level 

plagiarism detection on lexical, syntactic and 

semantic levels. Another noticeable fact is that our 

approach is almost language independent. Given a 

parser and a POS tagger of a language, our 

framework can be extended to support plagiarism 

detection for that language.  
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Abstract

We present UWN, a large multilingual lexi-
cal knowledge base that describes the mean-
ings and relationships of words in over 200
languages. This paper explains how link pre-
diction, information integration and taxonomy
induction methods have been used to build
UWN based on WordNet and extend it with
millions of named entities from Wikipedia.
We additionally introduce extensions to cover
lexical relationships, frame-semantic knowl-
edge, and language data. An online interface
provides human access to the data, while a
software API enables applications to look up
over 16 million words and names.

1 Introduction

Semantic knowledge about words and named enti-
ties is a fundamental building block both in vari-
ous forms of language technology as well as in end-
user applications. Examples of the latter include
word processor thesauri, online dictionaries, ques-
tion answering, and mobile services. Finding se-
mantically related words is vital for query expan-
sion in information retrieval (Gong et al., 2005),
database schema matching (Madhavan et al., 2001),
sentiment analysis (Godbole et al., 2007), and ontol-
ogy mapping (Jean-Mary and Kabuka, 2008). Fur-
ther uses of lexical knowledge include data cleaning
(Kedad and Métais, 2002), visual object recognition
(Marszałek and Schmid, 2007), and biomedical data
analysis (Rubin and others, 2006).

Many of these applications have used English-
language resources like WordNet (Fellbaum, 1998).

However, a more multilingual resource equipped
with an easy-to-use API would not only enable us to
perform all of the aforementioned tasks in additional
languages, but also to explore cross-lingual applica-
tions like cross-lingual IR (Etzioni et al., 2007) and
machine translation (Chatterjee et al., 2005).

This paper describes a new API that makes lexical
knowledge about millions of items in over 200 lan-
guages available to applications, and a correspond-
ing online user interface for users to explore the data.
We first describe link prediction techniques used to
create the multilingual core of the knowledge base
with word sense information (Section 2). We then
outline techniques used to incorporate named enti-
ties and specialized concepts (Section 3) and other
types of knowledge (Section 4). Finally, we describe
how the information is made accessible via a user in-
terface (Section 5) and a software API (Section 6).

2 The UWN Core

UWN (de Melo and Weikum, 2009) is based on
WordNet (Fellbaum, 1998), the most popular lexi-
cal knowledge base for the English language. Word-
Net enumerates the senses of a word, providing a
short description text (gloss) and synonyms for each
meaning. Additionally, it describes relationships be-
tween senses, e.g. via the hyponymy/hypernymy re-
lation that holds when one term like ‘publication’ is
a generalization of another term like ‘journal’.

This model can be generalized by allowing words
in multiple languages to be associated with a mean-
ing (without, of course, demanding every meaning
be lexicalized in every language). In order to ac-
complish this at a large scale, we automatically link
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terms in different languages to the meanings already
defined in WordNet. This transforms WordNet into
a multilingual lexical knowledge base that covers
not only English terms but hundreds of thousands
of terms from many different languages.

Unfortunately, a straightforward translation runs
into major difficulties because of homonyms and
synonyms. For example, a word like ‘bat’ has 10
senses in the English WordNet, but a German trans-
lation like ‘Fledermaus’ (the animal) only applies to
a small subset of those senses (cf. Figure 1). This
challenge can be approached by disambiguating us-
ing machine learning techniques.

Figure 1: Word sense ambiguity

Knowledge Extraction An initial input knowl-
edge base graph G0 is constructed by ex-
tracting information from existing wordnets,
translation dictionaries including Wiktionary
(http://www.wiktionary.org), multilingual thesauri
and ontologies, and parallel corpora. Additional
heuristics are applied to increase the density of the
graph and merge near-duplicate statements.

Link Prediction A sequence of knowledge graphs
Gi are iteratively derived by assessing paths from
a new term x to an existing WordNet sense z via
some English translation y covered by WordNet. For
instance, the German ‘Fledermaus’ has ‘bat’ as a
translation and hence initially is tentatively linked to
all senses of ‘bat’ with a confidence of 0. In each
iteration, the confidence values are then updated to
reflect how likely it seems that those links are cor-
rect. The confidences are predicted using RBF-
kernel SVM models that are learnt from a training
set of labelled links between non-English words and

senses. The feature space is constructed using a se-
ries of graph-based statistical scores that represent
properties of the previous graph Gi−1 and addition-
ally make use of measures of semantic relatedness
and corpus frequencies. The most salient features
xi(x, z) are of the form:∑

y∈Γ(x,Gi−1)

φ(x, y) sim∗x(y, z) (1)

∑
y∈Γ(x,Gi−1)

φ(x, y) sim∗x(y, z)

sim∗x(y, z) + dissimx(y, z)
(2)

The formulae consider the out-neighbourhood y ∈
Γ(x,Gi−1) of x, i.e. its translations, and then ob-
serve how strongly each y is tied to z. The function
sim∗ computes the maximal similarity between any
sense of y and the current sense z. The dissim func-
tion computes the sum of dissimilarities between
senses of y and z, essentially quantifying how many
alternatives there are to z. Additional weighting
functions φ, γ are used to bias scores towards senses
that have an acceptable part-of-speech and senses
that are more frequent in the SemCor corpus.

Relying on multiple iterations allows us to draw
on multilingual evidence for greater precision and
recall. For instance, after linking the German ‘Fled-
ermaus’ to the animal sense of ‘bat’, we may be able
to infer the same for the Turkish translation ‘yarasa’.

Results We have successfully applied these tech-
niques to automatically create UWN, a large-scale
multilingual wordnet. Evaluating random samples
of term-sense links, we find (with Wilson-score in-
tervals at α = 0.05) that for French the preci-
sion is 89.2% ± 3.4% (311 samples), for German
85.9% ± 3.8% (321 samples), and for Mandarin
Chinese 90.5% ± 3.3% (300 samples). The over-
all number of new term-sense links is 1,595,763, for
822,212 terms in over 200 languages. These figures
can be grown further if the input is extended by tap-
ping on additional sources of translations.

3 MENTA: Named Entities and
Specialized Concepts

The UWN Core is extended by incorporating large
amounts of named entities and language- and
domain-specific concepts from Wikipedia (de Melo
and Weikum, 2010a). In the process, we also obtain

152



human-readable glosses in many languages, links to
images, and other valuable information. These ad-
ditions are not simply added as a separate knowl-
edge base, but fully connected and integrated with
the core. In particular, we create a mapping between
Wikipedia and WordNet in order to merge equiva-
lent entries and we use taxonomy construction meth-
ods in order to attach all new named entities to their
most likely classes, e.g. ‘Haight-Ashbury’ is linked
to a WordNet sense of the word ‘neighborhood’.

Information Integration Supervised link predic-
tion, similar to the method presented in Section 2, is
used in order to attach Wikipedia articles to semanti-
cally equivalent WordNet entries, while also exploit-
ing gloss similarity as an additional feature. Addi-
tionally, we connect articles from different multilin-
gual Wikipedia editions via their cross-lingual inter-
wiki links, as well as categories with equivalent ar-
ticles and article redirects with redirect targets.

We then consider connected components of di-
rectly or transitively linked items. In the ideal case,
such a connected component consists of a number
of items all describing the same concept or entity, in-
cluding articles from different versions of Wikipedia
and perhaps also categories or WordNet senses.

Unfortunately, in many cases one obtains con-
nected components that are unlikely to be correct,
because multiple articles from the same Wikipedia
edition or multiple incompatible WordNet senses are
included in the same component. This can be due
to incorrect links produced by the supervised link
prediction, but often even the original links from
Wikipedia are not consistent.

In order to obtain more consistent connected com-
ponents, we use combinatorial optimization meth-
ods to delete certain links. In particular, for each
connected component to be analysed, an Integer
Linear Program formalizes the objective of mini-
mizing the costs for deleted edges and the costs for
ignoring soft constraints. The basic aim is that of
deleting as few edges as possible while simultane-
ously ensuring that the graph becomes as consistent
as possible. In some cases, there is overwhelming
evidence indicating that two slightly different arti-
cles should be grouped together, while in other cases
there might be little evidence for the correctness of
an edge and so it can easily be deleted with low cost.

While obtaining an exact solution is NP-hard and
APX-hard, we can solve the corresponding Linear
Program using a fast LP solver like CPLEX and sub-
sequently apply region growing techniques to obtain
a solution with a logarithmic approximation guaran-
tee (de Melo and Weikum, 2010b).

The clean connected components resulting from
this process can then be merged to form aggregate
entities. For instance, given WordNet’s standard
sense for ‘fog’, water vapor, we can check which
other items are in the connected component and
transfer all information to the WordNet entry. By
extracting snippets of text from the beginning of
Wikipedia articles, we can add new gloss descrip-
tions for fog in Arabic, Asturian, Bengali, and many
other languages. We can also attach pictures show-
ing fog to the WordNet word sense.

Taxonomy Induction The above process con-
nects articles to their counterparts in WordNet. In
the next step, we ensure that articles without any di-
rect counterpart are linked to WordNet as well, by
means of taxonomic hypernymy/instance links (de
Melo and Weikum, 2010a).

We generate individual hypotheses about likely
parents of entities. For instance, articles are con-
nected to their Wikipedia categories (if these are not
assessed to be mere topic descriptors) and categories
are linked to parent categories, etc. In order to link
categories to possible parent hypernyms in Word-
Net, we adapt the approach proposed for YAGO
(Suchanek et al., 2007) of determining the headword
of the category name and disambiguating it.

Since we are dealing with a multilingual scenario
that draws on articles from different multilingual
Wikipedia editions that all need to be connected to
WordNet, we apply an algorithm that jointly looks
at an entity and all of its parent candidates (not just
from an individual article, but all articles in the same
connected component) as well as superordinate par-
ent candidates (parents of parents, etc.), as depicted
in Figure 2. We then construct a Markov chain based
on this graph of parents that also incorporates the
possibility of random jumps from any parent back
to the current entity under consideration. The sta-
tionary probability of this Markov chain, which can
be obtained using random walk methods, provides
us a ranking of the most likely parents.
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Figure 2: Noisy initial edges (left) and cleaned, integrated output (right), shown in a simplified form

Figure 3: UWN with named entities

Results Overall, we obtain a knowledge base with
5.4 million concepts or entities and 16.7 million
words or names associated with them from over
200 languages. Over 2 million named entities come
only from non-English Wikipedia editions, but their
taxonomic links to WordNet still have an accuracy
around 90%. An example excerpt is shown in Fig-
ure 3, with named entities connected to higher-level
classes in UWN, all with multilingual labels.

4 Other Extensions

Word Relationships Another plugin provides
word relationships and properties mined from Wik-
tionary. These include derivational and etymologi-
cal word relationships (e.g. that ‘grotesque’ comes
from the Italian ‘grotta’: grotto, artificial cave), al-
ternative spellings (e.g. ‘encyclopædia’ for ‘en-
cyclopedia’), common misspellings (e.g. ‘minis-

cule’ for ‘minuscule’), pronunciation information
(e.g. how to pronounce ‘nuclear’), and so on.

Frame-Semantic Knowledge Frame semantics is
a cognitively motivated theory that describes words
in terms of the cognitive frames or scenarios that
they evoke and the corresponding participants in-
volved in them. For a given frame, FrameNet
provides definitions, involved participants, associ-
ated words, and relationships. For instance, the
Commerce_goods-transfer frame normally
involves a seller and a buyer, among other things,
and different words like ‘buy’ and ‘sell’ can be cho-
sen to describe the same event.

Such detailed knowledge about scenarios is
largely complementary in nature to the sense re-
lationships that WordNet provides. For instance,
WordNet emphasizes the opposite meaning of the
words ‘happy’ and ‘unhappy’, while frame seman-
tics instead emphasizes the cognitive relatedness of
words like ‘happy’, ‘unhappy’, ‘astonished’, and
‘amusement’, and explains that typical participants
include an experiencer who experiences the emo-
tions and external stimuli that evoke them. There
have been individual systems that made use of both
forms of knowledge (Shi and Mihalcea, 2005; Cop-
pola and others, 2009), but due to their very different
nature, there is currently no simple way to accom-
plish this feat. Our system addresses this by seam-
lessly integrating frame semantic knowledge into the
system. We draw on FrameNet (Baker et al., 1998),
the most well-known computational instantiation of
frame semantics. While the FrameNet project is
generally well-known, its use in practical applica-
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tions has been limited due to the lack of easy-to-use
APIs and because FrameNet alone does not cover as
many words as WordNet. Our API simultaneously
provides access to both sources.

Language information For a given language, this
extension provides information such as relevant
writing systems, geographical regions, identifica-
tion codes, and names in many different languages.
These are all integrated into WordNet’s hypernym
hierarchy, i.e. from language families like the Sinitic
languages one may move down to macrolanguages
like Chinese, and then to more specific forms like
Mandarin Chinese, dialect groups like Ji-Lu Man-
darin, or even dialects of particular cities.

The information is obtained from ISO standards,
the Unicode CLDR as well as Wikipedia and then
integrated with WordNet using the information in-
tegration strategies described above (de Melo and
Weikum, 2008). Additionally, information about
writing systems is taken from the Unicode CLDR
and information about individual characters is ob-
tained from the Unicode, Unihan, and Hanzi Data
databases. For instance, the Chinese character ‘娴’
is connected to its radical component ‘女’ and to its
pronunciation component ‘闲’.

5 Integrated Query Interface and Wiki

We have developed an online interface that provides
access to our data to interested researchers (yago-
knowledge.org/uwn/ ), as shown in Figure 4.

Interactive online interfaces offer new ways of in-
teracting with lexical knowledge that are not possi-
ble with traditional print dictionaries. For example,
a user wishing to find a Spanish word for the concept
of persuading someone not to believe something
might look up the word ‘persuasion’ and then navi-
gate to its antonym ‘dissuasion’ to find the Spanish
translation. A non-native speaker of English looking
up the word ‘tercel’ might find it helpful to see pic-
tures available for the related terms ‘hawk’ or ‘fal-
con’ – a Google Image search for ‘tercel’ merely de-
livers images of Toyota Tercel cars.

While there have been other multilingual inter-
faces to WordNet-style lexical knowledge in the past
(Pianta et al., 2002; Atserias and others, 2004), these
provide less than 10 languages as of 2012. The most
similar resource is BabelNet (Navigli and Ponzetto,

2010), which contains multilingual synsets but does
not connect named entities from Wikipedia to them
in a multilingual taxonomy.

Figure 4: Part of Online Interface

6 Integrated API

Our goal is to make the knowledge that we have de-
rived available for use in applications. To this end,
we have developed a fully downloadable API that
can easily be used in several different programming
languages. While there are many existing APIs for
WordNet and other lexical resources (e.g. (Judea et
al., 2011; Gurevych and others, 2012)), these don’t
provide a comparable degree of integrated multilin-
gual and taxonomic information.

Interface The API can be used by initializing an
accessor object and possibly specifying the list of
plugins to be loaded. Depending on the particular
application, one may choose only Princeton Word-
Net and the UWN Core, or one may want to in-
clude named entities from Wikipedia and frame-
semantic knowledge derived from FrameNet, for in-
stance. The accessor provides a simple graph-based
lookup API as well as some convenience methods
for common types of queries.

An additional higher-level API module imple-
ments several measures of semantic relatedness. It
also provides a simple word sense disambiguation
method that, given a tokenized text with part-of-
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speech and lemma annotations, selects likely word
senses by choosing the senses (with matching part-
of-speech) that are most similar to words in the con-
text. Note that these modules go beyond existing
APIs because they operate on words in many differ-
ent languages and semantic similarity can even be
assessed across languages.

Data Structures Under the hood, each plugin re-
lies on a disk-based associative array to store the
knowledge base as a labelled multi-graph. The out-
going labelled edges of an entity are saved on disk in
a serialized form, including relation names and rela-
tion weights. An index structure allows determining
the position of such records on disk.

Internally, this index structure is implemented as
a linearly-probed hash table that is also stored ex-
ternally. Note that such a structure is very efficient
in this scenario, because the index is used as a read-
only data store by the API. Once an index has been
created, write operations are no longer performed,
so B+ trees and similar disk-based balanced tree in-
dices commonly used in relational database manage-
ment systems are not needed. The advantage is that
this enables faster lookups, because retrieval opera-
tions normally require only two disk reads per plu-
gin, one to access a block in the index table, and
another to access a block of actual data.

7 Conclusion

UWN is an important new multilingual lexical re-
source that is now freely available to the community.
It has been constructed using sophisticated knowl-
edge extraction, link prediction, information integra-
tion, and taxonomy induction methods. Apart from
an online querying and browsing interface, we have
also implemented an API that facilitates the use of
the knowledge base in applications.
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Abstract 

Writing in English might be one of the most 
difficult tasks for EFL (English as a Foreign 
Language) learners. This paper presents 
FLOW, a writing assistance system. It is built 
based on first-language-oriented input function 
and context sensitive approach, aiming at 
providing immediate and appropriate 
suggestions including translations, paraphrases, 
and n-grams during composing and revising 
processes. FLOW is expected to help EFL 
writers achieve their writing flow without being 
interrupted by their insufficient lexical 
knowledge.  

 

1. Introduction 

Writing in a second language (L2) is a challenging 
and complex process for foreign language learners. 
Insufficient lexical knowledge and limited 
exposure to English might interrupt their writing 
flow (Silva, 1993). Numerous writing instructions 
have been proposed (Kroll, 1990) as well as 
writing handbooks have been available for 
learners. Studies have revealed that during the 
writing process, EFL learners show the inclination 
to rely on their native languages (Wolfersberger, 
2003) to prevent a breakdown in the writing 
process (Arndt, 1987; Cumming, 1989). However, 
existing writing courses and instruction materials, 
almost second-language-oriented, seem unable to 
directly assist EFL writers while writing. 

This paper presents FLOW1 (Figure 1), an 
interactive system for assisting EFL writers in 
                                                           
1 FLOW: http:// flowacldemo.appspot.com 

composing and revising writing. Different from 
existing tools, its context-sensitive and first-
language-oriented features enable EFL writers to 
concentrate on their ideas and thoughts without 
being hampered by the limited lexical resources. 
Based on the studies that first language use can 
positively affect second language composing, 
FLOW attempts to meet such needs. Given any L1 
input, FLOW displays appropriate suggestions 
including translation, paraphrases, and n-grams 
during composing and revising processes. We use 
the following example sentences to illustrate these 
two functionalities.  

Consider the sentence “We propose a method 
to”. During the composing stage, suppose a writer 
is unsure of the phrase “solve the problem”, he 
could write “解決問題”, a corresponding word in 
his native language, like “We propose a method to 
解決問題“. The writer’s input in the writing area 
of FLOW actively triggers a set of translation 
suggestions such as “solve the problem” and 
“tackle the problem” for him/her to complete the 
sentence.  

In the revising stage, the writer intends to 
improve or correct the content. He/She is likely to 
change the sentence illustrated above into “We try 
all means to solve the problem.” He would select 
the phrase “propose a method” in the original 
sentence and input a L1 phrase “盡力”, which 
specifies the meaning he prefers. The L1 input 
triggers a set of context-aware suggestions 
corresponding to the translations such as “try our 
best” and “do our best” rather than “try your best” 
and “do your best”. The system is able to do that 
mainly by taking a context-sensitive approach. 
FLOW then inserts the phrase the writer selects 
into the sentence. 
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Figure 1. Screenshot of FLOW 
 

In this paper, we propose a context-sensitive 
disambiguation model which aims to automatically 
choose the appropriate phrases in different contexts 
when performing n-gram prediction, paraphrase 
suggestion and translation tasks. As described in 
(Carpuat and Wu, 2007), the disambiguation model 
plays an important role in the machine translation 
task. Similar to their work, we further integrate the 
multi-word phrasal lexical disambiguation model 
to the n-gram prediction model, paraphrase model 
and translation model of our system. With the 
phrasal disambiguation model, the output of the 
system is sensitive to the context the writer is 
working on. The context-sensitive feature helps 
writers find the appropriate phrase while 
composing and revising. 

This paper is organized as follows. We review 
the related work in the next section. In Section 3, 
we brief our system and method. Section 4 reports 
the evaluation results. We conclude this paper and 
point out future directions to research in Section 5. 
 

2. Related Work 

2.1 Sub-sentential paraphrases  
A variety of data-driven paraphrase extraction 
techniques have been proposed in the literature.  
One of the most popular methods leveraging 
bilingual parallel corpora is proposed by Bannard 
and Callison-Burch (2005). They identify 
paraphrases using a phrase in another language as a 
pivot. Using bilingual parallel corpora for 

paraphrasing demonstrates the strength of semantic 
equivalence. Another line of research further 
considers context information to improve the 
performance. Instead of addressing the issue of 
local paraphrase acquisition, Max (2009) utilizes 
the source and target contexts to extract sub-
sentential paraphrases by using pivot SMT 
systems. 
 
2.2 N-gram suggestions  
After a survey of several existing writing tools, we 
focus on reviewing two systems closely related to 
our study.  

PENS (Liu et al, 2000), a machine-aided English 
writing system, provides translations of the 
corresponding English words or phrases for 
writers’ reference. Different from PENS, FLOW 
further suggests paraphrases to help writers revise 
their writing tasks. While revising, writers would 
alter the use of language to express their thoughts. 
The suggestions of paraphrases could meet their 
need, and they can reproduce their thoughts more 
fluently.  

Another tool, TransType (Foster, 2002), a text 
editor, provides translators with appropriate 
translation suggestions utilizing trigram language 
model. The differences between our system and 
TransType lie in the purpose and the input. FLOW 
aims to assist EFL writers whereas TransType is a 
tool for skilled translators. On the other hand, in 
TransType, the human translator types translation 
of a given source text, whereas in FLOW the input, 
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either a word or a phrase, could be source or target 
languages.  
 
2.3 Multi-word phrasal lexical disambiguation 
In the study more closely related to our work, 
Carpuat and Wu (2007) propose a novel method to 
train a phrasal lexical disambiguation model to 
benefit translation candidates selection in machine 
translation. They find a way to integrate the state-
of-the-art Word Sense Disambiguation (WSD) 
model into phrase-based statistical machine 
translation. Instead of using predefined senses 
drawn from manually constructed sense 
inventories, their model directly disambiguates 
between all phrasal translation candidates seen 
during SMT training. In this paper, we also use the 
phrasal lexical disambiguation model; however, 
apart from using disambiguation model to help 
machine translation, we extend the disambiguation 
model. With the help of the phrasal lexical 
disambiguation model, we build three models: a 
context-sensitive n-gram prediction model, a 
paraphrase suggestion model, and a translation 
model which are introduced in the following 
sections. 
 

3. Overview of FLOW  

The FLOW system helps language learners in two 
ways: predicting n-grams in the composing stage 
and suggesting paraphrases in the revising stage 
(Figure 2). 

3.1  System architecture 

Composing Stage 
During the composing process, a user inputs S.  
FLOW first determines if the last few words of S is 
a L1 input. If not, FLOW takes the last k words to 
predict the best matching following n-grams. 
Otherwise, the system uses the last k words as the 
query to predict the corresponding n-gram 
translation. With a set of prediction (either 
translations or n-grams), the user could choose an 
appropriate suggestion to complete the sentence in 
the writing area. 
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Figure 2. Overall Architecture of FLOW in writing and 
revising processes 
 
 
Revising Stage 
In the revising stage, given an input I and the user 
selected words K, FLOW obtains the word 
sequences L and R surrounding K as reference for 
prediction. Next, the system suggests sub-
sentential paraphrases for K based on the 
information of L and R. The system then searches 
and ranks the translations. 
 

3.2  N-gram prediction 

In the n-gram prediction task, our model takes the 
last k words with m 2 English words and n foreign 
language words, {e1, e2, …em, f1, f2 …fn}, of the 
source sentences S as the input. The output would 
be a set of n-gram predictions. These n-grams can 
be concatenated to the end of the user-composed 
sentence fluently. 
 
Context-Sensitive N-gram Prediction (CS-NP) 
The CS-NP model is triggered to predict a 
following n-gram when a user composes sentences 
consisted of only English words with no foreign 
language words, namely, n is equal to 0.  The goal 
of the CS-NP model is to find the English phrase e 
that maximizes the language model probability of 
the word sequence, {e1, e2, …em, e}: 
 

݁ ൌ argmax
,ஸ

ܲሺ݁|݁ଵ, ݁ଶ, … ݁ሻ 

ܲሺ݁|݁ଵ, ݁ଶ, … ݁ሻ ൌ
ܲሺ݁ଵ, ݁ଶ, … ݁, ݁ሻ

ܲሺ݁ଵ, ݁ଶ, … ݁ሻ
 

 
 
Translation-based N-gram Prediction (TB-NP) 
When a user types a set of L1 expression f = { f1, f2 
…fn }, following the English sentences S, the 
FLOW system will predict the possible translations 
of f. A simple way to predict the translations is to 
find the bilingual phrase alignments T(f) using the 
method proposed by (Och and Ney, 2003). 
However, the T(f) is ambiguous in different 
contexts. Thus, we use the context {e1, e2, …em} 
proceeding f to fix the prediction of the translation. 
Predicting the translation e can be treated as a sub-
sentential translation task: 
                                                           
2 In this paper, m = 5. 

 
݁ ൌ argmaxఢ்ሺሻ ܲሺ݁| ݁ଵ, ݁ଶ, … ݁ሻ,  

 
where we use the user-composed context {e1, e2, 
…em} to disambiguate the translation of f. 
Although there exist more sophisticated models 
which could make a better prediction, a simple 
naïve-Bayes model is shown to be accurate and 
efficient in the lexical disambiguation task 
according to (Yarowsky and Florian, 2002).  
Therefore, in this paper, a naïve-Bayes model is 
used to disambiguate the translation of f. In 
addition to the context-word feature, we also use 
the context-syntax feature, namely surrounding 
POS tag Pos, to constrain the syntactic structure of 
the prediction. The TB-NP model could be 
represented in the following equation: 
 

כ݁ ൌ argmax


ܲ൫݁ห݁1, ݁2,… ݁݉, ,1   ,൯݉…,2

 
ݏܲ ൌ ሼଵ, ,ଶ …  ሽ

 
According to the Bayes theorem, 
 

ܲ൫݁ห݁1, ݁2, …݁݉, ,1 ൯݉…,2

ൌෑܲሺ݁|݁ሻ כ  ෑܲ൫ห݁൯
ೕఢఢா

 

The probabilities can be estimated using a parallel 
corpus, which is also used to obtain bilingual 
phrase alignment. 
 

3.3  Paraphrase Suggestion 

Unlike the N-gram prediction, in the paraphrase 
suggestion task, the user selects k words, {e1, e2, 
…ek}, which he/she wants to paraphrase. The 
model takes the m words {r1, r2, …rm} and n words 
{l1, l2, …ln} in the right and left side of the user- 
selected k words respectively. The system also 
accepts an additional foreign language input, {f1,f2, 
…fl}, which helps limit the meaning of suggested 
paraphrases to what the user really wants. The 
output would be a set of paraphrase suggestions 
that the user-selected phrases can be replaced by 
those paraphrases precisely. 
 
Context-Sensitive Paraphrase Suggestion (CS-
PS) 
The CS-PS model first finds a set of local 
paraphrases P of the input phrase K using the 
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pivot-based method proposed by Bannard and 
Callison-Burch (2005). Although the pivot-based 
method has been proved efficient and effective in 
finding local paraphrases, the local paraphrase 
suggestions may not fit different contexts. Similar 
to the previous n-gram prediction task, we use the 
naïve-Bayes approach to disambiguate these local 
paraphrases. The task is to find the best e such that 
e with the highest probability for the given context 
R and L. We further require paraphrases to have 
similar syntactic structures to the user-selected 
phrase in terms of POS tags, Pos. 
 

כ݁ ൌ argmax
ఢ

ܲሺ݁|݈1, ݈2,… ݈݊, ,1ݎ …,2ݎ  ሻݏܲ,݉ݎ

 
Translation-based Paraphrase Suggestion (TB-
PS) 
After the user selects a phrase for paraphrasing, 
with a L1 phrase F as an additional input, the 
suggestion problem will be: 
 
כ݁ ൌ argmax
          ఢ்ሺிሻ

ܲሺ݁|݈ଵ, ݈ଶ, … ݈, ,ଵݎ ,ଶݎ … ,ݎ  ሻݏܲ

 
The TB-PS model disambiguates paraphrases from 
the translations of F instead of paraphrases P. 
 

4. Experimental Results 

In this section, we describe the experimental 
setting and the preliminary results. Instead of 
training a whole machine translation using toolkits 
such as Moses (Koehn et. al, 2007), we used only 
bilingual phrase alignment as translations to 
prevent from the noise produced by the machine 
translation decoder. Word alignments were 
produced using Giza++ toolkit (Och and Ney, 
2003), over a set of 2,220,570 Chinese-English 
sentence pairs in Hong Kong Parallel Text 
(LDC2004T08) with sentences segmented using 
the CKIP Chinese word segmentation system (Ma 
and Chen, 2003). In training the phrasal lexical 
disambiguation model, we used the English part of 
Hong Kong Parallel Text as our training data.  
To assess the effectiveness of FLOW, we selected 
10 Chinese sentences and asked two students to 
translate the Chinese sentences to English 
sentences using FLOW. We kept track of the 
sentences the two students entered. Table 1 shows 
the selected results. 
 

 
 
 

Model Results 
TB-PS 總而言之, the price of rice... 

 in short 
 all in all 
 in a nutshell 
 in a word 
 to sum up 
CS-PS She looks forward to coming 
 look forward to 
 looked forward to 
 is looking forward to 

forward to
 expect 
CS-PS there is no doubt that … 
 there is no question 

it is beyond doubt 
 I have no doubt 

beyond doubt
 it is true 
CS-NP We put forward … 
 the proposal 

additional
 our opinion 

the motion
 the bill 
TB-NP ...on ways to identify tackle 洗錢 

 money laundering 
 money 
 his 
 forum entitled 
 money laundry 

Table 1. The preliminary results of FLOW 
 
Both of the paraphrase models CS-PS and TB-PS 
perform quite well in assisting the user in the 
writing task. However, there are still some 
problems such as the redundancy suggestions, e.g., 
“look forward to” and “looked forward to”. 
Besides, although we used the POS tags as 
features, the syntactic structures of the suggestions 
are still not consistent to an input or selected 
phrases. The CS-NP and the TB-NP model also 
perform a good task. However, the suggested 
phrases are usually too short to be a semantic unit. 
The disambiguation model tends to produce shorter 
phrases because they have more common context 
features.  
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5. Conclusion and Future Work  

In this paper, we presented FLOW, an interactive 
writing assistance system, aimed at helping EFL 
writers compose and revise without interrupting 
their writing flow. First-language-oriented and 
context-sensitive features are two main 
contributions in this work. Based on the studies on 
second language writing that EFL writers tend to 
use their native language to produce texts and then 
translate into English, the first-language-oriented 
function provides writers with appropriate 
translation suggestions. On the other hand, due to 
the fact that selection of words or phrases is 
sensitive to syntax and context, our system 
provides suggestions depending on the contexts. 
Both functions are expected to improve EFL 
writers’ writing performance. 

In future work, we will conduct experiments to 
gain a deeper understanding of EFL writers’ 
writing improvement with the help of FLOW, such 
as integrating FLOW into the writing courses to 
observe the quality and quantity of students’ 
writing performance. Many other avenues exist for 
future research and improvement of our system. 
For example, we are interested in integrating the 
error detection and correction functions into 
FLOW to actively help EFL writers achieve better 
writing success and further motivate EFL writers 
to write with confidence. 
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Abstract 

Social Event Radar is a new social 
networking-based service platform, that 
aim to alert as well as monitor any 
merchandise flaws, food-safety related 
issues, unexpected eruption of diseases or 
campaign issues towards to the 
Government, enterprises of any kind or 
election parties, through keyword 
expansion detection module, using 
bilingual sentiment opinion analysis tool 
kit to conclude the specific event social 
dashboard and deliver the outcome helping 
authorities to plan “risk control” strategy. 
With the rapid development of social 
network, people can now easily publish 
their opinions on the Internet. On the other 
hand, people can also obtain various 
opinions from others in a few seconds even 
though they do not know each other. A 
typical approach to obtain required 
information is to use a search engine with 
some relevant keywords. We thus take the 
social media and forum as our major data 
source and aim at collecting specific issues 
efficiently and effectively in this work. 

1 Introduction 

The primary function of S.E.R. technology is 
simple and clear: as a realtime risk control 
management technology to assist monitoring huge 
amount of new media related information and 
giving a warning for utility users’ sake in 
efficiency way. 

In general, S.E.R. technology constantly 
crawling all new media based information data 
relating to the client 24-hour a day so that the 
influential opinion/reports can be monitored, 
recorded, conveniently analyzed and more 
importantly is to send a warning signal before the 
issue outburst and ruining the authorities’ 
reputation. These monitor and alert services are 
based on the socialnomics theory and provide two 
main sets of service functionalities to clients for 
access online: Monitor and alert of new media 
related information under the concept of cloud 
computing including two functionalities.  

First functionality is the monitoring set. With 
the dramatic growth of Web’s popularity, time 
becomes the most crucial factor. Monitoring 
functionalities of S.E.R. technology provides an 
access to the service platform realtime and online. 
All scalable mass social data coming from social 
network, forum, news portals, blogosphere of its 
login time, its social account and the content are 
monitored and recorded. In order to find key 
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opinion leaders and influential, the S.E.R. 
technology used social network influence analysis 
to identify a node and base on the recorded data to 
sort and analyze opinion trends statistics for every 
customer’s needs. 

Second functionality is alert module. Alert 
functionalities of the S.E.R. technology 
automatically give a warning text-messages or an 
e-mail within 6 hours whenever the golden 
intersection happened, meaning the 1-day moving 
average is higher than the 7-days moving average 
line, in order to plan its reaction scheme in early 
stage. 

In empirical studies, we present our application 
of a Social Event Radar. We also use a practical 
case to illustrate our system which is applied in 
industries and society. The rest of this paper is 
organized as follows. Preliminaries and related 
works are reviewed in Section 2. The primary 
functionality and academic theory are mentioned in 
Section 3. Practical example and influence are 
explored in Section 4. S.E.R. detail operations are 
shown in Section 5. Finally, this paper concludes 
with Section 6. 

2 Preliminaries 

For the purpose of identifying the opinions in the 
blogosphere, First of all, mining in blog entries 
from the perspective of content and sentiment is 
explored in Section 2.1. Second, sentiment analysis 
in blog entries is discussed in Section 2.2. Third, 
information diffusion is mentioned in Section 2.3. 
 

2.1 Topic Detection in Blog Entries 

Even within the communities of similar interests, 
there are various topics discussed among people. In 
order to extract these subjects, cluster-liked 
methods Viermetz (2007) and Yoon (2009)are 
proposed to explore the interesting subjects. 

Topic-based events may have high impacts on 
the articles in blogosphere. However, it is 
impossible to view all the topics because of the 
large amount. By using the technique of topic 
detection and tracking (Wang, 2008), the related 
stories can be identified with a stream of media. It 
is convenient for users who intend to see what is 
going on through the blogosphere. The subjects are 
not only classified in the first step, but also rank 
their importance to help user read these articles. 

After decomposing a topic into a keyword set, 
a concept space is appropriate for representing 
relations among people, article and keywords. A 
concept space is graph of terms occurring within 
objects linked to each other by the frequency with 
which they occur together. Hsieh (2009) explored 
the possibility of discovering relations between 
tags and bookmarks in a folksonomy system. By 
applying concept space, the relationship of topic 
can be measured by two keyword sets. 

Some researches calculate the similarity to 
identify the characteristic. One of the indicators is 
used to define the opinion in blog entries which is 
“Blogs tend to have certain levels of topic 
consistency among their blog entries.” The 
indicator uses the KL distance to identify the 
similarity of blog entries (Song, 2007). However, 
the opinion blog is easy to read and do not change 
their blog topics iteratively, this is the key factor 
that similarity comparison can be applied on this 
feature. 

2.2 Opinion Discovery in Blog Entries 

The numbers of online comments on products or 
subjects grow rapidly. Although many comments 
are long, there are only a few sentences containing 
distinctive opinion. Sentiment analysis is often 
used to extract the opinions in blog pages. 

Opinion can be recognized from various 
aspects such as a word. The semantic relationship 
between opinion expression and topic terms is 
emphasized (Bo, 2004). It means that using the 
polarity of positive and negative terms in order to 
present the sentiment tendency from a document. 
Within a given topic, similarity approach is often 
used to classify the sentences as opinions. 
Similarity approach measures sentence similarity 
based on shared words and synonym words with 
each sentence in documents and makes an average 
score. According to the highest score, the 
sentences can assign to the sentiment or opinion 
category (Varlamis, 2008). 

Subjectivity in natural language refers to 
aspects of language used to express opinions and 
evaluation. Subjectivity classification can prevent 
the polarity classifier from considering irrelevant 
misleading text. Subjectivity detection can 
compress comments into much shorter sentences 
which still retain its polarity information 
comparable to the entire comments (Rosario, 2004; 
Yu, 2003). 
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2.3 Information Diffusion in Internet 

The phenomenon of information diffusion is 
studied through the observation of evolving social 
relationship among bloggers (Gill, 2004; Wang, 
2007). It is noted that a social network forms with 
bloggers and corresponding subscription 
relationship. 

Information diffusion always concerns with 
temporal evolution. The blog topics are generated 
in proportion to what happened in real world. 
Media focus stands for how frequently and 
recently is the topic reported by new websites. 
User attention represents how much do bloggers 
like to read news stories about the topic. By 
utilizing these two factors, the news topics are 
ranked within a certain news story (Wang, 2008). 

The phenomenon of information diffusion is 
driven by outside stimulation from real world 
(Gruhl, 2004). It focuses on the propagation of 
topics from blog to blog. The phenomenon can 
discuss from two directions. One is topic-oriented 
model which provides a robust structure to the 
whole interesting terms that bloggers care about. 
The other is individual-oriented model which helps 
users figure out which blogger has information 
impact to others. 

3 BUILDING BLOCKS OF S.E.R 
TECHNOLOGY  

The core technology building block of S.E.R. 
technology is the central data processing system 
that currently sits in III’s project processing center.  
This core software system is now complete with a 
set of processing software that keeps analyzing the 
recorded data to produce reports and analytical 
information, all those monitoring functionalities 
provided to subscribers. 

Two important technology building blocks for 
the success of the S.E.R. are the bilingual 
sentiment opinion analysis (BSOA) technique, and 
social network influence analysis (SNIA) 
technique. These techniques are keys to the 
successful collection and monitoring of new media 
information, which in turn is essential for 
identifying the key opinion web-leaders and 
influential intelligently. The following sections 
apply the academic theory combining with 
practical functionality into the S.E.R. 

3.1 Bilingual Sentiment Opinion Analysis 

BSOA technique under the S.E.R. technology is 
implemented along with lexicon based and domain 
knowledge. The research team starts with concept 
expansion technique for building up a measurable 
keyword network. By applying particularly 
Polysemy Processing Double negation Processing 
Adverb of Degree Processing sophisticated 
algorithm as shown in Figure 1, so that to rule out 
the irrelevant factors in an accurate and efficiency 
way. 

Aim at the Chinese applications; we develop the 
system algorithm based on the specialty of Chinese 
language. The key approach crawl the hidden 
sentiment linking words, and then to build the 
association set. We can, therefore, identify feature-
oriented sentiment orientation of opinion more 
conveniently and accurately by using this 
association set analysis. 
 

 
Figure 1. Bilingual Sentiment Opinion Analysis 

3.2 Social Network Influence Analysis 

Who are the key opinion leaders in the opinion 
world? How critical do the leaders diffusion power 
matters? Who do they influence? The more 
information we have, so as the social networking 
channels, the more obstacles of monitoring and 
finding the real influential we are facing right now. 

Within a vast computer network, the individual 
computers are on what so-called the periphery of 
the network.  Those nodes who have many links 
pointing to them is not always the most influential 
in the group. We use a more sophisticated 
algorithm that takes into account both the direct 
and indirect links in the network. This SNIA 
technique under the S.E.R. technology provides a 
more accurate evaluation and prediction of who 
really influences thought and affects the whole.  
Using the same algorithm, in reverse, we can 
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quickly show the direct and indirect influence 
clusters of each key opinion leader. 

 

 
Figure 2. Social Network Influence Analysis 

3.3 The monitoring methodology of agenda-
tendency  

In the web-society, the system architecture of 
monitoring and identifying on vast web reviews is 
one thing, being aware of when to start the risk 
control action plan is another story. We develop 3 
different forms of analysis charts － long term 
average moving line，tendency line，1-day, 7-day 
and monthly average moving line. For example, 
the moment when the 1-day moving average line is 
higher than the 7-day moving average line, it 
means the undiscovered issue is going to be 
outburst shortly, and it is the time the authority to 
take action dealing with the consequences.  One 
news report reconfirmed that a wrong manipulated 
marketing promotion program using an “iPhone5” 
smart-phone as its complementary gift and was 
shown on the analysis chart 9 days before it 
revealed on the television news causing the 
company’s reputation being damaged badly. 

4 PRATICAL EXAMPLE 

To make our proposed scheme into practice, 
corresponding systems are applying in the 
following example. S.E.R. plays an important role 
to support the enterprise, government and public 
society. 

4.1 Food-safety Related Issues 

S.E.R. research and development team built up the 
DEPH [di(2-ethylhexyl)phthalate] searching 
website within 2 days and made an officially 

announcement in June. 1st, 2011 under the 
pressure of the outbreak of Taiwan’s food 
contamination storm, which in general estimated 
causing NT$10,000 million approximately profit 
lost in Taiwan’s food industry. This DEPH website 
was to use the S.E.R. technology not only to 
collect 5 authorities’ data (Food and Drug 
Administration of Health Department in Executive 
Yuan, Taipei City government) 24 hours a day but 
also gathering 3 news portals－Google, Yahoo, 
and UDN, 303 web online the latest news 
information approx., allowed every personal could 
instantly check whether their everyday food/drink 
has or failed passing the toxin examination by 
simply key-in any related words (jelly, orange 
juice, bubble tea). This website was highly 
recommended by the Ministry of Economic Affairs 
because of it fundamentally eased people’s fear at 
the time. 

4.2 Brand/Product Monitoring 

A world leading smart phone company applying 
the S.E.R Technology service platform to set up its 
customer relationship management (CRM) 
platform for identifying the undiscovered product-
defects issues, monitoring the web-opinion trends 
that targeting issues between its own and 
competitor’s products/services mostly. This data 
processing and analyzing cost was accordingly 
estimated saving 70 % cost approximately. 

4.3 Online to Offline Marketing 

In order to develop new business in the word-of-
mouth market, Lion Travel which is the biggest 
travel agency in Taiwan sat up a branch 
“Xinmedia”. The first important thing for a new 
company to enter the word-of-mouth market is to 
own a sufficient number of experts who can affect 
most people’s opinion to advertisers, however, this 
is a hard work right now. S.E.R. helps Xinmedia to 
easily find many traveling opinion leader, and 
those leaders can be products spokesperson to 
more accurately meet the business needs. More and 
more advertisers agree the importance of the word-
of-mouth market, because Xinmedia do created 
better accomplishments for advertisers’ sales by 
experts’ opinion. 
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5 S.E.R. DETAIL OPERATIONS  

In the following scenario, S.E.R. monitors more 
than twenty smartphone forums. In Figure 3, the 
cellphone “One X” is getting popular than others. 
From the news, we know this cellphone is 
upcoming release to the market and it becomes a 
topical subject. 
 

 
Figure 3: An example of Word-of-mouth of products 
 
Beyond the products, some details are discussed 

with product in a topic. Thus, we use TF-IDF and 
fixed keyword to extract the important issue. These 
issues are coordinated with time slice and 
generated dynamically. It points out the most 
discussed issue with the product. In Figure 4, In 
this case, the “screen” issue is raising up after “ics” 
(ice cream sandwich, an android software version) 
may become the most concern issue that people 
care about. 

 

 
Figure 4. An example of hot topics 

 
For different project, S.E.R. supports the 

training mode to assist user to train their specific 
domain knowledge. User can easily tag their 
important keyword to their customized category. 

With this benefit, we can accept different domain 
source and do not afraid data anomaly. We also 
apply training mechanism automatically if the 
tagging word arrive the training standard. 

As shown in Figure 5, top side shows the 
analyzed information of whole topic thread. We 
just show the first post of this thread. As we can 
see, we provide three training mode, Category, 
Sentiment and Same Problem. The red word shows 
the positive sentiment and blue word shows the 
negative sentiment respectively. The special case is 
the “Same Problem”. In forum, some author may 
just type “+1”, “me2”, “me too” to show they face 
the same problem. Therefore, we have to identify 
what they agreed or what they said. We solve this 
problem by using the relation between the same 
problem word and its name entity. 

 

 
Figure 5: Training Mode – S.E.R. supports category 
training, sentiment training and same problem training 
 

To senior manager, they may not spend times on 
detail issue. S.E.R. provides a quick summary of 
relevant issue into a cluster and shows a ratio to 
indicate which issue is important. 

 
Figure 6. Quick Summary – Software relevant issues 

6 Conclusions 

In this networked era, known social issues get 
monitored and analyzed over the Net.  Information 
gathering and analysis over Internet have become 
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so important for efficient and effective responses 
to social events. S.E.R technology is an Internet 
mining technology that detects monitors and 
analyzes more than Net-related social incidents.   

An impending event that’s not yet attracted any 
attention, regardless of whether of known nature or 
of undetermined characteristic, gets lit up on the 
S.E.R radar screen – provided a relevant set of 
detection conditions are set in the S.E.R engine.  
S.E.R technology, like its related conventional 
counterparts, is certainly capable for monitoring 
and analyzing commercial and social, public 
events. It is the idea “to detect something uncertain 
out there” that distinguishes S.E.R from others.   

It is also the same idea that is potentially 
capable of saving big financially for our society.  It 
may seem to be – in fact it is – hindsight to talk 
about the DEPH food contamination incident of 
Taiwan in 2011, discussing how it would have 
been detected using this technology.  But, the 
“morning-after case analysis” provides a good 
lesson to suggest that additional tests are 
worthwhile – thus the look into another issue of 
food additives:  the curdlan gum.  

Certainly there is – at this stage – not yet any 
example of successful uncovering of impending 
events of significant social impact by this 
technology, but with proper setting of an S.E.R 
engine by a set of adequate parameters, the team is 
confident that S.E.R will eventually reveal 
something astonishing – and helpful to our society. 
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Abstract

We present a new edition of the Google Books
Ngram Corpus, which describes how often
words and phrases were used over a period
of five centuries, in eight languages; it reflects
6% of all books ever published. This new edi-
tion introduces syntactic annotations: words
are tagged with their part-of-speech, and head-
modifier relationships are recorded. The an-
notations are produced automatically with sta-
tistical models that are specifically adapted to
historical text. The corpus will facilitate the
study of linguistic trends, especially those re-
lated to the evolution of syntax.

1 Introduction

The Google Books Ngram Corpus (Michel et al.,
2011) has enabled the quantitative analysis of lin-
guistic and cultural trends as reflected in millions
of books written over the past five centuries. The
corpus consists of words and phrases (i.e., ngrams)
and their usage frequency over time. The data is
available for download, and can also be viewed
through the interactive Google Books Ngram Viewer
at http://books.google.com/ngrams.

The sheer quantity of and broad historical scope
of the data has enabled a wide range of analyses
(Michel et al., 2011; Ravallion, 2011). Of course,
examining raw ngram frequencies is of limited util-
ity when studying many aspects of linguistic change,
particularly the ones related to syntax. For instance,
most English verbs are regular (their past tense is
formed by adding -ed), and the few exceptions,
known as irregular verbs, tend to regularize over the
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Figure 1: Usage frequencies of burned and burnt over
time, showing that burned became the dominant spelling
around 1880. Our new syntactic annotations enable a
more refined analysis, suggesting that the crossing-point
for the verb usage (burned VERB vs. burnt VERB) was
decades earlier.

centuries (Lieberman et al., 2007). Figure 1 illus-
trates how burned gradually overtook burnt, becom-
ing more frequent around 1880. Unfortunately, as a
study of verb regularization, this analysis is skewed
by a significant confound: both words can serve
as either verbs (e.g., the house burnt) or adjectives
(e.g., the burnt toast). Because many words have
multiple syntactic interpretations, such confounds
often limit the utility of raw ngram frequency data.

In this work we provide a new edition of the
Google Books Ngram Corpus that contains over 8
million books, or 6% of all books ever published (cf.
Section 3). Moreover, we include syntactic anal-
ysis in order to facilitate a fine-grained analysis of
the evolution of syntax. Ngrams are annotated with
part-of-speech tags (e.g., in the phrase he burnt the
toast, burnt is a verb; in the burnt toast, burnt is an
adjective) and head-modifier dependencies (e.g., in
the phrase the little black book, little modifies book).

The annotated ngrams are far more useful for ex-
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amining the evolution of grammar and syntax. For
our study of the regularization of the verb burn,
the availability of syntactic annotations resolves the
verb vs. adjective ambiguity in the original data, al-
lowing us to only examine instances where burnt
and burned appear as verbs. This more refined anal-
ysis suggests a crossover date for the frequency of
the verb forms that is several decades earlier than
the overall (verbs and adjectives) crossover.

We use state-of-the-art statistical part-of-speech
taggers and dependency parsers to produce syntac-
tic annotations for eight languages in the Google
Books collection. The annotations consist of 12 lan-
guage universal part-of-speech tags and unlabeled
head-modifier dependencies. Section 4 describes the
models that we used and the format of the annota-
tions in detail. We assess the expected annotation
accuracies experimentally and discuss how we adapt
the taggers and parsers to historical text in Section 5.
The annotated ngrams are available as a new edition
of the Google Books Ngram Corpus; we provide
some examples from the new corpus in Figure 3.

2 Related Work

Michel et al. (2011) described the construction of
the first edition of the Google Books Ngram Corpus
and used it to quantitatively analyze a variety of top-
ics ranging from language growth to public health.
The related Ngram Viewer has become a popular
tool for examining language trends by experts and
non-experts alike.

In addition to studying frequency patterns in the
data, researchers have also attempted to analyze the
grammatical function of the ngrams (Davies, 2011).
Such endeavors are hampered by the fact that the
Ngram Corpus provides only aggregate statistics in
the form of ngram counts and not the full sen-
tences. Furthermore, only ngrams that pass certain
occurrence thresholds are publicly available, making
any further aggregation attempt futile: in heavy tail
distributions like the ones common in natural lan-
guages, the counts of rare events (that do not pass
the frequency threshold) can have a large cumula-
tive mass.

In contrast, because we have access to the full
text, we can annotate ngrams to reflect the particu-
lar grammatical functions they take in the sentences

Language #Volumes #Tokens
English 4,541,627 468,491,999,592
Spanish 854,649 83,967,471,303
French 792,118 102,174,681,393
German 657,991 64,784,628,286
Russian 591,310 67,137,666,353
Italian 305,763 40,288,810,817
Chinese 302,652 26,859,461,025
Hebrew 70,636 8,172,543,728

Table 1: Number of volumes and tokens for each lan-
guage in our corpus. The total collection contains more
than 6% of all books ever published.

they were extracted from, and can also account for
the contribution of rare ngrams to otherwise frequent
grammatical functions.

3 Ngram Corpus

The Google Books Ngram Corpus has been avail-
able at http://books.google.com/ngrams
since 2010. This work presents new corpora that
have been extracted from an even larger book collec-
tion, adds a new language (Italian), and introduces
syntactically annotated ngrams. The new corpora
are available in addition to the already existing ones.

3.1 Books Data
The new edition of the Ngram Corpus supports the
eight languages shown in Table 1. The book vol-
umes were selected from the larger collection of all
books digitized at Google following exactly the pro-
cedure described in Michel et al. (2011). The new
edition contains data from 8,116,746 books, or over
6% of all books ever published. The English cor-
pus alone comprises close to half a trillion words.
This collection of books is much larger than any
other digitized collection; its generation required a
substantial effort involving obtaining and manually
scanning millions of books.

3.2 Raw Ngrams
We extract ngrams in a similar way to the first edi-
tion of the corpus (Michel et al., 2011), but with
some notable differences. Previously, tokenization
was done on whitespace characters and all ngrams
occurring on a given page were extracted, includ-
ing ones that span sentence boundaries, but omitting
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Tag English Spanish French German Russian1 Italian Chinese Hebrew
ADJ other, such mayor, gran tous, même anderen, ersten vse,�to� stesso, grande 大,新 ,אחר! גדול!
ADP of, in de, en de, à in, von v, na di, in 在,对 ,ב! ל!
ADV not, when no, más ne, plus auch, so tak, bolee non, piú 不,也 ,כל! לא!
CONJ and, or y, que et, que und, daß i, qto che, ed 和,与 ,ו! כי!
DET the, a la, el la, les der, die - la, il 这,各 ה!
NOUN time, people parte, años temps, partie Zeit, Jahre ego, on parte, tempo 年,人 ,בית! ישראל!
PRON it, I que, se qui, il sich, die - che, si 他,我 ,הוא! זה!
VERB is, was es, ha est, sont ist, werden bylo, byl é, sono 是,有 !Nאי, היה!

Table 2: The two most common words for some POS tags in the new Google Books NGram Corpus for all languages.

ngrams that span page boundaries.
Instead, we perform tokenization and sentence

boundary detection by applying a set of manually
devised rules (except for Chinese, where a statistical
system is used for segmentation). We capture sen-
tences that span across page boundaries, and then
extract ngrams only within sentences. As is typically
done in language model estimation, we add sentence
beginning ( START ) and end tokens ( END ) that
are included in the ngram extraction. This allows us
to distinguish ngrams that appear in sentence-medial
positions from ngrams that occur at sentence bound-
aries (e.g., START John).

3.3 Differences to the First Edition

The differences between this edition and the first
edition of the Ngram Corpus are as follows: (i) the
underlying book collection has grown substantially
in the meantime; (ii) OCR technology and metadata
extraction have improved, resulting in higher qual-
ity digitalization; (iii) ngrams spanning sentence
boundaries are omitted, and ngrams spanning page
boundaries are included. As a result, this new edi-
tion is not a superset of the first edition.

4 Syntactic Annotations

In addition to extracting raw ngrams, we part-of-
speech tag and parse the entire corpus and extract
syntactically annotated ngrams (see Figure 2). We
use manually annotated treebanks of modern text
(often newswire) as training data for the POS tag-
ger and parser models. We discuss our approach to
adapting the models to historical text in Section 5.

1Pronouns and determiners are not explicitly annotated in
the Russian treebank. As a result, the most common Russian
nouns in the table are pronouns.

4.1 Part-of-Speech Tagging

Part-of-speech tagging is one of the most funda-
mental disambiguation steps in any natural lan-
guage processing system. Over the years, POS tag-
ging accuracies have steadily improved, appearing
to plateau at an accuracy level that approaches hu-
man inter-annotator agreement (Manning, 2011). As
we demonstrate in the next section, these numbers
are misleading since they are computed on test data
that is very close to the training domain. We there-
fore need to specifically adapt our models to handle
noisy and historical text.

We perform POS tagging with a state-of-the-art2

Conditional Random Field (CRF) based tagger (Laf-
ferty et al., 2001) trained on manually annotated
treebank data. We use the following fairly standard
features in our tagger: current word, suffixes and
prefixes of length 1, 2 and 3; additionally we use
word cluster features (Uszkoreit and Brants, 2008)
for the current word, and transition features of the
cluster of the current and previous word.

To provide a language-independent interface, we
use the universal POS tagset described in detail in
Petrov et al. (2012). This universal POS tagset de-
fines the following twelve POS tags, which exist
in similar form in most languages: NOUN (nouns),
VERB (verbs), ADJ (adjectives), ADV (adverbs),
PRON (pronouns), DET (determiners and articles),
ADP (prepositions and postpositions), NUM (nu-
merals), CONJ (conjunctions), PRT (particles), ‘.’
(punctuation marks) and X (a catch-all for other cat-
egories such as abbreviations or foreign words).

Table 2 shows the two most common words for

2On a standard benchmark (training on sections 1-18 of the
Penn Treebank (Marcus et al., 1993) and testing on sections 22-
24) our tagger achieves a state-of-the-art accuracy of 97.22%.
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NOUN VERB ADJADJ NOUN

_ROOT_

John
John has
...

Raw Ngrams
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short black hair
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_START_ John

hair _END_
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John_NOUN
John has_VERB
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Annotated Ngrams
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_NOUN_<=has
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Figure 2: An English sentence and its part-of-speech tags and dependency parse tree. Below are some of the raw
ngrams available in the first release of the Ngram Corpus, as well as some of the new, syntactically annotated ngrams.

some POS tag categories. It is interesting to see that
there is overlap between the most frequent content
words across language boundaries. In general, func-
tion words are more frequent than content words,
resulting in somewhat less interesting examples for
some POS tags. More typical examples might be big
for adjectives, quickly for adverbs or read for verbs.

As suggested in Petrov et al. (2012), we train on
the language-specific treebank POS tags, and then
map the predicted tags to the universal tags. Table 3
shows POS tagging accuracies on the treebank eval-
uation sets using the 12 universal POS tags.

4.2 Syntactic Parsing

We use a dependency syntax representation, since
it is intuitive to work with and can be predicted ef-
fectively. Additionally, dependency parse tree cor-
pora exist for several languages, making the repre-
sentation desirable from a practical standpoint. De-
pendency parse trees specify pairwise relationships
between words in the same sentence. Directed arcs
specify which words modify a given word (if any),
or alternatively, which head word governs a given
word (there can only be one). For example, in Fig-
ure 2, hair is the head of the modifier short.

We use a deterministic transition-based depen-
dency parsing model (Nivre, 2008) with an arc-eager
transition strategy. A linear kernel SVM with the
following features is used for prediction: the part-
of-speech tags of the first four words on the buffer
and of the top two words on the stack; the word
identities of the first two words on the buffer and
of the top word on the stack; the word identity of
the syntactic head of the top word on the stack (if
available). All non-lexical feature conjunctions are

included. For treebanks with non-projective trees we
use the pseudo-projective parsing technique to trans-
form the treebank into projective structures (Nivre
and Nilsson, 2005). To standardize and simplify the
dependency relations across languages we use unla-
beled directed dependency arcs. Table 3 shows un-
labeled attachment scores on the treebank evaluation
sets with automatically predicted POS tags.

4.3 Syntactic Ngrams

As described above, we extract raw ngrams (n ≤ 5)
from the book text. Additionally, we provide ngrams
annotated with POS tags and dependency relations.

The syntactic ngrams comprise words (e.g.,
burnt), POS-annotated words (e.g. burnt VERB),
and POS tags (e.g., VERB ). All of these forms
can be mixed freely in 1-, 2- and 3-grams (e.g.,
the ADJ toast NOUN). To limit the combinatorial
explosion, we restrict the forms that can be mixed
in 4- and 5-grams. Words and POS tags cab be
mixed freely (e.g., the house is ADJ ) and we also
allow every word to be annotated (e.g., the DET
house NOUN is VERB red ADJ). However, we do
not allow annotated words to be mixed with other
forms (e.g., both the house NOUN is ADJ and
the house NOUN is red are not allowed). Head-
modifier dependencies between pairs of words can
be expressed similarly (we do not record chains of
dependencies). Both the head and the modifier can
take any of the forms described above. We use an
arrow that points from the head word to the modifier
word (e.g., head=>modifier or modifier<=head) to
indicate a dependency relation. We use the desig-
nated ROOT for the root of the parse tree (e.g.,
ROOT =>has).
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Language POS Tags Dependencies
English 97.9 90.1
Spanish 96.9 74.5
German 98.8 83.1
French 97.3 84.7
Italian 95.6 80.0
Russian 96.8 86.2
Chinese 92.6 73.2
Hebrew 91.3 76.2

Table 3: Part-of-speech and unlabeled dependency arc
prediction accuracies on in-domain data. Accuracies on
the out-of-domain book data are likely lower.

Figure 2 shows an English sentence, its POS tags
and dependency parse tree, and some concrete ex-
amples of ngrams that are extracted. Note the flex-
ibility and additional possibilities that the depen-
dency relations provide. Using the raw ngrams it
is not possible to accurately estimate how frequently
hair is described as short, as there are often interven-
ing words between the head and the modifier. Be-
cause dependency relations are independent of word
order, we are able to calculate the frequency of both
hair=>black and hair=>short.

Similarly, there are many ways to express that
somebody is reading a book. The first plot in
Figure 3 shows multiple related queries. The 3-
gram read DET book aggregates several more spe-
cific 3-grams like read a book, read the book, etc.
The dependency representation read=>book is even
more general, enforcing the requirement that the two
words obey a specific syntactic configuration, but ig-
noring the number of words that appear in between.

5 Domain Adaptation

The results on the treebank evaluation sets need to
be taken with caution, since performance often suf-
fers when generalized to other domains. To get
a better estimate of the POS tagging and parsing
accuracies we conducted a detailed study for En-
glish. We chose English since it is the largest lan-
guage in our corpus and because labeled treebank
data for multiple domains is available. In addition to
the WSJ (newswire) treebank (Marcus et al., 1993),
we use: the Brown corpus (Francis and Kucera,
1979), which provides a balanced sample of text
from the early 1960s; the QuestionBank (Judge et

POS Tags Dependencies
Domain base adapted base adapted
Newswire 97.9 97.9 90.1 90.1
Brown 96.8 97.5 84.7 87.1
Questions 94.2 97.5 85.3 91.2
Historical 91.6 93.3 - -

Table 4: English tagging and parsing accuracies on vari-
ous domains for baseline and adapted models.

al., 2006), which consists entirely of questions; and
the PPCMBE corpus (Kroch et al., 2010), which
contains modern British English from 1700 to 1914
and is perhaps most close to our application domain.

Since the English treebanks are in constituency
format, we used the StanfordConverter (de Marn-
effe et al., 2006) to convert the parse trees to de-
pendencies and ignored the arc labels. The depen-
dency conversion was unfortunately not possible for
the PPCMBE corpus since it uses a different set of
constituency labels. The tagset of PPCMBE is also
unique and cannot be mapped deterministically to
the universal tagset. For example the string “one”
has its own POS tag in PPCMBE, but is ambigu-
ous in general – it can be used either as a number
(NUM), noun (NOUN) or pronoun (PRON). We did
our best to convert the tags as closely as possible,
leaving tags that cannot be mapped untouched. Con-
sequently, our evaluation results underestimate the
accuracy of our tagger since it might correctly dis-
ambiguate certain words that are not disambiguated
in the PPCMBE evaluation data.

Table 4 shows the accuracies on the different do-
mains for our baseline and adapted models. The
baseline model is trained only on newswire text and
hence performs best on the newswire evaluation set.
Our final model is adapted in two ways. First, we
add the the Brown corpus and QuestionBank to the
training data. Second, and more importantly, we es-
timate word cluster features on the books data and
use them as features in the POS tagger.

The word cluster features group words determin-
istically into clusters that have similar distributional
properties. When the model encounters a word that
was never seen during training, the clusters allow the
model to relate it to other, potentially known words.
This approach improves the accuracy on rare words,
and also makes our models robust to scanning er-
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Figure 3: Several queries expressing that somebody is reading a book (left). Frequencies of tackle used as noun vs.
verb compared to the frequency of football (middle). Relative frequencies of all nouns, pronouns and numbers (right).

rors. For example, in older books the medial-s (
∫

)
is often incorrectly recognized as an ‘f’ by the OCR
software (e.g., “beft” instead of “best”). Such sys-
tematic scanning errors will produce spurious words
that have very similar co-occurrence patterns as the
correct spelling of the word. In fact, a manual exam-
ination reveals that words with systematic scanning
errors tend to be in the same cluster as their correctly
spelled versions. The cluster feature thus provides a
strong signal for determining the correct POS tag.

While the final annotations are by no means per-
fect, we expect that in aggregate they are accurate
enough to be useful when analyzing broad trends in
the evolution of grammar.

6 Conclusions

We described a new edition of the Google
Books Ngram Corpus that provides syntacti-
cally annotated ngrams for eight languages.
The data is available for download and view-
able through an interactive web application at
http://books.google.com/ngrams. We
discussed the statistical models used to produce the
syntactic annotations and how they were adapted to
handle historical text more robustly, resulting in sig-
nificantly improved annotation quality. Analyzing
the resulting data is beyond the scope of this paper,
but we show some example plots in Figure 3.
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