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Abstract

This article investigates the use of several lightly supervised and data-driven
approaches to Mandarin broadcast news transcription. With the special structural
properties of the Chinese language taken into consideration, a fast acoustic
look-ahead technique for estimating the unexplored part of a speech utterance is
integrated into lexical tree search to improve search efficiency. This technique is
used in conjunction with the conventional language model look-ahead technique.
Then, a verification-based method for automatic acoustic training data acquisition
is proposed to make use of large amounts of untranscribed speech data. Finally,
two alternative strategies for language model adaptation are studied with the goal
of achieving accurate language model estimation. With the above approaches, the
overall system was found in experiments to yield an 11.88% character error rate

when applied to Mandarin broadcast news collected in Taiwan.
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language model adaptation, Mandarin broadcast news

1. Introduction

With the continuing growth of the amount of multimedia information accessible over the
Internet, large volumes of real-world speech information, such as that in broadcast radio and
television programs, digital libraries, and so on, are now being accumulated and made
available to the public. Substantial efforts and very encouraging results for broadcast news
transcription, retrieval, and summarization have been reported [Woodland 2002; Gauvain et al.
2002; Beyerlein et al. 2002; Chen et al. 2002; Chang et al. 2002; Meng et al. 2004; Furui ef al.
2004]. However, in order to obtain better recognition performance, most of the transcription
systems require not only large amounts of manually transcribed speech materials for acoustic

training in the data preparation phase, but also much time and memory in the recognition
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phase. Moreover, because the subject domains and lexical regularities of the linguistic
contents of news articles are very diverse and often change with time, it is extremely difficult
to build well-estimated language models for speech recognition. Hence, in the recent past,
several attempts have been made to investigate the possibility of achieving automatic
acquisition of speech or language training data for system refinement or for rapid prototyping
of a new recognition system to new domains, and very encouraging results have been obtained
[Kemp and Waibel 1999; Wessel and Ney 2001; Macherey and Ney 2002; Bacchiani 2003].
On the other hand, quite a few studies have also explored ways to improve recognition
efficiency, and many good approaches have been proposed [Schuster 2000; Aubert 2002;
Evermann and Woodland 2003]. In this paper, several lightly supervised and data-driven
approaches to Mandarin broadcast news transcription are presented. First, considering the
special structural properties of the Chinese language, a fast acoustic look-ahead technique that
employs syllable-level heuristics is integrated into lexical tree search to improve search
efficiency. It is used in conjunction with the conventional language model look-ahead
technique [Ortmanns and Ney 2000]. Then, a verification-based method for automatic acoustic
training data acquisition is proposed to make use of large speech corpora. Finally, two
alternative strategies for language model adaptation are studied with the goal of achieving

accurate language model estimation.

The remainder of this paper is organized as follows. In section 2, we review the major
constituents of our broadcast news system and introduce the experimental speech and
language data used in this research. The acoustic look-ahead technique using syllable-level
heuristics is presented in section 3, while the lightly supervised acoustic model training and
language model adaptation approaches are described in sections 4 and 5, respectively. Then,
the results of a series of speech recognition experiments are discussed in section 6. Finally,

conclusions are drawn in section 7.

2. The NTNU Broadcast News System

The major constituent parts of the broadcast news system developed at National Taiwan
Normal University (NTNU) as well as the speech and language data used in this paper will be
described in this section [Chen ef al. 2004]. Figure 1 depicts the overall framework of the

broadcast news system.

2.1 Front-End Processing

Front-end processing is conducted with two feature extraction approaches: the conventional
MFCC-based (Mel-frequency Cepstral Coefficients) [Davis and Mermelstein 1980] and the
data-driven LDA-based (Linear Discriminant Analysis) [Duda and Hart 1973] approaches. In
the case of the MFCC-based approach, 13-dimensional cepstral coefficients derived from 18
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Figure 1. The overall framework of the NTNU broadcast news system.

filter bank outputs are incorporated along with their first- and second-order time derivatives.
As for the LDA-based approach, the states of each HMM (Hidden Markov Model) are taken
as the units for class assignment. Either the outputs of filter banks or the cepstral coefficients
are chosen as the basic vectors. The basic vectors from every nine successive speech frames
are spliced together to form supervectors for constructing the LDA transformation matrix,
which is then used to project the supervectors to a lower feature space. The dimension of the
resultant vectors is set to 39, which is just the same as that used in the MFCC-based approach.
Finally, in both the MFCC- and LDA-based feature extraction approaches, utterance-based

cepstral mean subtraction and variance normalization are applied.

2.2 Speech Corpus and Acoustic Modeling

The speech data set consists of about 112 hours of FM radio broadcast news, which was
collected from several radio stations located in Taipei during 1998-2002 using a wizard FM
radio connected to a PC and digitized at a sampling rate of 16 kHz with 16-bit resolution
[Chen et al. 2002]. All the speech materials were manually segmented into separate stories,
each of which is a news abstract spoken by one anchor speaker. Some of these stories contain
background noise and music. For 7.7 hours of speech data, we have corresponding
orthographic transcripts. About 4.0 hours of this data collected from 1998 to 1999 was used to
bootstrap the acoustic training, and the other 3.7 hours of data collected in September 2002
was used for testing. The remaining 104.3 hours of untranscribed speech data was reserved for

lightly supervised acoustic model training, which will be described in more detail in section 4.
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The acoustic models chosen for speech recognition were 112 right-context-dependent
INITIAL’s and 38 context-independent FINAL’s. They were selected based on consideration
of the phonetic structure of Mandarin syllables [Chen et al. 2002]. Here, INITIAL means the
initial consonant of a syllable and FINAL is the vowel (or diphthong) part but also includes an
optional medial or nasal ending. Each INITIAL is represented by an HMM with 3 states, while
each FINAL is represented with 4 states. The Gaussian mixture number per state ranges from
2 to 128, depending on the quantity of training data. In all the experiments,

gender-independent models were used.

2.3 Lexicon, Text Corpus and Language Modeling

In the Chinese language, each character (at least 7,000 characters are commonly used) is
pronounced as a monosyllable and is a morpheme with its own meaning. New words are very
easily generated by combining a few characters but nevertheless are tokenized into several
single-character words or words with fewer characters when the text corpus is processed for
language model training. This definitely makes the out-of-vocabulary problem especially
serious in the case of Mandarin broadcast news transcription. In order to alleviate the
degradation of speech recognition accuracy caused by the out-of-vocabulary problem,
compound words must be carefully selected and added to the lexicon according to their
statistical properties in the corpus. Hence, we explored the use of the geometrical average of
the forward and backward bigrams of any word pair (W,V};-) occurring in the corpus for

compound word selection [Saon and Padmanabhan 2001; Wang et al. 2002]:

FB(w;,w;) = \[Pr(w; | w)By(w; | w)), (1)
where
P(wig=w;,w, =w;)
P i )= :
rwylwi) P(w, = w)) and )

Pwig=w;,w, =w;)

©)

Py Cvilw;) P(wiyy =w;)

We started with a lexicon composed of 67K words and iteratively used the above measures
with varying thresholds to find all possible word pairs which could be merged together.
Eventually, a set of about SK compound words was added to the lexicon to form a new lexicon
of 72K words. The n-gram language modeling approach was adopted in the study; thus, the
background language models consisted of word-based trigram and bigram models, which were
estimated using a text corpus consisting of 170 million Chinese characters collected from
Central News Agency (CNA) in 2000 and 2001 (the Chinese Gigaword Corpus released by
LDC [LDC 2003]). On the other hand, a corpus consisting of 50 million Chinese characters in
newswire texts collected from the Internet from August to October 2002 [Chang et al. 2003]
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was used as a contemporary corpus for language model adaptation. The language models were
trained with Kneser-Ney backoff smoothing [Kneser and Ney 1995] using the SRI Language
Modeling Toolkit (SRILM) [Stolcke 2000].

2.4 Speech Recognition

Our baseline recognizer was implemented with left-to-right frame-synchronous tree search as
well as lexical prefix tree organization of the lexicon [Aubert 2002; Beyerlein et al. 2002;
Woodland 2002]. Each tree arc (or phonetic arc) in the lexical tree corresponded to the HMM
for an INITTIAL or FINAL in Mandarin Chinese, and each tree leaf denoted a word boundary
for words sharing the same pronunciation. At each speech frame, the so-called
word-conditioned method was used to group the path hypotheses that shared the same history
of predecessor words (or more precisely, the same search history of n-1 predecessor words for
n-gram language modeling) into identical copies of the lexical tree, and they were then
expanded and recombined according to the tree structure until a possible next word ending
was reached. At word boundaries, the path hypotheses among the tree copies that had
equivalent search histories (the same last n-1 words) were recombined and then propagated
into the existing tree copies or used to start new ones if none existed. Note that these tree
copies were built according to a conceptual view. During the search process, only one lexical
tree structure was built for reference purposes, and all path hypotheses were stored in a list
structure instead. These path hypotheses were accessed by means of four-dimensional
coordinates, each of which represented the history of n-1 predecessor words, the tree arc in the
lexical tree, the HMM state, and the speech frame, respectively. At each speech frame, a beam
pruning technique, which considered the decoding scores of path hypotheses together with
their corresponding language model look-ahead scores, was used to select the most promising
path hypotheses. Language model look-ahead was adopted because the search structure was
implemented with a lexical prefix tree and the current word identity of a particular path
hypothesis could not be determined until it reached a tree leaf. In addition, language model
look-ahead has the merit of early application of language model constraints, which can help
guide the search process. In this research, unigram language model look-ahead was adopted.
The unigram language model look-ahead score for a tree arc was defined as the maximum
unigram probability over all the words that could be reached via this specific arc, which could
be easily calculated and stored beforehand. Therefore, for a path hypothesis ending at speech
frame ¢, which had a search history /4 and stayed at tree arc k& and HMM state ¢, its
corresponding decoding score, D(t, h, arck,sq), could be modified via the following
equation:

logﬁ(t, h,arc;, Sq ) =my- logD(t, h,arc, Sq )+ m, -logL; (arck ), @)
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Figure 2. An illustration of a word graph, in which each arc, together with
its corresponding start and end speech frames, represents a
candidate word hypothesis.

where L; M(arck) is the unigram language model look-ahead score for tree arc k (notice
that the HMM states within the same tree arc share the same language model look-ahead
score), and [)(t,h,arqc,sq) is the modified decoding score. m; and m, are the weighting
parameters, which were set to 1 and 8, respectively, in this research. During beam pruning, we
first computed the modified decoding score of the best path hypothesis at each speech frame¢:

log D, ()= Ihnlflxlog ﬁ(t, h,arcy,s, ) &)

Then, an unpromising path hypothesis was pruned if the logarithm of its modified decoding
score, logb(t,h,arq(,sq), was lower than a predefined threshold:

10gb(t, h,arcy, sq)< logbmax(t)—log S (6)

where f7y, is an empirically set pruning factor. Moreover, if the word hypotheses ending at
each speech frame had scores that were higher than the predefined threshold, their associated
decoding information, such as the word start and end speech frames, the identities of current
and predecessor words, and the acoustic score, were kept in order to build a word graph for
further language model rescoring [Ortmanns et al. 1997]. Once the word graph had been built,
as illustrated in Figure 2, forward-backward search with a more sophisticated language model
was conducted to generate the most likely word sequence. In this study, the bigram language
model was used in the tree search procedure, while the trigram language model was used in
the word graph rescoring procedure.

3. Acoustic Look-Ahead Using Syllable-level Heuristics

In a baseline recognizer, language model look-ahead and beam pruning techniques can be

incorporated together to help retain the most promising path hypotheses for further expansion.
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However, the crucial problem with such an approach is that it does not consider the potential
likelihood of the unexplored portion of a speech utterance when beam pruning is applied. Thus,
many unpromising path hypotheses and ambiguities will unavoidably be included during the
search process. Therefore, the search efficiency may be degraded, since a large number of path
hypotheses will have to be examined at each speech frame. On the other hand, the Chinese
language is well known for its monosyllabic structure, in which each Chinese word is
composed of one or more syllables (or characters); thus, syllables are the very important
constituent units of Chinese words [Lee 1997; Chen ef al. 2002; Meng et al. 2004]. In addition,
Mandarin Chinese is phonologically compact; an inventory of about 400 base syllables
provides full phonological coverage of Mandarin audio data if the tonal information is further
ignored. This implies that syllable recognition will be much faster than word recognition.
Thus, in this study, we utilized syllable-level heuristics to enhance search efficiency. A
compact syllable lattice based on the structural information of words in the lexicon was
automatically built and used to estimate the likelihood of the unexplored portion of a speech
utterance. Each HMM state in the syllable lattice could be easily related to its corresponding
HMM states in the lexical tree, and the relation between them was a one-to-many mapping. In
the first pass, the syllable lattice was calculated in a right-to-left time-synchronous manner,
and at each speech frame, the acoustic scores for the HMM states in the lattice were stored and
taken as the likelihood estimation for acoustic look-ahead. In the second pass,
frame-synchronous tree search was performed by incorporating the language model

look-ahead scores together with the acoustic look-ahead scores for beam pruning:
10gD(t,h,arck »Sq ) =m- logD(t,h,arck,sq )+ mb -log Ly (arcy )+ m - logLAC(t,arck,sq), (7

where L Ac(taa’"ckasq) is the acoustic look-ahead score, and m;, m, and pf are the
weighting parameters, which were set to 1, 8 and 1, respectively, in this research. Though
speech recognition was carried out in a two-pass mode, the time spent on calculating acoustic
look-ahead scores was almost negligible. The word graph rescoring procedure also could be
applied after the second-pass search.

4. Lightly Supervised Acoustic Model Training

The purpose of acoustic modeling is to provide a method to calculate the likelihood of a
speech utterance occurring given a word sequence. In principle, a word sequence can be
decomposed into a sequence of phone-like (subword, or INITIAL or FINAL in Mandarin
Chinese) units, each of which is represented by an HMM, and the corresponding model
parameters can be efficiently estimated from a corpus of orthographically transcribed training
utterances using the Expectation-Maximum (EM) algorithm [Dempster et al. 1977].
Accordingly, in order to obtain acceptable performance in speech recognition, large amounts

of manually transcribed speech data are inevitably required, especially when porting the
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system to new application domains. However, generating manually transcribed data is an
expensive process in terms of both manpower and time. Based on this observation, we
investigated here the lightly supervised acoustic model training approach for Mandarin
broadcast news recognition. Unlike the previous approaches [Lamel et al. 2002; Nguyen and
Xiang 2004], which aligned closed-captions with automatic transcripts and kept only portions
that agreed for acoustic training, in this study, we developed a verification-based method for
automatic acoustic training data acquisition. The prototype system, initially trained with only
4 hours of manually transcribed speech corpus, was used to recognize the remaining more than
one hundred hours of unannotated speech corpus, as described previously in section 2.2. For
each candidate word segment generated by the forward-backward search in the word graph
rescoring procedure, its associated word-level posterior probability as well as subword-level
acoustic verification score, or more specifically, sub-syllable-level verification score, were
incorporated together. The word-level posterior probability of a specific word segment W in
the word graph with the start and end speech frames f, and 7, , respectively, can be defined
as [Wessel et al. 2001]

-l te Ty T
Dt Xt PO W W g, X))
. s

Yy p" L x\)

®)

to vy _
PP()S[(WZS ‘Xl )_ 5
where XIT is the speech utterance X which starts at speech frame 1 and ends at speech
frame T, Wlts_1
at speech frame ¢ -1, and p(Wlt.fl.Wtfe w!,,xI) denotes the joint probability of word

denotes the word sequence W which starts at speech frame 1 and ends

sequence Wl’fl .Wt’e 'WtT+1 and speech utterance X 1T. On the other hand, the subword-level
acoustic verification score of word segment W, which starts at speech frame ¢, and ends at
speech frame ¢,, can be expressed as [Chen et al. 1998]

N,
Ly 2 , ©)
N, =11+ exp[— - LLR(Sub(i))+ 77]

£ —_
Score 4 (w[: )=

where N, is the number of subword (INITIAL or FINAL) units involved in the word
2

1+expl— - LLR(Sub(i)) + 7]

verification score for the subword unit Sub(i); 7 and 77 are used to control the slope and

segment W, is a sigmoid function which provides the acoustic

shift of the sigmoid function, respectively; and LLR(Sub(i)) is the log likelihood ratio for
Sub(i). In this research, 7 and 77 were set to 0.5 and zero, respectively. The value of
LLR(Sub(i)) can be calculated using the following equation:

P(Xfl2 | Sub (i)) (10)

max p(X ' |Sub”)’
Sub !

LLR (Sub (i)) = log
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where ¢} and ¢, are, respectively, the start and end speech frames of subword unit Sub(i) ,
p(X l’z | Sub (,)) is the likelihood that the speech segment x :2 will generated by Sub(i), and
1 1

mi} p( thlz | Sub’) is the likelihood that y ttlz will be generated by the corresponding top 1
U

subword unit, which acts here as the competing subword unit. From Equations (9) and (10), it
is clear that the subword-level acoustic verification score for Sub(i) becomes 1 if Sub(i) is

just the top 1 candidate and decreases to zero as P(X 2| Sub (l)) becomes much smaller than
l

max p(thlz |Sub”) - The word-level posterior probability and subword-level acoustic
Sub

verification score were set within the range of 0 to 1 and can be weighted to form the word
confidence measure:

CM(wttj):cl ~Ppost(w;§ XIT)+02 ~ScoreAV(wtt:’ ), (11)

where ¢; and ¢, are weighting parameters, whose values were set here to be equal, that is,
c1=c,=0.5. Thus, we can use the word confidence measure to locate the most probably correct
words. As the word confidence thresholds were varied, different amounts of automatically
transcribed data were accordingly selected and used in combination with the original 4-hour
manually transcribed corpus to retrain different sets of acoustic models. The LDA
transformation matrix employed in the feature extraction process needed to be reestimated,
and the acoustic features were recalculated as well, according to the speech data selected for

training.
5. Language Model Adaptation

Statistical language modeling, which aims to capture regularities in human natural language
and quantify the acceptance of a given word sequence, has been a focus of active research in
speech and language processing over the past two decades. The n-gram modeling (especially
the bigram and trigram modeling) approach, which determines the probability of a word given
the previous n-1 word history, has been widely used [Rosenfeld 2000; Goodman 2001;
Bellegarda 2004]. The n-gram probabilities are usually computed based on either the
maximum likelihood (ML) principle or the maximum entropy (ME) principle [Berger et al.
1996]. However, to tackle the inevitable data sparseness problems that occur when estimating
the n-gram probabilities from a specific text corpus, a variety of smoothing or interpolation
techniques have been proposed in the past several years [Chen and Goodman 1999; Chen and
Rosenfeld 2000]. In addition, statistical language modeling was also introduced to information
retrieval (IR) problems in the late 1990s, and research at a number of sites has confirmed that
such a modeling paradigm does provide a theoretically attractive and potentially very effective
probabilistic framework for building IR systems [Croft and Lafferty 2003; Liu and Croft 2005;
Zhai and Lafferty 2004]. However, for complicated speech recognition tasks, such as
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broadcast news transcription, it is still extremely difficult to build well-estimated language
models because the subject domains and lexical characteristics of the linguistic contents of
news articles are very diverse and often change with time. Various approaches have been
applied to adapt language models by making use of either the contemporary corpus [Federico
and Bertoldi 2001] or the recognition hypotheses cached so far [Jelinek ef al. 1991]. Two of
the most widely-used approaches to language model adaptation are count merging and model
interpolation, which can be viewed as maximum a posteriori (MAP) language model
adaptation with different parameterizations of the prior distribution and can be easily
integrated into the n-gram language modeling framework to capture the local regularities of
word usage in the new task domain. The adaptation formulae (e.g., for trigram modeling) for
count merging and model interpolation can be, respectively, written as
. @ Cy,conWi2wi-1w;)+ B+ Cy pack(Wi_awi_1w;)
Pdapi-1 (Wi‘wi—ZWi—l ): , (12)
- Con(WiaWi1)+ B+ Cac(Wi—2wi1)

and

P Adapt—z(WiM—zwi-l )=7-R c(mt(WiM—zwi-l)Jf (1-7)-A Back(Wi‘Wi—ZWi—l) (13)

For the count merging formula in Equation (12), C d,Cnnt(W[f2Wi71Wi) and Cd,Back(Wi—zv"i—IWi)
are, respectively, the discounted trigram counts [Chen and Goodman 1999] accumulated from
the contemporary and background text corpora; C Cont (Wi—zwi—l) and CBack(Wi—2Wi—]) are,
respectively, the bigram counts accumulated from the contemporary and background text
corpora; and ¢ and p are tunable weighting parameters. For the model interpolation
formula in Equation (13), Pg,, (wijwi_ow;_;) and PBack(wi|w,-,2w,-,1) are the trigram
probabilities, respectively, estimated from the contemporary and background text corpora, and
y 1s a tunable weighting parameter. A more detailed derivation of Equations (12)-(13) also
can be found in [Bacchiani and Roark 2003]. In this study, we investigated the use of the
above two language model adaptation approaches for Mandarin broadcast news transcription.
As mentioned earlier, a corpus of contemporary Internet newswire texts collected from August
to October 2002 was used for additional prediction for the linguistic events of the testing
broadcast news stories collected in September 2002.

6. Experimental Results

In this section, we will present a series of experiments performed to assess recognition
performance as a function of the feature extraction approaches, the decoding methods, and the

acoustic learning and language adaptation approaches.
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Table 1. The baseline character error rates (%) achieved using different feature
extraction approaches.

Character Error Rate (%)
TS WG
MFCC 26.34 22.55
LDA-1 23.10 19.90
LDA-2 23.13 19.97
LDA-2+Acoustic Look-ahead 23.24 20.12

6.1 The Baseline Results

The baseline broadcast news system was alternatively configured using the conventional
MFCC-based and data-driven LDA-based feature extraction approaches. The results are
shown in rows 3 to 5 of Table 1, where the third (MFCC) row lists the results obtained using
the MFCC-based approach, and the fourth (LDA-1) and fifth (LDA-2) rows list, respectively,
the results obtained when different sets of basic vectors were adopted during the construction
of the LDA transformation matrix. In LDA-1, the cepstral coefficients are taken as the basic
vector, while in LDA-2, the outputs of filter banks as the basic vector. As can be seen in Table
1, the character error rates obtained, respectively, using the two variant LDA-based
approaches, after either tree search (TS) or word-graph rescoring (WG), were significantly
better than those obtained using the standard MFCC-based approach. Moreover, LDA-2,
which uses the filter bank outputs directly as the basic vector, was even more efficient than the
MFCC-based approach due to the fact that the discrete cosine transform as well as the first-
and second-order time derivative operations could be excluded from front-end processing. The
LDA-2 features were, thus, chosen as the default acoustic features for the experiments

described below.

6.2 Experiments on Acoustic Look-Ahead Using Syllable-Level Heuristics

The recognition performance and efficiency, after the acoustic look-ahead technique was
integrated into the system, were evaluated. These results were obtained by using the same
beam pruning threshold as that previously reported in section 6.1 and were run on an ordinary
2.6 GHz Pentium IV PC. The search efficiency results are shown in columns 2 to 6 of Table 2,
which list, respectively, the real time factors for feature extraction and HMM state emission
probability calculation (FE), acoustic look-ahead (Lac), tree search (TS), word-graph
rescoring (WG), and the overall recognition time (Total), while the recognition accuracy
results are shown in the last row of Table 1. The numbers in the parentheses in the last row of

Table 2 are the relative speedups achieved compared to the results shown in the second row.
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Table 2. Recognition efficiency achieved as acoustic model look-ahead was further
applied. The recognition efficiency is expressed in terms of the real time

factor.
FE LAC TS WG Total
Without Acoustic 0.323 0.000 1.264 0.196 1.783
Look-ahead
With Acoustic 0.323 0.004 0.738 0.149 1.214
Look-ahead (41.61%) | (23.98%) | (31.91%)

Comparing the results shown in the last two rows of Table 1, it can be found that the
recognition accuracy was slightly degraded (e.g., the character error rate increased from
19.97% to 20.12% after word-graph rescoring) when acoustic look-ahead was used. However,
according to the results shown in Table 2, the recognition efficiency for tree search improved
significantly (a relative improvement of 41.61% was obtained) while the time spent on
acoustic look-ahead (0.004 real time factor) was almost negligible. In summary, the acoustic
look-ahead method proposed here achieves an overall speedup of more than 31% and enables
the whole system to run almost in real time.

Table 3. The character error rates (%) achieved with different amounts of
automatically transcribed speech training data.

Character Error Rate (%)
WG +MLLR
Original 4 Hours 20.12 18.77
+5 Hours  (Thr=0.9) 16.60 15.84
+21 Hours  (Thr=0.8) 15.34 14.71
+33 Hours  (Thr=0.7) 15.78 15.02
+48 Hours  (Thr=0.6) 15.62 14.93
+54 Hours  (Thr=0.5) 15.60 14.92
+60 Hours  (Thr=0.4) 15.49 14.84

6.3 Experiments on Lightly Supervised Acoustic Model Training

Table 3 summarizes the performance of lightly supervised acoustic model training. Column 2
(WG) shows the recognition results achieved using several sets of acoustic models, which
were trained by selectively combining different amounts of automatically transcribed speech
data with the original 4-hour manually transcribed speech data. Column 1 indicates the actual
sizes of the automatically transcribed speech data selected, and the numbers in parentheses are

the corresponding word confidence thresholds used. In addition, the third column presents the
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results obtained when online unsupervised MLLR (Maximum Likelihood Linear Regression)
speaker adaptation was further included [Gales and Woodland 1996]. It can been found from
Table 3, that with careful selection of automatically transcribed speech data, the character
error rate could be effectively reduced from 20.12% to 15.34% (a relative improvement of
23.76% was obtained) when a total of 21 hours of automatically transcribed data were selected
for acoustic training, in combination with the original 4-hour manually transcribed data. Use
of the word confidence measure aided selection of the best subset of automatically transcribed
data for acoustic training. Meanwhile, use of the online unsupervised MLLR speaker
adaptation technique also resulted in additional performance gains under all experimental
conditions.
Table 4. The character error rates (%) and perplexities achieved as the language

models are adapted with contemporary text corpus using either the count
merging and model interpolation strategies.

Character Error Rate (%)
Perplexity
WG +MLLR
No LM Adaptation 15.34 14.71 670.23
a=1,p=1 13.22 12.60 437.87
a=3,p=1 12.89 12.17 367.18
Count Merging a=5,p=1 12.95 12.22 397.80
a=7,p=1 13.06 12.36 425.22
a=9,p=1 13.15 12.46 450.99
v =0.1 13.19 12.48 517.12
v=0.3 12.63 11.99 411.62
Model Interpolation v=0.5 12.47 11.88 373.92
v =0.7 12.49 11.91 359.26
v =0.9 12.68 12.06 363.34

6.4 Experiments on Language Model Adaptation

The language adaptation results obtained using the contemporary text corpus are shown in
Table 4. The second row shows the character error rates and perplexity for the system without
language model adaptation. It can be seen that the character error rates are the best ones shown
in Table 3, and that the initially achieved perplexity value was 670.23. This high perplexity
value was probably obtained because the local word regularity properties of the tested

broadcast news stories were not modeled very well by the background language models. The
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rest of the rows show, respectively, the results obtained for the systems when either the count
merging adaptation strategy or the model interpolation adaptation strategy was adopted. In this
study, for count merging, the value of weighting parameter £ was fixed at 1, and the value
of weighting parameter o was varied from 1 to 9 with a step size of 2; meanwhile, for
model interpolation, the value of weighting parameter » was varied from 0.1 to 0.9 with a
step size of 0.2. Comparatively speaking, the best results for model interpolation (y =0.5 or
y =0.7) were slightly better than those for count merging (& =3, f=1),in terms of either the
character error rate or perplexity reductions. The character rate decreased significantly from
14.71% to 11.88% (¥ =0.5 and +MLLR), and the perplexity value also can be reduced from
670.23 to 359.26 (y =0.7), which is just about a half of the original perplexity value. The
above results reveal that the local word regularity (or contextual) information that can be
obtained from the contemporary corpus is vital for the task of Mandarin broadcast news
recognition, whereas the subject domains or topical information embedded in the
contemporary corpus may be worth taking into account and exploring further when

performing language model adaptation.

7. Conclusions

This paper has presented the initial results of a long-term research project on automatic
recognition, indexing and summarization of Mandarin speech information. Several improved
approaches to Mandarin broadcast news speech recognition have been presented. With the
special structural properties of the Chinese language taken into consideration, a fast acoustic
look-ahead technique using syllable-level heuristics has been proposed, and an overall
speedup of more than 31% has been achieved in experiments. A verification-based method for
automatic acoustic data acquisition has also been proposed to make use of large amount of
untranscribed speech data, and very encouraging recognition results have been obtained. Two
alternative strategies for language model adaptation have also been shown to be helpful in
reducing both the character error rate and perplexity. The broadcast news system finally

yielded an 11.88% character error rate when applied to a Mandarin broadcast news test set.
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Abstract

Theoretically, an improvement in a language model occurs as the size of the
n-grams increases from 3 to 5 or higher. As the n-gram size increases, the number
of parameters and calculations, and the storage requirement increase very rapidly if
we attempt to store all possible combinations of n-grams. To avoid these problems,
the reduced n-grams’ approach previously developed by O’ Boyle and Smith [1993]
can be applied. A reduced n-gram language model, called a reduced model, can
efficiently store an entire corpus’s phrase-history length within feasible storage
limits. Another advantage of reduced n-grams is that they usually are semantically
complete. In our experiments, the reduced n-gram creation method or the O’
Boyle-Smith reduced n-gram algorithm was applied to a large Chinese corpus. The
Chinese reduced n-gram Zipf curves are presented here and compared with
previously obtained conventional Chinese n-grams. The Chinese reduced model
reduced perplexity by 8.74% and the language model size by a factor of 11.49. This
paper is the first attempt to model Chinese reduced n-grams, and may provide

important insights for Chinese linguistic research.

Keywords: Reduced n-grams, reduced n-gram algorithm / identification, reduced
model, Chinese reduced n-grams, Chinese reduced model

1. Introduction to the Reduced N-Gram Approach

P O’ Boyle and F J Smith [1992, 1993] proposed a statistical method to improve language

models based on the removal of overlapping phrases.

The distortion of phrase frequencies were first observed in the Vodis Corpus when the
bigram “RAIL ENQUIRIES” and its super-phrase “BRITISH RAIL ENQUIRIES” were
examined and reported by O’ Boyle. Both occur 73 times, which is a large number for such a
small corpus. “ENQUIRIES” follows “RAIL” with a very high probability when it is preceded
by “BRITISH.” However, when “RAIL” is preceded by words other than “BRITISH,”
“ENQUIRIES” does not occur, but words like “TICKET” or “JOURNEY” may. Thus, the

* Computer Science School, Queen's University Belfast, Belfast BT7 1NN, Northern Ireland, UK.
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bigram “RAIL ENQUIRIES” gives a misleading probability that “RAIL” is followed by
“ENQUIRIES” irrespective of what precedes it. At the time of their research, Smith and O’
Boyle reduced the frequencies of “RAIL ENQUIRIES” by using the frequency of the larger
trigram, which gave a probability of zero for “ENQUIRIES” following “RAIL” if it was not
preceded by “BRITISH.” This problem happens not only with word-token corpora but also
corpora in which all the compounds are tagged as a unit since overlapping n-grams still

appear.

Therefore, a phrase can occur in a corpus as a reduced n-gram in some places and as part
of a larger reduced n-gram in other places. In a reduced model, the occurrence of an n-gram is
not counted when it is a part of a larger reduced n-gram. One algorithm to
detect/identify/extract reduced n-grams from a corpus is the so-called reduced n-gram
algorithm. In 1992, P O’ Boyle and F J Smith were able to store the entire content of the
Brown corpus of American English [Francis and Kucera 1964] (of one million word tokens,
whose longest phrase-length is 22), which was a considerable improvement at the time. There
was no additional way for O’ Boyle to evaluate the reduced n-grams, so his work was
incomplete. We have developed and present here our perplexity method, and we discuss its

usefulness for reducing n-gram perplexity.

2. Similar Approaches and Capability

Recent progress in variable n-gram language modeling has provided an efficient
representation of n-gram models and made the training of higher order n-grams possible.
Compared to variable n-grams, class-based language models are more often used to reduce the
size of a language model, but this typically leads to recognition performance degradation.
Classes can alternatively be used to smooth a language model or provide back-off estimates,

which have led to small performance gains but also an increase in language model size.

For the LOB corpus, the varigram model obtained 11.3% higher perplexity in comparison
with the word-trigram model [Niesler and Woodland 1996], but it also obtained a 22-fold

complexity decrease.

Reinhard Kneser [1996] built up variable-context length language models based on North
American Business News (NAB - 240 million words of newspaper data) and the German
Verbmobil (300,000 words with a vocabulary of 5,000 types). His results show that the
variable-length model outperforms conventional models of the same size, and if a moderate
loss in performance is acceptable, that the size of a language model can be reduced drastically
by using his pruning algorithm. Kneser’s results improve with longer contexts and the same
number of parameters. For example, reducing the size of the standard NAB trigram model by

a factor of 3 results in a loss of only 7% in perplexity and 3% in the word error rate.



Reduced N-Grams for Chinese Evaluation 21

The improvement obtained by Kneser‘s method depends on the length of the fixed
context and on the amount of available training data. In the case of the NAB corpus, the

improvement was 10% in perplexity.

M. Siu and M. Ostendorf [2000] developed Kneser‘s basic ideas further and applied the
variable 4-gram, thus improving the perplexity and word error rate results compared to a fixed
trigram model. The obtained word error reductions of 0.1 and 0.5% (absolute) in development
and evaluation test sets, respectively, were not statistically significant. However, the number
of parameters was reduced by 60%. By using the variable 4-gram, they were able to model a
longer history while reducing the size of the model by more than 50%, compared to a regular
trigram model, and at the same time improve both the test-set perplexity and recognition

performance. They also reduced the size of the model by an additional 8%.

Another related work was that of Hu, Turin, Brown [1997].

2.1 The first algorithm [R Kneser 1996]

Variable-length models are determined by the set S of word sequences. If T is the set of all
word sequences in the training data with a maximal length of M, then variable-length models
can be created by finding a suitable subset S of the set 7 of all the M-gram sequences in the
training data with a given maximal context length M. The distance measure between model Py

and model Pris as follows:

M1

Dy(Py || Py) =2, Dod (h,w)> (1)

k=0 (hy,w)eT\S

where the terms of the sum are defined by the average Kullback Leiber distance

Pr(wlhy)

dy(h, = Pr(hy, 1 .
1o w) = B Gy o e e 1) ©)

where /, is a phrase history of word w and yis the normalisation factor.

In the implementation, they store the word sequences of S in a tree structure. Each node
of the tree corresponds to a word sequence, and each arc is labeled with a word identity. For
each node W = (h;, w) € S, Succ(W) is the set of all longer word sequences starting with the

same words as W. If a node W is removed, then all Succ(W) will be removed.

Therefore, the average contribution to the sum d, is

diwy+  Xd(V)
VeSucc(W)

1+ |Suce (W)

dy(W)= 3
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The pruning algorithm is as follows:
Start with S =T
While (|1S| > K)
For all nodes in S calculate d,

Remove node with lowest d,

2.2 The second algorithm [T R Niesler and P C Woodland 1996]

1. Initialisation: L = -1

2. L=L+I1

3. Grow: Add level #L to level #(L-1) by adding all the (L+1)-Grams occurring in the training
set for which the L-Grams already exist in the tree.

4. Prune: For every (newly created) leaf in level #L, apply a quality criterion and discard the
leaf if it fails.

5. Termination: If there is a nonzero number of leaves remaining in level #L, goto step 2.

The quality criterion checks for improvement in the leaving-one-out cross-validation training
set likelihood achieved by the addition of each leaf.

2.3 Combination of variable n-grams and other language model types

Using the first algorithm, M Siu and M Ostendorf [2000] combined their variable n-gram
method with the skipping distance method and class-based method in a study on the
Switchboard corpus, consisting of 2 million words. In 1996, using the second algorithm, T R
Niesler and P C Woodland developed the variable n-gram based category in a study on LOB,
consisting of 1 million English words. In order to obtain an overview of variable n-grams, we

combine all of these authors’ results in Table 1.

3.0’ Boyle and Smith’s Reduced N-Gram Algorithm and Application
Scope

The main goal of this algorithm is to produce three main files from the training text:

e The file that contains all the complete n-grams appearing at least m times is called the
PHR file (m > 2).

e The file that contains all the n-grams appearing as sub-phrases, following the removal
of the first word from any other complete n-gram in the PHR file, is called the SUB
file.
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Table 1. Comparison of combinations of variable n-grams and other Language
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Models
COMBINATION OF LANGUAGE MODEL TYPES
Basic Variable | Category | Skipping | Classes | #params | Perpl- Size | Source
n-gram | n-grams distance exity
Trigram 987k 474 IM | LOB
Bigram V - 603.2
Trigram v - 544.1
d \ - 534.1
Trigram 743k 81.5 2M
Trigram \ 379k 78.1 Switch
board
Trigram \ v 363k 78.0 Corpus
Trigram v V \ 338k 71.7
4-gram 580k 108
4-gram \ V 577k 108
4-gram \ \ 536k 107
5-gram 383k 775
5-gram V 381k 77.4
5-gram V \ v 359k 77.2

Therefore, the final result is the FIN file of all reduced n-grams, where

FIN

:= PHR + LOS - SUB.

The file that contains any overlapping n-grams that occur at least m times in the SUB
file is called the LOS file.

“4)

Before O’ Boyle and Smith‘s work, Craig used a loop algorithm that was equivalent to
FIN := PHR — SUB. This yields negative frequencies for resulting n-grams with overlapping,
hence the need for the LOS file.

There are 2 additional files:

1. To create the PHR file, a SOR file is needed that contains all the complete n-grams
regardless of m (the SOR file is the PHR file in the special case where m = 1). To

create the PHR file, words are removed from the right-hand side of each SOR phrase

in the SOR file until the resultant phrase appears at least m times (if the phrase already

occurs more than m times, no words will be removed).
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2. To create the LOS file, O’ Boyle and Smith applied a POS file: for any SUB phrase, if
one word can be added back on the right-hand side (previously removed when the
PHR file was created from the SOR file), then one POS phrase will exist as the added
phrase. Thus, if any POS phrase appears at least m times, its original SUB phrase will
be an overlapping n-gram in the LOS file.

The application scope of O’ Boyle and Smith ‘s reduced n-gram algorithm is limited to
small corpora, such as the Brown corpus (American English) of 1 million words [1992], in
which the longest phrase has 22 words. Now their algorithm, re-checked by us, still works for

medium size and large corpora with training sizes of 100 million word tokens.

4. Reduced N-Grams and Zipf’s Law

By re-applying O’Boyle and Smith’s algorithm, we obtained reduced n-grams from the
Chinese TREC corpus of the Linguistic Data Consortium', catalog no. LDC2000T52. TREC
was collected from full articles in the People’s Daily Newspaper from 01/1991 to 12/1993 and
from Xinhua News Agency articles from 04/1994 to 09/1995. Originally, TREC had
19,546,872 syllable tokens but only 6,300 syllable types. Ha, Sicilia-Garcia, Ming and Smith
[2002] proposed an extension of Zipf ’s law and applied it to the TREC syllable corpus. Then
in 2003, they produced a compound word version of TREC with 50,000 types, this version

was employed in our study for reduced n-gram creation.

We will next present the Zipf curves for Chinese reduced n-grams, starting with

syllables.

4.1 Chinese syllables

The TREC syllable reduced n-grams were created in 28 hours on a Pentium II with 512 MB of
RAM and 2 GB of free hard-drive space.

The most common TREC syllable reduced unigrams, bigrams, trigrams, 4-grams and
5-grams are shown in Table 3. It can be seen that much noise existed in the unigram frequency

observations when only one syllable “4 YEAR” re-appeared in the top ten syllable
unigrams [Ha, Sicilia-Garcia, Ming and Smith 2002], listed in Table 2.

! http://www.ldc.upenn.edu/



Table 2. The 10-highest frequency unigrams in the conventional Chinese TREC
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syllable corpus [Ha, Sicilia-Garcia, Ming and Smith 2002]

Rank Unigrams
Freq | Token Meaning
1 620,619 ] of
2 308,826 State
3 219,543 — One
4 209,497 th Centre / Middle
5 176,905 1 In/At
6 159,861 Pl And
7 143,359 N Human
8 139,713 T Perfective Marker
9 133,696 2 Get Together / Meeting / Association
10 128,805 4 Year

25

The Zipf [1949] curves are plotted for TREC syllable reduced unigrams and n-grams in
Figure 1. It can be seen that none of the syllable unigram, bigram, trigram, 4-gram and 5-gram
curves are straight. The unigram curve has an average slope of —1, while the bigram, trigram,
4-gram and 5-gram curves have slopes of around —0.5. At the beginning, they are very

turbulent, crossing each other due to much observed noise at high frequencies.

5

log frequency

log rank

Figure 1. TREC syllable reduced n-gram Zipf curves
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4.2 Chinese Compound Words

The TREC compound word reduced n-grams obtained using O’ Boyle and Smith ‘s algorithm
were created in 20 hours (we executed the algorithm non-stop for less than one day on a
Pentium II with 512 MB of RAM) with a storage requirement of only 1 GB.

The most common TREC word reduced unigrams, bigrams, trigrams, 4-grams and
5-grams are shown in Table 5. One can observe noises in the unigram frequency observations
when words with more than 1 syllable appeared in the top ten (“H #{ Date,” “H Hj
Currently,” “/M7 8 Subtitle,” “[H It Therefore,” and “[FHf Simultaneously”), but the
2-syllable word “r China” disappeared, as shown in Table 4, which lists the most

common traditional TREC word unigrams [Ha ef al. 2003].

Our observations of reduced n-grams show that they increase the semantic completeness
of longer n-grams with large » in comparison with conventional Chinese word n-grams [Ha et
al. 2003].

Table 4. The 10-highest frequency unigrams in the conventional Chinese TREC word
corpus [Ha et al. 2003]

Rank Unigrams
Freq Token Meaning
1 609,395 £ of
2 154,827 1E In/ At
3 144,524 Fn And
4 126,134 T Perfective Marker
5 99,747 = Be
6 86,928 — One
7 77,037 e China
8 69,253 i Centre / Middle
9 60,230 H Sun
10 57,045 A For




Le Quan Ha et al.

28

2uo fau o 16 WMMMMMW o LT1 A I LS sojedlpul oy | IfHE | 168 Aisnosueynuiis | fyifa] | 662°C 01
=t P f H R E
UL IBIA | U — smoN ATreT P onuouody |48z Sy E
H:ch”uwomwo?& 7 96 snangond M vel o s 88L 039 L H 6101 S10Jaldy L il 8YET 6
waufu:.m k2l [eayno euryd| HaC [Heh o8ed Joensqy | [l 2y
omy Kyautu 4+ = uonIpa ['ON | XY ik kowwmwwmi M Surpuejsiopun . J— —_ .
uosou ISR | 1Y Y 6¢l woy onunuoy ¥ [4¥4 o W 9L8 (07) Supr0doy L | 09€°T phqns M- | $E€0°E 8
1odax
Jodedsmou Al sjun AouaLInd W g I9pI0 1«&& n wononpoxuI , .
ugtoso} By | 091 ueadoing | n 1) 0T Aepsaupom | T | 80V'T o Supiosoy] BV HE | LOVI nun & w6T'e L
0 Surpi0doe ®H paipuny y A e DEEIN fie=rg :
smou Areq
Jo uoi3a1 pue [ udk asoueder o 1opio el ok
- — Ae < < \A 3
[euonewIuL | XL iy | 81 puesnom | | 1T kepung yoopy | HIHE | I6VT | onugy | 262 | 0SPL puaim) M| 866’ 9
[enpIAlpuy X paipuny auQ [fif &
- SMOU JoLIq PRt
Qa1 Ajouru B W I19pI0 ol . sIefjoq SN . .
wosouru xeag |y ¢ .| L€ O_MMMMB s | O | Kepug yoom ﬁmw | S8ST | yoyuenay, | XX A | 918 ung H 881 S
ooud y SonsIE)S LonI0 v
Surioysuern W 9jo1dwoour g P n M& . uak . .
uary)-SuIy fuldy S Z| 1LT (o) ﬂu\,/_\ i €9¢ Aepsiny, haffdE | 629°C pUBSNOYI-UAL o 0€s'1 LN A €8 14
Kouows ugro10,1 hig SuIp1009y o oM i
zuw_w__wwﬂww Yy owwwmwxo W Ik g 10p10 Aepinjes e autliog Mf
NI K| ore v R AR g \EE | 989 Kouage | vor'e ared H{H | 90v'sI €
»emno | Jooprew Y YoM b5 SO BIyUIY Tyl
[euoneonpyg B A 1qUILIUY = :
R
1noj Ajouru + Pp1saq pjo3 5% 19pIo ~o . " . ystur{ e .
ussouI 1w | Y 99¢ snid wreod | # 1y 4 vLE KePUOI oM Mﬂqmmm_ﬂu €0LC sAes o % 6¥8°9 Jasorduwon) 2 sceol 4
H =
apn a8ed me| Ly soysiuy 1o 19pI0 W
- - = c 3 A ¢ 3
[e100s [eonijog |~ 1 HEH| S0P ISEIPBOIG | 7 e | TV |cepsang yoapy| (| 6V8T | SMANCAMRQ | Te H | €6TL PuoN H 1€8°9¢ !
G UIpON It
Suruedy SUIO baux Surued SUINO baax Surued SUIO baux, Surueay suayo], baayg Suruedy SuUdYOoJ, baayg
MOL x| Tuesagql MOL x| Tueaql MOL x|
sweIg-g sweas-y SweISLI], sweasig sweiagun yuey

’It is remarkable that many of the n-grams with larger n values contain content markup information.

SWNAS-u paonpad piom punodutod YL HOWOI JISOW °S I]qNL



Reduced N-Grams for Chinese Evaluation 29

Zipf curves for TREC word reduced unigrams and n-grams are plotted in Figure 2. It can
be observed that the unigram curve not straight, but rather exhibits a two-slope behaviour,
beginning with a slope of —0.67 and then falling-off with a slope of approximately -2 at the
end. All the bigram, trigram, 4-gram, and 5-gram curves have slopes in the range [-0.6, -0.5]
and have become more parallel and straighter. Noise is visible among the TREC word reduced

bigrams, trigrams, 4-grams and 5-grams where they turbulently cross each other at the

beginning.

5

log frequency

log rank

Figure 2. TREC word reduced n-gram Zipf curves

Usually, Zipf ‘s rank-frequency law is contradicted by empirical data, and the syllable
and compound-word reduced n-grams from Chinese shown in Figure 1 and Figure 2 also
contradict it. In fact, various more sophisticated models for frequency distributions have been
proposed by Baayen [2001] and Evert [2004].

5. Perplexity for Chinese Reduced N-Grams

The reduced n-gram approach was also checked by means of Chinese compound-word
perplexity calculations based on the Weighted Average Model of O’ Boyle and Smith [1993,
1994, 1995, 1997], which was further developed by Sicilia-Garcia, Ming, Smith and Hanna
[1999, 2000, 2001]. We rewrote this famous model in formulae (5) and (6):
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e |=toel o 2, ®

N-1
wgt (wl. )>< P(w,. )+ z wgt (wl.';l )x P(w, | w,’f})
: (®)

i-N+1 = N-1

Z wgt (Wii—l )

Py, (Wi %

Next, we will analyse the main difficulties arising from perplexity calculations for our
reduced model: the statistical model problem, unseen word problem and unknown word

problem.

5.1 Statistical model problem
In a reduced model, the following rules apply:

o If f (Wll:—l) > 0, but f (Wll:l]) = 0, then the maximum likelihood

P[Wi‘wf_lljzﬁzf—:;; and the weight wg[(wl’:_l):10g(f(wll_':11»x21+1 will be
i

undefined.

e Once the weight calculation has been performed, if P(wi‘wl'::ll_ I j > 0 and the
0

previous L, phrases P(W[‘W;:}_L +1)’ P(wi‘w;:}i +2) s eees P(wl-‘wl’::l]) are all 0,
0 0
then we should include the L, phrases’ weights of zero probability wgt(wf_l_ I+ ),
0

wgt(wll.;lf L+2 ), . wgt(wl{_l) into the sum of weights in the denominator of formula
0
(6).

5.2 Unseen word problem
If P, (wl. lw f:}v+1) = 0 but w; occurs in other reduced n-grams, then how can we calculate the
probability ?

5.3 Unknown word problem

If B, (wl. \wi’jm) = 0 and w; does not occur in any other reduced n-grams, then w; will be
totally unknown and we will not be able to apply the Turing-Good probability. This is because
an unusual phenomenon will occur with the hapax legomena n; and dis legomena n,
when 7, < n,, and because the Turing-Good probabilities will become too high if we use Tequceds

as shown in Table 6.
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Table 6. Unusual Turing-Good observations with respect to reduced models

n N, Treduced Turing-Good reduced probability

TREC reduced words 1,620 2,171 17,515 0.0001530258

The Turing-Good probability for the conventional TREC word corpus is 7.082435E-08.
For the reduced model shown in Table 6, the Turing-Good value is 2,161 times higher, which

is unusual.

5.4 Solutions for reduced perplexities
o If f(wf_ l) >0but f (wl’:ll) = 0 and the reduced training size is R, then the degraded

i
weight wgt(wlil)zln(R) and the maximum likelihood P(wi‘w;:ll):f(T’_l) are

defined in the case of an isolated unigram.

o If P(W,“wl’::lli) > 0 but all the previous L, phrases P(Wi‘wf;l ) ,
0

i—l-L,+1
i—1 i—1 o .
P(Wi‘wg_l_ L +2j - P(wi‘wl’._l J are 0, then we will include all the weights of zero
e . i i i .
probability, i.e., wgt(wl._[_LoJrl ), Wgt(wi—l—LO+2)’ . wgt(wl._l), into the sum of the

weight denominator in formula (6). This should reduce the weighted average
probability in comparison with the probabilities in other cases where all the previous L,
phrases exist.

e Unseen word problem: If P, (wl. Wiy ) = 0 but w; occurs in other reduced n-grams,
then we degrade w; when words have been eliminated from the reduced model because
they appear less than m times. Therefore, w; will have an estimated probability of

m—1

5 where T is the overall conventional training size.

e Unknown word problem: If B, (wl. |w,.’jv+l) = (0 and w; does not occur in any other

reduced n-grams, then w; will be assigned the Turing-Good probability.

5.5 Results and Discussion
The perplexities for the Chinese TREC compound-word corpus were calculated. We obtained
very poor and confusing perplexity results when we investigated short contexts of reduced

n-grams, but coped well with long contexts since the purpose and the strength of reduced
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models are their ability to store phrase histories that are as long as possible as well as an entire
large corpus in a compact database. The test text file had 27,485 words in 3,093 sentences and
927 paragraphs (along with 7 unknown words of 6 types and 109 unseen words of 48 unseen
types) for the TREC conventional n-gram model and also for the conventional and reduced

models.

Our Chinese TREC word reduced model was stored in 50 MB of memory, and the
perplexity investigation started with phrase-lengths of 10 words and more and increased until
all the phrases had been analysed. The perplexity results obtained using the TREC word
reduced model are shown in Table 7.

Table 7. Reduced perplexities for Chinese TREC words obtained using the weighted
average model

Traditional n-grams | Reduced n-grams | The cost of reduced | ~ Factor of
n-grams on baseline [reduced model
trigrams size
Unigram |1,515.03 | 10-grams | 128.35 -19.25%
Bigram | 293.96 | 11-grams | 131.95 -16.99%
Phrase | prioram | 158.95 | 12-grams | 134.77 -15.21%
Length | 4 ovam | 140.81 | 13-grams | 136.98 13.82%
5-gram 137.61 | 14-grams | 138.68 -12.75%
6-gram 137.31 | 15-grams | 140.01 -11.91%
7-gram 137.25 | Complete
contexts | 145.06 8.74% 1149

Surprisingly for TREC word reduced n-grams, we achieved an 8.74% perplexity
reduction, and the model size was reduced by a factor of 11.49. Thus, in our study on Chinese

TREC words, we achieved improvement in both perplexity and model size.

6. Conclusions

The conventional n-gram language model is limited in terms of its ability to represent
extended phrase histories because of the exponential growth in the number of parameters. To
overcome this limitation, we have re-investigated the approach of O’ Boyle and Smith [1992,
1993] and created a Chinese reduced n-gram model. The main advantage of Chinese reduced
n-grams is that they have quite complete semantic meanings thanks to their creation process,

starting from execution of whole sentence contexts.

Chinese reduced word and character Zipf curves and perplexity calculations along with

the model size for TREC, a large Chinese corpus, have been presented. The reduced Chinese
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syllable unigram Zipf curve has a slope of —1, which satisfies Zipf’s law, and the reduced
TREC word unigram Zipf curve shows a two-slope behaviour, similar to the curves reported
by Ferrer and Solé [2002]. The difficulties with reduced model perplexity calculations due to
statistical, unseen and unknown problems have been solved using the Weighted Average
Model, a back-off probability model developed by O’ Boyle and Smith [1993, 1994, 1995,
1997]. By extending TREC word reduced n-grams, we achieved an 8.74% perplexity
reduction, and we were able to reduce the model size by a factor of 11.49. This remarkable
improvement in the Chinese TREC reduced n-gram distribution may be smaller that that
possible with the English language, in which the meaning of a word is clearer. This confirms
Siu and Ostendorf ‘s [2000] conclusions concerning the potential application of their variable

n-grams to Chinese (and Japanese) and other languages besides English.
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Abstract

This paper presents a novel approach to ontology alignment and domain ontology
extraction from two existing knowledge bases: WordNet and HowNet. These two
knowledge bases are automatically aligned to construct a bilingual ontology based
on the co-occurrence of words in a bilingual parallel corpus. The bilingual ontology
achieves greater structural and semantic information coverage from these two
complementary knowledge bases. For domain-specific applications, a
domain-specific ontology is further extracted from the bilingual ontology using the
island-driven algorithm and domain-specific corpus. Finally, domain-dependent
terminology and axioms between domain terminology defined in a medical
encyclopedia are integrated into the domain-specific ontology. In addition, a metric
based on a similarity measure for ontology evaluation is also proposed. For
evaluation purposes, experiments were conducted comparing an automatically
constructed ontology with a benchmark ontology constructed by ontology
engineers or experts. The experimental results show that the constructed bilingual
domain-specific ontology mostly coincided with the benchmark ontology. As for
application of this approach to the medical domain, the experimental results show
that the proposed approach outperformed the synonym expansion approach to web

search.
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1. INTRODUCTION

In the past few decades, a considerable number of studies been invested focused on
developing concept bases for building technology that allows knowledge reuse and sharing.
As information exchangeability and communication becomes increasingly global, multilingual
lexical resources that provide transnational services are becoming increasingly important. On
the other hand, multi-lingual ontologies are very important for natural language processing,
such as machine translation (MT), web mining [Oyama et al. 2004], and cross-language
information retrieval (CLIR). Generally, a multi-lingual ontology maps the keywords of one
language to another language, or computes the co-occurrence of the words among languages.
A key merit of a multilingual ontology is that it can achieve greater relation and structural
information coverage by aligning or merging two or more language-dependent ontologies with

different semantic features.

In recent years, significant effort has focused on constructing ontologies manually
according to domain experts’ knowledge. Manual ontology merging using conventional
editing tools without intelligent support is difficult, labor intensive, and error prone. Therefore,
several systems and frameworks to help knowledge engineers perform ontology merging have
recently been proposed [Noy and Musen 2000]. To avoid reiteration in ontology construction,
algorithms for ontology merging [UMLS http://umlsks.nlm.nih.gov] [Langkilde and Knight
1998] and ontology alignment [Vossen and Peters 1997] [Weigard and Hoppenbrouwers 1998
[Asanoma 2001] have been investigated. In these approaches, the final ontology is a merged
version of the original ontologies with aligned links between them [Daudé et al. 2003].
Alignment is usually performed when ontologies cover domains that are complementary to
each other. In the past, a domain ontology was usually constructed manually based on the
knowledge or experience of experts or ontology engineers. Recently, automatic and
semi-automatic methods have been developed. OntoExtract [Fensel ef al. 2002] [Missikoff et
al. 2002] provides an ontology engineering chain for constructing a domain ontology from
WordNet and SemCor. Some recent approaches have been discussed in [Euzenat et al. 2004].
In [Euzenat et al. 2004], the alignment approaches were classified as local or global methods.
Four main local methods, that is, the terminological, extensional, semantics, and structure
methods, were introduced to measure the correspondence between two ontologies at the local
level. Nowadays, much work is being invested in ontology construction for domain
applications. Performing authoritative evaluation of ontologies is becoming a critical issue.
Some evaluation methods are integrated into ontology tools to detect and prevent mistakes,
which might be made in the course of developing taxonomies with frames as described in
[Goémez-Pérez 2001]. They defined three main types of mistakes: inconsistency,

incompleteness, and redundancy mistakes.

Although the previous research on ontology alignment has achieved much, some
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important issues still require further investigation: (1) How can we to construct or extract
domain concepts from a corpus? (2) Should the alignment of a cross-language or multilingual
ontology be performed automatically or semi-automatically? (3) Authoritative assessment of
ontology construction is desirable. In this study, the WordNet and HowNet knowledge bases
were aligned to construct a bilingual universal ontology based on the co-occurrence of words
in a bilingual parallel corpus. For domain-specific applications, the medical domain ontology
was further extracted from the universal ontology using the island-driven algorithm and two
corpora, one for the medical domain and another for the contrastive domain. Finally, axioms
between medical terminology were derived based on a medical encyclopedia. A benchmark
ontology based on the Unified Medical Language System (UMLS) and constructed by
ontology engineers and experts was used to evaluate the constructed bilingual ontology. This
paper also defines two measures, the taxonomic relation and non-taxonomic relation, as

quantitative metrics for evaluating ontologies.

The rest of the paper is organized as follows. Section 2 describes the ontology
construction process. Section 3 presents experimental results for the evaluation of our

approach. Section 4 gives some concluding remarks.

2. Ontology Construction

Figure 1 shows a block diagram of the ontology construction process. There are two major
stages in the proposed approach: bilingual ontology alignment and domain ontology

extraction.

2.1 Bilingual Ontology Alignment

In this approach, a bilingual ontology is constructed by aligning Chinese words in HowNet
with their corresponding synsets defined in WordNet according to the co-occurrence of the
words in a bilingual parallel corpus. The hierarchical structure of the ontology is actually a
conversion of HowNet. One of the important parts of HowNet consists of definitions of lexical
entries. In HowNet, each lexical entry is defined as a combination of one or more primary
features and a sequence of secondary features. The primary features indicate the entry’s
category, for example, the relation “is-a” in a hierarchical structure. Based on the entry’s
category, the secondary features make the entry’s sense more explicit, but they are
non-taxonomic. Totally, 1,521 primary features are divided into 6 upper categories: Event,
Entity, Attribute Value, Quantity, and Quantity Value. These primary features are organized

into a hierarchical structure.
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Figure 1. Ontology construction framework

In the alignment process, the Sinorama [Sinorama 2001] database, containing over 6,500
documents with 48,000,000 words from 1976 to 2000 in Chinese and English, is adopted as
the bilingual parallel corpus. This corpus is then used to compute the conditional probability
of the words in WordNet, given the words in HowNet. Then, a bottom up algorithm is used to
perform relation mapping. In WordNet, a word may be associated with many synsets, each
corresponding to a different sense of the word. To find a relation between two different words,
all the synsets associated with each word are considered [Fellbaum 1998]. In HowNet, each
word is composed of primary features and secondary features. The primary features indicate
the word’s category. The goal of this approach is to increase the amount of relation and

structural information coverage by aligning their semantic features in WordNet and HowNet.

Equation (1) shows the alignment between the words in HowNet and the synsets in
WordNet. Given a Chinese word, CW;, the probability of the word being related to synset,

synsetk , can be obtained via its corresponding English synonyms, EW jk ,j=1,...,m,which
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are the elements in synsetk . The probability is estimated as follows:

m
Pr(synsetk |[CW;)= > Pr(synsetk , EW}‘ |CW;)
Jj=1

3 K gk . (1
= 2. (Pr(synset™ |[EW ; ,CW;)x (P(EW |CW})),
J=1
where
k k
N(synset; ,EW; ,CW;)
Pr(synsetk | E W_lC ,CW;)= J J i o

ZN(synsetﬁ ,EWJZc ,CW;) .
l

In the above equation, N(synsetj?,EW}‘,CWi)represents the number of co-occurrences
of CW; ,EWJ'-Ic , and synset? . The probability Pr(EW_;c |CW;) is set to one when at least one
of the primary features, PFZ»Z (CW;), of the Chinese word CW; defined in HowNet matches
one of the ancestor nodes of synset , synsetf (EW ), except for the root nodes in the
hierarchical structures of the noun and verb. Otherwise, the probability Pr(E£ W}‘ |CW;) 1is

set to zero:
L if [U PF/ cw;)- {entity, event,act, play}] N
!
Pr(EWj |CW; ): (U ancestor(LkJ synsetf (EW;))— {entily, event, act, play}J =, 3)
0, Otherwise

where {entity, event, act, play} is the concept set in the root nodes of HowNet and WordNet,

and (UPF,] (CWi)—{entity,event,act, play}J represents all the primary features of the
/

Chinese word CW, except for {entity, event, act, play}. Finally, the Chinese concept, CW;,

is integrated into the synset |, synsetf , in WordNet as long as the probability,

Pr(synsetk |CW;), is not zero. Figure 2(a) shows the concept tree generated by aligning
WordNet and HowNet.

2.2 Domain ontology extraction

Now, we will attempt to extend the ontology to domain applications. In domain-specific
information retrieval, more detailed definitions and terminology are required. This paper
proposes a two-stage domain ontology extraction method. This approach extracts the ontology

from the cross-language ontology by using the island-driven algorithm in the first stage. The
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terminology and axioms defined in a medical encyclopedia are integrated into the domain

ontology in the second stage.

Figure 2(a).Concept tree generated by aligning WordNet and HowNet. The nodes in
bold circles represent operative nodes following concept extraction.The
nodes on gray backgrounds represent operative nodes following
relationn expansion.

2.2.1 Extraction using the island-driven algorithm

Generally, an ontology provides consistent concepts and world representations necessary for
clear communication within the knowledge domain. Even in domain-specific applications, the
number of words can be expected to be huge. Synonym pruning is an effective way to perform
word sense disambiguation. This paper proposes a corpus-based statistical approach to

extracting a domain ontology. The steps are listed as follows:

Step 1. Linearization: In this step, the tree structure in the general purpose ontology shown in
Figure 2(a) is decomposed into a vertex list that is an ordered node sequence starting at the root

node and ending at the leaf nodes.

Step 2. Concept extraction from the corpus: The node is defined as an operative node when the
tf-idf value of word W; in the domain corpus is higher than that in its corresponding
contrastive (out-of-domain) corpus. That is,

19 ljf y['ideomain (VVz) > t]r - idfContrastive (VVI)

4
0, Otherwiae @

operative _node(W,) = {

where
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N Domain + N Contrastive

if —idf pomain W;) = freqi,Domain xlog ’

i Domain

i Domain + N Contrastive

o = idf contrasiive Wi) = freq;',Contrastive xlog

n; Contrastive

In the above equations, fieq; pomain a0d  fieq; conprastive are the frequencies of word W;
in the domain documents and its contrastive (out-of-domain) documents, respectively;
i Domain @04 1 Contrastive 8r€ the numbers of documents containing word W; in the
domain documents and its contrastive documents, respectively. The nodes shown in bold

circles in Figure 2(a) represent operative nodes.

Step 3. Relation expansion using the island-driven algorithm: Some domain concepts are no
longer operative after the previous steps have been performed due to the problem of data
sparseness. According to the analysis performed during ontology construction, most of the
inoperative concept nodes have operative hypernym nodes and hyponym nodes. Therefore, the
island-driven algorithm is adopted to activate these inoperative concept nodes if their ancestors
and descendants are all operative. The nodes shown on gray background in Figure 2(a) are

activated operative nodes.

Step 4. Domain ontology extraction: In the final step, the linear vertex list sequence is merged
into a hierarchical tree. However, some noisy concepts defined as nodes not belonging to this
domain are operative according to Equation (5). For example, the node with the concept “solid”
shown in Figure 2(b) is an operative noisy concept. Accordingly, the second goal is to filter out
the nodes with operative noisy concepts. In this step, noisy concepts without ancestors or
descendants belonging to the domain are removed. Finally, the domain ontology is extracted,

and the final result is shown in Figure 2(b).

2.2.2 Axiom and terminology integration

In practice, specific domain terminology and axioms should be derived and introduced into an
ontology for domain-specific applications. There are two approaches to integrating
terminology and axioms into an ontology: the first one is manual editing performed by

ontology engineers, and the second is automatic integration from a domain encyclopedia.

For medical domain applications, 1,213 axioms were derived here from a medical
encyclopedia with terminology related to diseases, syndromes, and the clinic information.
Figure 3 shows an example of an axiom. In this example, the disease “diabetes” is tagged as
level “A,” which means that this disease occurs frequently. The degrees for the corresponding
syndromes indicate the causality between the disease and the syndromes. The axioms also

provide two fields, “department of the clinical care” and “the category of the disease,” for
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medical information retrieval or other medical applications.

Figure 2(b). The domain ontology after isolated concepts are filtered out

Occurrence Degree Category of Disease
A: frequent 1 (Top-1): cardinal symptoms a: an acute disease
B: medium 2 (Top-2): subordinate symptoms b: a medium disease
C: infrequent 3(Top-3): lowest correlated symptoms c: a chronic disease
A ¥R T2 g% 344 7% 3rh o C
A Diathes 1 no fever 3 physical strength has collapsed 3 thirst Internal medicine c
Disease Syndromes Depal_'tr_nents of the
clinical care

Figure 3. One example of an axiom

3. Evaluation

For quantitative evaluation of the ontology, two types of evaluation, conceptual evaluation and
domain application evaluation, were adopted to evaluate the coincidence between the
extracted domain ontology and the manually designed ontology. Furthermore, a medical web
mining system was implemented to evaluate the practicability of the bilingual ontology.
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3.1 Conceptual Evaluation

The benchmark ontology was created as a test-suite of reusable data which could be employed
by ontology engineers for benchmarking purposes. The benchmark ontology was constructed
by domain experts, including two doctors and one pharmacologist, based on the Unified
Medical Language System (UMLS). The domain experts integrated the Chinese concepts
without changing the contents of UMLS.

The construction of an ontology is generally evaluated using a two-layer measure,
consisting of lexical and conceptual layers [Eichmann et al. 1998]. Evaluation in the
conceptual layer seems to be more important than that in the lexical layer when the ontology is
constructed by aligning or merging several well-defined source ontologies. There are two

conceptual relation types of evaluation: taxonomic and non-taxonomic evaluation.

3.1.1 Evaluation of taxonomic relations

Evaluation of taxonomic relations is based not only on lexical similarity but also on
hierarchical information according to the basic ontology definition. In this approach, obtaining

the metric is a five-step process.

Stepl. Linearization: In this step, the tree structure is decomposed into a vertex list as described
in Section 2.2. The ontology, O, and the benchmark, O, are shown in Figures 4(a) and 4(b),
respectively. After linearization is performed, the vertex list sets VLS, and VLS, are obtained
as shown in Figure 4(c) and Figure 4(d), where VLS, = VLIT yereens VLYI; } ;
VLS y = {VLf yereens VLg }; VLiO represents the i-th vertex list of ontology O, and p and g are the
numbers of vertex lists for the target ontology and the benchmark ontology, respectively.

(a)The taxonomic hierarchical representation (b) The taxonomic hierarchical representation of
of target ontology O benchmark ontology O
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w0 RrB-D-HAP)

VL] @@ 5

VL, %® L@

(c) The taxonomic vertex list representation (d) The taxonomic vertex list representation of the
of the target ontology benchmark ontology

Figure 4. Linearization of the target and benchmark ontologies

Step 2. Normalization: Since the frequencies of concepts in the vertex lists are not identical,
normalization factors are introduced. For the target ontology, the set of factor vectors adopted
for normalization is NF' {n Lonf) onfl onfl onf] ... ,nfmT} , and for the benchmark
ontology it is NF® = {n : »”fz ,nf3 ,nf4 - ,nfn } , where nf is the normalization
factor for the i-th concept of ontology O. It is defined as the reciprocal of the number of vertex
lists:

1

o
nf0 =——, (5)
Yoo

where N Vio represents the number of vertex lists containing concept i in ontology O.

Step 3. Similarity estimation of two vertex lists: As the Figure 5 shows, the pairwise similarity
of two vertex lists for the target ontology and benchmark ontology can be obtained using the

Needleman/Wunsch techniques as described in the following steps:

1. Initialization: Create a matrix with m+1 columns and n+1 rows, where m and n are the
numbers of nodes in the vertex lists of the target ontology and benchmark ontology,
respectively. The first row and first column of the matrix can both be initially set to 0. That
is,

Sim(m,n)=0, if m=0 or n=0. (6)
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Szm( W74
Sim( VI, VI, Sim{ V2,11
W1B n | I | nf EENR ng

Figure 5. Pairwise similarity between the target ontology and benchmark ontology

2. Matrix filling: Assign values to the remaining elements in the matrix according to the
following equation:

] 1 T B, . T, B,
Sim(m—-1,n-1)+ E (n me1 T ”fn_Jl )X Simjexicon (le—l Vol )’
| 1 . »
Sim(V,,{” , VnB/ ) = max Sim(m—1,n)+ 5 (n ”];"_1 + nan/ )x SiMypricon (Vrz::—l 5 VnB/ \J, @)

1 ) ) )
Sim(m,n—1)+ 5 (nj,,z;’ +n f_’l j X St jpyicon (VW];' s VnB_’1 j

There are some synonyms belonging to the same concept in one vertex. Thus, the lexical

similarity can be defined as

Synonyms defined in Vn?—l and Van

. T, B,
Slmlexicon (Vm‘—l P Vn ! ) = T 31 ®)
‘Synonyms definedinV, ", orV,”

. . . . . . 1B
3. Traceback: Determine the actual alignment with the maximum score, Sim( an V)
therefore, the pairwise similarity is defined as follows:

SimlyLT VLB )= max Sim(V,ﬁ N ) ©)

m.n

Step 4. Pairwise similarity matrix estimation: The pairwise similarity matrix is obtained after
P Xq iterations using the vertex list similarity defined in Step3. p and g are the numbers of
vertex lists for the target ontology and benchmark ontology, respectively. Each element of the

pairwise similarity matrix in Equation (10) is obtained from Equation (9):
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Sim(VLlT, viB ) Sim(VLIT VLY )
PSM(O7,0p)= : : . (10)
) T 7B) o T 7B
Szm(VLp,VLl ) Slm(VLp,VLq) g
Step 5. Evaluation of the taxonomic hierarchy: The total similarity between the target ontology

and benchmark ontology, defined as the average similarity of all the vertex lists, is estimated as
follows:

. 1 & N —
Sim gxonomic (OT N ) =—> max\Sim\VL; , VLj (11)
P i=11<j<q

3.1.2 Evaluation of non-taxonomic relations

Some relations defined in the ontology are non-taxonomic such as synonyms. In fact, lexical
similarity is applied to measure the conceptual similarity. Lexical similarity is computed using

the following equation:

‘Words definedin " and VtB’

. T B.
Slmlexicon(Vs i Vt /) (12)

‘Words definedin V" or Vth

Therefore, evaluation of all of the whole non-taxonomic relations is performed according to the

following equation:

. 1 P 9 . T B,
Slmnon—taxonomic (OT > OB ) = Z Z Z Z Slmlexicon Vs i Vt * (13)
PXqi=1j=1s ¢t

3.1.3 Evaluation results

Using the benchmark ontology and evaluation metrics described in the previous sections, we
obtained the evaluation results shown in Table 1. The matching ratios between the constructed
ontology and benchmark ontology were 57% and 68% for taxonomic and non-taxonomic
relations, respectively. From the experimental results, the following phenomena were
discovered: first, the number of words mapped to the same concept in the upper layer of the
ontology was larger than that in the lower layer because the terminology usually appeared in
the lower layer. Owing to the lack of an authoritative benchmark, the metrics could not
provide an ideal measure. The main weakness was the difference between the target and
benchmark ontologies, especially the terminology used. Introducing concept or word

frequency measures may lead to a significant improvement.
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Table 1. Matching ratio between the target ontology and benchmark ontology

Taxonomic relation matching ratio 57%

Non-Taxonomic relation matching ratio 68%

3.2 Evaluation of domain application

To assess the performance of the ontology, a cross-language medical domain web-mining
system was implemented. For domain concept extraction, a corpus was collected from several
websites. A total of 2,322 web pages were collected as a medical domain corpus, and 8,133
web pages as a contrastive domain corpus. Besides the training corpus, 1,212 web pages
different from the training sets and the test queries were also collected for the purpose of
system evaluation. Forty users, who did not take part in system development, were asked to
provide a set of queries given the collected web pages. After post-processing was performed,
the duplicate queries and the queries that were out of the medical domain were removed.

Finally, 3,207 test queries using natural language were obtained.

The baseline system is based on the Vector-Space Model (VSM). That is, a sequence of
words is treated as a bag of words regardless of the word order. For a word sequence from a
user’s input, ¢ = {q,,q,, """ q,} . and a word sequence in a web page,d = {d,,d,,"---d },
the similarity is defined as the cosine function as follows:

1.diq;
Jxnd? xJz”ql

where D, is the i-th document in the web page and g is the user’s query. This approach to key

Simygy (D, q)=cos(d,q)= (14)

term expansion based on a synonym set is also adopted in the baseline system.

The conceptual relations and axioms defined in the medical ontology were integrated into
the baseline as the ontology-based system. The medical web search engine was developed
based on the constructed medical domain ontology consists of a relation inference module and
axiom inference module. The functions of and techniques used with these modules are

described in the following.

3.2.1 Relation inference module

For semantic representation, traditionally, keyword-based systems face two problems. First,
ambiguity usually results from the polysemy of words. The domain ontology gives clear
descriptions of the concepts. In addition, not all of the synonyms of a word should be
expanded without any constraints being applied. Secondly, the relations between the concepts
should be expanded and weighted in order to include more semantic information for semantic

inferences. We treat each user’s input and the content of a web page as a sequence of words.
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The similarity between an input query and a web page is defined as the similarity between the

two bags of words based on key concepts in the ontology [Yeh et al. 2004].

Sim elation (Di > q) = SiM ejation (d’ q) = SiM elation (dl dosdpq1,92,-- 9 )
1 d; and g, areidentical

K L
2 Z(

1 . .
_”J d; and g, are hypernymsand r is the number of levelsin between
k=1l=1

2 (15)

2
K L 1
> [l - _fJ d; and g; aresynonymsand ¢ is the number of their common concepts
k=l=1\ 2

0 Other

3.2.2 Axiom inference module

LR}

Some axioms, such as “result in” and “result from,” that are expected to affect the
performance of a web search system in a medical domain are defined in order to describe the
relationships between syndromes and diseases. We collected data about syndromes and
diseases from a medical encyclopedia and tagged the diseases with three levels according to
their frequency of occurrence and tagged syndromes with four levels according to their
significance with respect to a specific disease. The “result in” relation score is defined as
RI(D,,q) if a disease occurs in the input query and its corresponding syndromes appear in
the web page. Similarly, if a syndrome occurs in the input query and its corresponding disease
appears in the web page, the “result from” relation score is defined as RF(D,,q) . The relation

score is estimated as described in [Yeh et al. 2004]:

Axiom(D,- , q) = max{R[(Dl- ,q), RF(D;, q)}
= max{RI(dy,dy,...d . 1,20 G ) RE(dy,dasnd .41, d20q7)) (16)
P.R P.R
> RI N RF
:max{ Ddprs Xdp },
p=Lr=l1 p=1r=l1
RI _

pr
d , - Similarly, a®f =1/2"7if syndrome d , results from disease ¢, and d , s the top-n

where a 1/2"" if disease d]7 results in syndrome ¢, and g, is the top-n feature of

pr
feature of g, . The similarity between the i-th web page and query g is defined as

Axiom(D; , q)

m(Diq) (7
> Axiom(D;, q)

Sim gxiom (Di > Q) =
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3.2.3 Weight determination using the 11-avgP score
The medical domain web search system is modelled using a linear combination of a relational
inference model and axiom inference model. The normalized weight factor, & , is employed
for the purpose of concept expansion as follows:

Sim(D;.q) = (1= @)Sim eiarion (Di - 4) + @ % Sim o (D). (18)

An experiment was conducted to evaluate the estimation of the combination weights for each
model. The results are shown in Figure 6. A performance measure called 11-AvgP [Eichmann
and Srinivasan 1998] was used to summarize the precision and recall rates. The best 11-AvgP

score was obtained when the weight « was set to 0.428.

0.7

0.66 -

0.62 -

11-avgP score

0.58

0.54
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

o
Figure 6. The 11-avgP score with different values of a

3.2.4 Evaluation of different inference modules

In the following experiments, web pages were separately evaluated by focusing on one
inference module based on the domain-specific ontology at a time. That is, the mixture weight
was set to 1 for one inference module, and the other weight was set to 0 in each evaluation.
For comparison purposes, the keyword-based VSM approach and the ontology-based system
were also evaluated, and the results are shown in Figure 7. The precision and recall rates were
used as the evaluation measures. The ontology-based approach combines of concept
inferences and axiom inferences as described in the previous sections. The results shown in

Table 2 reveal that the ontology-based system outperformed the baseline system in synonym
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expansion. Instead of keywords, the concepts defined in the ontology play an important role in
term expansion for a specific domain. In addition, relation axioms are important and can be
effectively used in domain applications; that is to say, the inference axioms provide semantic
relationships between words.

100

S
2
©
S
c
i)
L
[&]
(&)
—_
o 30 + —&—Ontology based
—#—Baseline+ relation inference module
20 —A—Baseline+ axiom inference module
Baseline
10
0
0 10 20 30 40 50 60 70 80 90 100

Recall rate (%)

Figure 7. The precision rates and recall rates achieved with the proposed method
and the baseline system

Table 2. Precision rates (%) at the 11-point recall level

Recall Level 0 1 2 3 4 5 6 .7 8 9 1

Baseline system
(Precision)

Ontology based g7 g5 g5 77 73 71 68 62 51 40 32
(Precision)

78 73 68 65 60 52 38 30 21 15 11
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4. CONCLUSIONS

A novel approach to automated ontology alignment and domain ontology extraction from two
knowledge bases has been presented in this paper. In this study, a bilingual ontology has been
developed from two well established knowledge bases, WordNet and HowNet, based on the
co-occurrence of words in a parallel bilingual corpus. A domain-dependent ontology has been
further extracted from the universal ontology using the island-driven algorithm and a domain
corpus as well as a contrastive corpus. In addition, domain-specific terms and axioms have
also been added to the domain ontology. A metric based on the similarity measure for
ontology evaluation has also been proposed. The experimental results show that the proposed
approach can extract an aligned bilingual domain-specific ontology which mostly coincides
with a corresponding manually designed ontology. We have also applied the obtained
domain-specific ontology to web page search in a medical domain. The experimental results

show that the proposed approach outperformed the synonym expansion approach.
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Abstract

Main verb identification is the task of automatically identifying the predicate-verb
in a sentence. It is useful for many applications in Chinese Natural Language
Processing. Although most studies have focused on the model used to identify the
main verb, the definition of the main verb should not be overlooked. In our
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resolved since they haven’t been well discussed in previous works. Thus, the first
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an approach to realizing main verb identification based on the use of chunk
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propose new local and contextual features for main verb identification. According
to our specification, we annotate a corpus and then use a Support Vector Machine
(SVM) to integrate all the features we propose. Our model, which was trained on
our annotated corpus, achieved a promising F score of 92.8%. Furthermore, we
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1. Introduction

The main verb is the verb corresponding to the main predicate-verb in a sentence. Our task is
to identify the main verb of the sentence, which is a critical problem in natural language
processing areas. It is a prerequisite for diverse applications such as dependency parsing
[Zhou 1999], sentence pattern identification [Luo 1995], Chinese sentence breaker, and so on.

Unlike western languages, Chinese grammar has little inflection information. Chinese
verbs appear in the same form no matter whether they are used as nouns, adjectives, or
adverbs. Below are some examples®.

Example 1
{4 /r(tal) % /d(shenl) H /v(de2) %" % /n(xue2shengl) [ /u(de) Ei %
/vn(xi3ai4) - /ww
(He is deeply loved by his students.)

Example 2
= Z - I /n(xianglzhendqi3yed) ﬁﬂ /d(doul) L /d(hen3) B =
[v(shengSxing2) - /ww
(The Township Enterprises are very popular.)

Example 3
& 7 /d(hao2bu4) B 4% /v(fangdsongl) 7 /u(de) ZF 2 /v(jidxud) HE A
/v(tuiljin4) #'v*/n(dang3fengl) Hi*/n(lian2zheng4) & i%/vn(jiandshed) >

ww

(Never relaxedly advance the cultivation of party conduct and construction of

a clean government.)

In the Example 1 sentence, the word in bold, “Fi %7 (love), is a verbal noun. In the Example 2
sentence, “%7 (7> (popular) is modified by “i5l” (very), so it functions as an adjective. In the
Example 3 sentence, “Hf2” (relax) is followed by “P4” (de)’, so “K#~” functions as an

adverbial. Thus, if one wants to identify the main verb in a Chinese sentence, one faces a more

2 If not specially pointed out, the following examples come from the PK corpus, which was released by
the Institute of Computational Linguistics, Peking University, and is available at http://icl.pku.edu.cn/
icl_groups/corpus/dwldform1.asp. The corpus contains one month of data from People's Daily
(January 1998). It has been both word segmented and part-of-speech tagged. “/r”, “/v” etc. are the
part-of-speech tags. “/ww” denotes the end of the sentences.

3 In Chinese, “#37(de) is used after an adjective or phrase to form an adverbial adjunct before the verb.
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difficult task than in an English sentence since one cannot use morphological forms as clues.
The second characteristic of Chinese verbs is that they have no specific syntactic function.
Verbs can be used as subjects, predicates, objects, adverbial modifiers, or complements. So
there are occasions when verbs are used consecutively. This can be shown by the following

examples.

Example 4
EEF2/v(zhuan3yi2) 7/d(bud) £~ /v(deng3yu2) ’?’;’fﬁ/v(valsuol) o [ww
(Shifting does not mean compressing.)

Example 5
%%t /m(dadduolshud) * /n(ren2) Ri/d(gengd) & Af/v(fan3duid) L
[v(ti2qian2) {5 /v(ju3xing2) A¥F/v'(dadxuan3) - /ww
(Most people were opposed to holding the election ahead of time.)

Example 6

B [* /v(edhuad) Y /u(de) % 7% /n(jinglji4) B Z[] /v(de2daod) &% F
|
[v(gai3shand4) - /ww

(The deteriorated economy was improved.)

In the above three sentences, the verb “f£72” (shift) is used as the subject. Verbs like “Z™ 7
(mean), “**f” (oppose), and “#H Z[|” (get) are used as predicate-verbs. /% éﬁ’ (compress),
“H§j” (ahead of time), “%¢ = (hold), “¥E” (election), and “E"T?, ” (improve) are used as

objects. “3s? (deteriorate) is used as an adjective modifier. Note that in Example 5, four

verbs are used consecutively.

Therefore, the essence of the main verb identification problem is to identify the main
verb among several verbs in a sentence that have no inflections at all, which is determined by

the characteristics of Chinese grammar.

Although the lack of regular morphological tense markers renders main verb
identification complicated, finding the main verb cannot be bypassed since it plays a central
role in Chinese grammar [Lv 1980]. For example, suppose one is building a sentence pattern
identification system. There are several reasons why we should identify the main verb first.

* In our corpus annotation, we tend to follow the annotation of the Peking Corpus and try to set aside
part-of-speech annotation, which still needs discussion among researchers. For example, some
researchers may argue that “*-%F(da4xuan3)” should be annotated as a noun. Since the original
annotation of “*~¥” in the Peking corpus is “/v”, we have not revised its part-of-speech tag to “/n”.
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® [t has been shown that most sentences have verbs as predicates. So once the verb-predicate
sentence pattern has been analyzed, almost all the sentence patterns can be analyzed [Lv et
al. 1999]. Our investigation on the annotated corpus also produced the same results for

Wu’s assertion as reported in [Lv et al. 1999] (see section 3.3 for the reference).

® A sentence pattern identification system generally needs to identify the subject, object,
adverbial modifier, and complement. All these syntactic parts are related to the main verb
[Luo 1995].

® Many sentence patterns are embodied by a set of verbs. By identifying these main verbs
first, we can classify the sentence patterns. For example, in the pivotal sentence, the main
verbs tend to be “ff{i”” (shi3, have (sb. to do sth.)), “1E* (rang4, let), “fL[” (jiao4, ask), “iﬁ”
(qing3, invite), “YF” (pai4, send) etc. Another example is a sentence that has a clause as its
object; in this case verbs such as “hif” (juedde2, feel), “?I/J 5” (xilwang4, hope), “i* >
(rendwei2, think), “kL” (shi4, be) are more likely to be main verbs.

The points mentioned above are particularly related to Chinese sentence pattern identification,
but analogous arguments can easily be made for other applications. See for example, the
discussion in [Zhou 1999] about the subject-verb and object-verb dependency relations and

section 6 with regard to the Chinese Sentence Breaker.

Recently researchers have arrived at a consensus that large annotated corpora are useful
for applying machine learning approaches to solve different NLP problems. When
constructing a large corpus, such as the Penn TreeBank [Xia et al. 2000; Marcus et al. 1993]
or Chinese chunking [Li et al. 2004], the design of the specification is the basis part of the
work. With this idea in mind, we propose the use of main verb specification to cover the
various linguistic phenomena and provide a mechanism to ensure that the inter-annotator
consistency is as high as possible. The second motivation of our new specification is as
follows: The definition problem involved in automatically identifying the main verb from the
computational point of view has not been tackled in detail. To our knowledge, only Luo [1995]
has studied a relatively simple definition. Since there has not been sufficient discussion of the
specification of main verb, it is difficult to push the research of main verbs forward. Finally,
while we were designing our specification, we found that there exist different complicated
cases with respect to main verb definition (see section 3.2.3 for details). Thus, the first step in
our work was to devolop a more clear definition of a main verb and tries to investigate its

ambiguities. This was the real foundation of our work.

Previous studies focused on exploring different statistical and heuristic features in order
to identify predicates. Heuristic rules [Luo 1995] and statistical methods like the Decision
Tree [Sui and Yu 1998b] have been used to identify predicates. But they either use one of the

methods or just use them separately [Gong et al. 2003]. We believe it is better to combine the
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heuristic and statistical features together. In this paper, we treat the Main Verb Identification
(MVI) task as a binary classification problem of determining whether the VP is the MVP or
not. We define the main VP (MVP) as the VP chunk in which the head word is the main verb.
Here, a verb chunk, VP, is composed of a head verb with its pre-modifier or the following
verb-particles, which form a morphologically derived word sequence [Li et al. 2004]. The
head word of the VP is the verb that dominates the VP. For example, if the main verb is “i%
[p1” (fan3hui2, return), then the chunk “#Efd/d [nl/v” (lian2mang? fan3hui2, immediately
return) is the MVP, in which the head verb is “%[fi”. We can have a one-to-one mapping
between main verbs and MVPs. Therefore, identifying the main verb is equal to identifying
the MVP with additional available chunking information. So in the following, “MVP

Identification” and “Main Verb Identification” are interchangeable.

We employ one of the most successful machine learning approaches, the Support Vector
Machine (SVM), as the classifier. Our method combines lexicalized knowledge with statistical
information. We evaluated the performance of our MVI system on the PK corpus, which is an
annotated test set. The MVP recall and precision rates reached 92.1% and 93.6% respectively.

The main aspects of our research are as follows:

® We investigated in detail the distribution of simple sentence structure and main verbs.
After that, we tried to develop our specification and conducted a pilot study on the

complicated aspects of the main verb definition.

® Because shallow parsing provides useful information such as chunks and chunk type
information, we propose conducting MVI on the results of chunking [Li ez al. 2004]. Our
experiments show the MVI performance based on chunking is better than that of
part-of-speech.

® We propose new features based on careful observations of the training corpus. The
features are divided into two categories, local and contextual features. Among them, VP
position, VP length, Probability of head verbs being MVPs, and Anti-patterns are all new
features that we propose. Although they are simple, they work well in MVI.

The rest of the paper is structured as follows. Section 2 presents related works. Section 3
describes in detail the specification of the main verb and how the MVI is handled by our
approach. Section 4 gives experimental results. Section 5 presents error analysis and
discussion. Section 6 presents an application of main verb identification, the Chinese Sentence

Breaker. Finally, we draw conclusions and suggest future work in section 7.

2. Related Works

The Chinese language is a typical SVO sequence language, in which ‘V’ is the main verb in

the sentence [Jin and Bai 2003]. The problem of main verb identification has been studied
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extensively by Chinese linguists for a long while [Lv 1980; Ding et al. 1961; Zhang 1982;
Huang 1987; Fan 1995; Liu ef al. 2002]. Since the definition of the main verb is related to
different verb-predicate sentence patterns, linguists usually describe the different kinds of

main verbs in the context of verb-predicate sentence patterns.

[Liu et al. 2002] divided verb-predicate sentences into five types: predicates that (1) take
no object, (2) take a single object, (3) take double objects, (4) include an adverbial modifier,
or (5) include complements. Based on this classification scheme, seven specific verb-predicate
sentence patterns were also proposed and discussed individually, including “f£L” (shi4, to be)

sentences, “F|” (you3, have) sentences, series-verb sentences, pivotal sentences, existential

sentences, “}°1” (ba3) sentences, and “¥L” (beid, passive voice) sentences’.

[Fan 1995] introduced a verb-predicate sentence pattern framework that includes seven
subdivided sentence patterns, which overlap with Liu’s classification. For example, SV
(Subject-Verb), SVO (Subject-Verb-Object), SZV (Subject-Adverbial -Verb), and SVB
(Subject-Verb-Complement) patterns in Fan’s framework are similar to (1), (2), (4), and (5) in
Liu’s work. Other sentence patterns include SVL (Subject-Coordination), SCT
(Subject-Series-Verb), and SVD (Subject-Duplicate-Verb). Detailed information can be found
in his book. The reader should be aware that an SVL like “[Y— i#E-— 7212 (He talks while
walking) or “ZY "] 5127 » 5d” (We love both our motherland and our people) is equivalent
to a series-verb instead of a sentence with verb-coordination in our definition (see section 3.1
for details). Fan’s and Liu’s works differ in that Fan tries to incorporate more sentence
patterns into a single framework. For example, Fan further subdivides SZV into eight specific
verb-predicate sentence patterns, like “¥L” (beid, passive voice) sentences, “{fi” (shi3, let)
sentences, “*[” (cong2, from) sentences, etc. Fan also further subdivides SVB into seven

99 ¢

constructions, like the “verb-resultative construction,” “verb-fH construction,” etc.

A particular feature of Huang’s work [1987] is the examples he provides from real texts.

The sentence patterns listed in his work are similar to those in [Liu et al. 2002].

[Zhang 1982] divided verb-predicate sentences into eleven types: verb sentences,
verb-object phrase sentences, verb-compliment phrase sentences, modifier-verb phrase
sentences, series-verb phrase sentences, pivot-verb phrase sentences, series-verb combined
with pivot-verb phrase sentences, “J2I” sentences, “¥l:” sentences, the negative form of
verb-predicate sentences and the interrogative form of verb-predicate sentences. Similar to
[Liu et al. 2002] and [Fan 1995], Zhang regards the adverbial-modifier as the basis for
subdividing the verb-predicate sentence pattern. However, the author in [Lv 1980] did not use
this kind of basis for classification. In addition, unlike [Lv 1980] and [Liu et al. 2002], Zhang

3 “hL”(shi4, to be), “?J”(you3, have), “41”(ba3, ba), and “¥L”(bei4, passive voice) sentences are
Chinese sentences which contain the above words.
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uses the whole verb-object phrase, the verb-complement phrase, and the modifier-verb phrase
to subdivide the verb-predicate. However, in our specification, longer phrases or whole
phrases, such as whole verb-object phrases, are recursively defined. This categorization
scheme cannot be used to subdivide our verb-predicate sentence pattern since a shallow parser

cannot provide such information.

The findings in [Lv 1980] were the earliest and most widely ones accepted by other
linguists. According to the different sentence structures, the author in [Lv 1980] introduced 13

types of verb-predicate sentence patterns. See Table 1.

Table 1. Verb-predicate sentence patterns in [Lv]

1. Transitive Verb Sentence

2. Intransitive Verb Sentence

3. Double Object Sentence

4. A sentence whose object is a verb
5. A sentence whose object is a clause
6. A sentence whose object is number
7. A sentence whose object is placed before the predicate
8. ‘41 (ba3)” Sentence

9. Passive Voice Sentence

10. Complement Sentence

11. Existential Sentence

12. Series Verb Sentence

13. Pivotal Sentence

Transitive Verb Sentence

Subject Adverbial | Verb Accusative | Non Accusative | Auxiliary
modifier Object Ojbect
A [P i | Fod W7
1 fEbeL Yk
oy o = £ ﬂ =7 P’E"' ?
I BT fz A o
B IR Rt 150
§ e Ea*b il o1
ik b Higd
R [, |

Figure 1. One example of a verb-predicate sentence pattern

For each type of the sentence, for example the Transitive Verb Sentence shown in Figure 1,
the author of [Lv 1980] provides the predicate in the sentence pattern.
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From the above discussion, we can conclude that when linguists describe and further
subdivide verb-predicate sentences, an important basis of their work is the object of the
predicate. For example, among the thirteen kinds of verb predicates in [Lv 1980], the first
eight kinds of sentence patterns are subdivided according to the type of object. However, our
work is different from theirs because we pay closer attention to main verb types in
verb-predicate sentences than to object types. The reason for this is shown in the following

example.

[MVP 3] #1/v(tonglzhil, inform)][NP [ {]/r(talmen2, them)][VP [& &
/v(zhun3beid, prepare for)][[MP = /m(sanl, three) =-/n(tianl, days)] f/u(de)
[NP T fl/n(ganlliang2, solid food)] - /ww

See the above example cited from [Meng ef al. 2003]. In this example, the sentence is
explained as being a pivotal sentence like a) in [Meng et al. 2003]. Obviously the above
sentence takes more than one parse, such as b), c¢), and d), if syntactic information only is
available.

a) Pivotal sentence:  [Piv-O [4{]] [Piv-V 5] = = py T L

Note: “f1{"]” is the pivotal object, which acts as both the object of “jij*]"” and the
subject of “J& &7,
b) Series verb: [Object f4{"]][2nd-V 1E&] = = pv TR
Note: “3f]#1” and “I€ & are two series verbs. “{*{"]” acts as the object of 3] *I”.
c) Clause as object:  [Object 4] 1 = = [y T
Note: The whole clause “[* [ [{f & = =iy A acts as the object of “3p|#1”.
d) Double objects:  [Objl f4{]][Obj2 1E& = = fv T
Note: “fi]*” takes double objects including “f*J{"]” and “J& &7 = = fiu-1 .

Since it is hard to employ consistent annotation in such sentences and we prefer that our
annotation be theoretically neutral, in our specification, we subdivide a verb-predicate
sentence into four types, including simple verb-predicate sentences, series-verb sentences,
pivotal sentences, and sentences with verb-coordination, instead of using the objects of their
predicates.

The Chinese Penn TreeBank (CTB) is a large-scale bracketed corpus of hand-parsed
sentences in Chinese [Xia et al. 2000; Xue and Xia 2000]. The annotation of the Chinese Penn
Treebank is more complete because they annotate everything, whereas currently we only
annotate verb predicates. Compared with the “Guideline for Bracketing in the Chinese Penn
TreeBank” [Xue and Xia 2000], our specification is different in that the goal of the CTB is to



Chinese Main Verb Identification: From Specification to Realization 61

annotate linguistically-standard and non-controversial parse trees, while the goal of our MVP
annotation is based on chunking which is relatively easily parseable. For this reason, the
guideline of CTB is not entirely identical to our specification. Other differences are listed as

follows.

® The annotation of CTB is based on sentences that end with periods, exclamation
marks, or question marks. Our specification defines the main verbs of Chinese simple

sentences (see section 3.2.1 for the reference).

® Since we only focus on the output of chunking instead of whole parsed trees as in
CTB, the MVP in our specification is a verb chunk with the main verb, while the
predicate in CTB may be a whole phrase. For example, in CTB, we have the

following:

(IP (NP-PN-SBJ (NR 7k= zhanglsanl, Zhangsan))
(VP (VV i yinglgail, should)
(VP (VV £ canljial, join)
(NP-OBJ (NN £ i hui4yi4, meeting)))))

“In the above example, the lowest level VP (VP 2 [15 1Y) is the predicate,” whereas
based on our parsed chunk results, [VP "ij/v Z3[I/v] is annotated as an MVP in

this sentence according to our specification.

® In CTB, “...a VP is always a predicate, -PRD is assumed......” However, in our
specification, we only tag the main verb, that is, the verb corresponding to the main
predicate-verb in the sentence. This annotation scheme is consistent to the sentence

analysis methodology of Chinese linguists [Lv 1980].

® (CTB also tags non-verbal predicates, such as ADJP/NP etc. In our specification, we

don’t consider this case since our focus is verb-predicate sentences.

Linguists provide a grammatical view of Chinese sentences by analyzing them.
Identifying the main verb automatically is a task faced by many computational linguists. Most
of their works have focused on the identification process instead of on the definition of the
main verb. Previous works on MVI can be grouped into three categories: heuristic methods
[Luo 1995; Sui and Yu 1998a]; statistical methods [Chen and Shi 1997; Sui and Yu 1998b];
first heuristic and then statistical methods [Gong ef al. 2003].

Heuristic methods were introduced in the early stage of MVI research. Some proposed

approaches depend on linguists’ knowledge; for example, Luo [1995] used hand-crafted rules

to identify predicates. The rules are related to auxiliary words, such as “f*J(de)” or “#(de)”,
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or to numerical or temporal words. Other approaches employ a bilingual corpus to extract
rules, for example, Sui and Yu’s [1998a] method. However a bilingual corpus is not always

available.

Statistic methods were proposed in [Chen and Shi 1997] and [Sui and Yu 1998b]. Both of
these works are based on verb sub-categorization information. But their categorization
frameworks are different. Chen and Shi’s work [1997] uses only part-of-speech information to
decide on the main verb. Sui and Yu [1998b] use not only sub-categorized part-of-speech
information but also lexicalized context information, such as “fiV”. Both static and the context

features are integrated into a decision tree model.

[Gong et al. 2003] first used rules to filter quasi-predicates. The features used include the
part-of-speech of the quasi-predicate, the contextual part-of-speech, and the contextual words
like “f”. Then each feature’s weight is calculated from training data. The combined weights

are used to determine the predicates in the sentences.

The works noted above except that in [Chen and Shi 1997] presume that the sentence
boundary has been given. All of them detect predicates in simple sentences. However, they
have a deficiency in that in real text, the sentence boundaries are not provided naturally.
Another difference is that the above works identify verb predicates, nominal predicates and
adjective predicates. In our work, we focus on verb-predicate since both previous [Lv et al.
1999] and our own observations show that the sentences with verb-predicates make up the

most part in corpus.

Another point is that some of the above works use correct verb sub-categorization
information as input [Chen and Shi 1997; Sui and Yu 1998b]. They do not provide main verb
identification evaluation results, where verb sub-categorization needs to be done automatically
as a preprocessing step performed on raw text. Although the task of verb sub-categorization
has long been studied in the Chinese community, the performance achieved has not been
satisfactory. Thus in our work, we make use of more reliable knowledge; for example, we will
provide a closed set of specific verbs whose objects can include multiple clauses, rather than

sub-categorization information in general.

Finally, it is difficult to compare our results with the results of related works because the
test corpora used may be quite different and there are also some differences in the definitions
of the main verb. Thus, we hope that our introduction of a clear specification and corpus for

main verb identification will enable future researchers to compare their results with ours.
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3. Our Solution

3.1 Motivation for Developing Another Type of Specification

One reason for designing a specification is to ensure consistency of the corpus. In the

“guideline of bracketing the Chinese”, Xue and Xia [2000] explain this issue as follows:

“Without doubt, consistency is one of the most important considerations in designing the
corpus. . . .Many things can be done to ensure consistency, one of them is to make sure that
the guidelines are clear, specific and consistent. . . .We also try to ensure that the

2

guidelines cover all the possible structures that are likely to occur in the corpus.

The above description indicates that a clear and wide coverage specification will ensure
consistency of the annotated corpus. However, such a specification is not available publicly
for main verb identification. To our knowledge, Luo [1995] was the first and the only one to
propose a relatively simple definition. There are several deficiencies, however, in his
specification. First, the definition is based on verb sub-categorization, which has been long
criticized by linguistic community. Secondly, some parts of the definition are relatively simple
and unclear. For example, “the verbs that have the subcategorized part-of-speech vgo or vgs
etc. will be main verb in general cases; the verbs that have the part-of-speech vgn or vgv etc.
will be main verbs in some cases or the modifiers of predicate-verb in other cases.” But the
author does not explain in which cases this assertion is true. Finally the proposed verb analysis
using rules of exclusion does not cover some commonly used sentence patterns, such as

series-verb sentences or verb-coordination sentences.
Thus, we propose another type of specification with the following characteristics.

® In order to ensure that the most important syntactic relations are covered, we base our main

verb definition on various verb-predicate sentences.

®  For specific purposes, our definition makes use of more reliable knowledge, such as a
closed set of certain verbs whose objects can include multiple clauses rather than

sub-categorization information in general.

® To deal with ambiguous syntactic constructions, we adopt a scheme in which we preserve
the basic information and make the structures easily converted to structures following other
annotation scheme. A similar scheme was used in [Xia ef a./ 2000] and [Lai and Huang
2000].

® A lot of different complicated cases are studied, and the findings help make the

specification’s description clearer.
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3.2 Design Specification

In this paper, we propose to define the main verb based on a simple sentence structure for the

following reasons.

® A simple sentence is a sentence with only one predicate, and in our definition each
predicate includes only one main verb if any. This guarantees that the main verb will have a

unique operational definition.

® Chinese linguists have provided simple sentence structures in details, which have less
disagreement between them. Since main verbs are related to simple sentence structures, we
suppose there will be less disagreement in main verb definition with the help of simple
sentence structures.

Because our annotation is based on a simple sentence, we firstly define the simple sentence
and then the predicate, especially the predicate-verb if one exists, of each simple sentence.
Then, we discuss in detail on the complicated aspects of our spec design and corpus
annotation. This discussion will help to uncover the difficult point of the main verb

identification.

3.2.1 Sentence Definition

Chinese sentences are of two types: simple sentences and complex sentences. The boxes above
the dashed line in Figure 2 show the widely accepted sentence pattern classification [Lv 1980;
Ding et al. 1961]. In our specification, since we pay more attention to main verb types in
verb-predicate sentences instead of object types, we subdivide verb-predicate sentences into

four types as shown below the dashed line in Figure 2.

Definition 1:
A simple sentence is a sentence with only one predicate-verb.

The predicate of a simple sentence can be a verb, an adjective, a noun, or a subject-predicate in
Chinese [Liu et al. 2002]. Accordingly, simple sentences are categorized as verb-predicate,
adjective-predicate, noun-predicate and subject-predicate sentences, respectively. Here, a
subject-predicate sentence has a subject-predicate phrase as its predicate. For example, in the
sentence “ {4 (tal) '+ =" (dudzil) vk (teng2)” (He has a stomach-ache), “H~"vk” is a
subject-predicate phrase acting as the predicate, while “{*4” is the subject of the sentence. In our

specification, we only focus on simple sentences with verb-predicates.
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Sentence
Complex Sentence Simple Sentence
Verb Adj. Noun Subject
predicat predicate predicate predicate

________________________ +________________________________________
| |

Slmple Series Pivotal Verb-coordina
verb-predicate verb sentence tion predicate
sentence sentence

Figure 2. Sentence pattern classification

Definition 2:

A complex sentence is made up of two or more simple sentences. The simple sentences in one

complex sentence can not be included each other.
Definition 3:

In a complex sentence, each sub-sentence is a sentence, which can be either a complex sentence

or a simple sentence.

Another related topic that should be introduced is punctuation at the end of sentence. In

general, “ | ?| ! | ; 7 are punctuation used at the end of a sentence in Chinese. Sometimes “
|1 |——]+” can also be seen as the end of a sentence if it has the main verb. See example 31 in

section 6.

3.2.2 Main Verb Definition

Definition 4:

The main verb is the predicate-verb, if one exists, in a simple sentence. It corresponds to a tensed
verb in English.

In this paper, we will only discuss the main verb in a verb-predicate sentence. Each
verb-predicate sentence contains only one main verb, which is the predicate-verb of the

sentence. Verb-predicate sentences can be classified into four types shown in Figure 2. Some

examples of verb-predicate sentences are shown below.



66 Bing-Gong Ding et al.

Example 7 (simple verb-predicate sentence)
[NP JK/nr(zhangl) 5= [fy/nr(xiao3wei3)] [VP S¥/ad(jianljue2) 7/d(bud)
I%/v(shoul)] - /ww®

(Zhang xiaowei resolutely refused to accept. )

Example 8 (pivotal sentence)

[VP_7i/d(bid4xul) */d(xianl) i??/v(qing?»)] [NP 9} [E5l/n(waidguo2) 7
% /n(zhuanljial)] [VP 1Z%/v(yundxing2)] [VP *“FTFF:,'/V(guan3li3)] o JWw

([One] must first invite the foreign expert to run and manage [it].)

Example 9 (series-verb sentence)
[NP fk/nr(zhangl) [b= ff;/nr(xiao3wei3)]_[VP # fit /d(lian2mang2) 55[!:['
/v(fan3hui2)] [NP ~/a(da4) -]<¥&i/n(shui3tan2) 12/n(bianl)] [VP Z /v(qud)
5 /v(zhao3)] - /ww

(Zhang xiaowei immediately returned to the big puddle to search for [it])
Example 10 (sentences with verb-coordination predicate)

[NP % fij/n(jiaoltongl) EFHi/vn(zhaodshi4)] [SP ’F‘,/f(hou4)] /w [NP BFH\
/vn(zhaodshi4) il I /n(siljil)] [VP_[Y 3 /v(weidzaod)] ~ /w [VP 17
/v(po4huaid)] [SP JiEy/s(xiandchang3)] - /ww

(After the traffic accident, the trouble-making driver falsified and destroyed

the scene.)

In the above examples, the main verb in each sentence has been underlined. Without
doubt, in simple verb-predicate sentences, the main verb is the predicate verb. In a series-verb
sentence, a pivotal sentence, or a sentence with a verb-coordination predicate, the first

predicate-verb of that construction is defined as the main verb of the sentence.

A serious concern with main verb definitions is the treatment of different syntactic
constructions in different researchers’ works. For instance, there is another point of view that
both of the verbs in a verb-coordination sentence can be main verbs. However since there exist
different levels of verb coordination, such as word level, phrasal level, and even clause level
coordination [Xue and Xia 2000], we adopt a scheme similar to that used in [Lai and Huang
2000; Xia et al. 2000]. What we do is label the first verb as the main verb, preserve the VP
information, and leave deeper analysis of verb-coordination for future work. From another

point of view, it is easier to convert our annotation to other specifications with the preserved

% Chunks tags here are annotated according to our chunk spec [Li ef al. 2004].
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information.

3.2.3 Complicated Cases in Main Verb Annotation

Sentences in running text are complicated. To maintain inter-annotator consistency during
corpus annotation, we not only perform cross-validation but also examine the phenomena that
appear in our corpus annotation. This helps us to understand the problem of main verb

identification. In the following, we classify the complicated cases into six types.
1) Verbs in a non verb-predicate sentence

Verbs or verb chunks (VPs) in a non verb-predicate sentence, whose predicates are formed by
an adjective, nominal, or subject-predicate phrase, should not be treated as main verbs or
MVPs. See Example 11 below.

Example 11

[NP % /r(wo3)] [VP Pz /v(chil)] [i¥/u(de) [NP =fi 5! /ns(qiulxiand) 5
/n(fan4)] > /ww [VP [kl /v(hel)] p%/u(de) [NP =fi 5! /ns(qiulxiand) -
/n(shui3)] > /ww [VP Zli/v(dangl)] fiv/u(de) [NP =12 /ns(qiulxiand) Y
/n(guanl)] > /ww

(What I ate [was] Qiuxian'’s meal. What I drank [was] Qiuxian’s water. What 1

worked as [was] a Qiuxian's officer.)

Note: These three sentences are sentences with predicates that are formed by
subject-predicate phrases. All of them share the same subject, “[NP Zy/r]” (I).
“[VP pz/v] p/u[NP i3!/ns [/n]” (what I ate) is a subject-predicate phase,
in which the fY-structure “[VP Pz/v] p/u” (ate + de) acts as a nominal
subject, while [NP ={{5!/ns 1%/n] (Qiuxian’s meal) is a nominal-predicate.

Thus, no main verbs can be found in these three sentences.
Example 12
[NP * {"]/n(ren2men2)] [VP % iﬁ /v(shenglhuo2)] [ADJP %t/d(hen3) 7|
/a(ku3)] - /ww
(People's lives are very bitter.)

Note: This is a subject-predicate sentence in which the subject-predicate phrase
[VP % iﬁ/v] [ADJP i2/d /] acts as the predicate of the sentence. Thus,
“4 3ﬁ”(1ife) should not be tagged as an MVP.

=9

In example 12, annotators tend to tag “% iF, (life) as a MVP because they incorrectly analyze
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verb-predicate sentences and subject-predicate sentences with VPs.
2) Auxiliary Verbs

Auxiliary verbs are a special subdivision of verbs. Typically, they are placed before a verb,
e.g., “F# 4L (huidtiaodwu3, be able to dance). In our specification, there is a closed set of
26 auxiliary verbs, including ﬂ: (neng2, can), = (huid, be able to), [i'I'] (ke3yi3, may),
M-13 (yinglgail, should) etc. However, these auxiliary verbs in the PK corpus share the same

@y,

part of speech tag: “v”.

As for the question of whether the auxiliary verbs can be used as main verbs, there is
disagreement among Chinese linguists. Some suppose that auxiliary verbs can be treated as
predicate verbs [Zhu 1982] while others propose that auxiliary verbs have the same syntactic
functions of adverbial modifiers [Hong 1980]. Thus, we propose that auxiliary verbs should be

annotated on a case by case basis.
® Auxiliary verb in a VP chunk

In our chunk specification [Li et al. 2004], we treat an auxiliary verb as a pre-modifier of an
adjoining main verb. See in Example 13, the annotation of MVPs is not affected since the

auxiliary verb is chunked with the main verb.

Example 13

[NP ¥ [/j(oulmeng2) [=1% /n(guo2jial)] [MVP *4/d(ve3) F/d(bu2) £
/v(hui4) *7s/d(dadli4) ~ i"';rﬁ/v(ganlvu4)] o JWw

(The countries of the European Union will not intervene energetically, either.)

In the above example, the main verb is “~ 5793” (intervene), while the preceding auxiliary verb

’—’T”.

“£2” is treated as a pre-modifier of “~ Kl
® Auxiliary verb outside a VP chunk

An auxiliary verb can be a single chunk of a VP that is separated from its modifying VP by a
following prepositional phrase, noun phrase. Or the auxiliary verb is followed by VP
coordination. In this case, we annotate the VP of the auxiliary verb as a MVP. Perhaps some
will argue that the main verb can be a verb followed an auxiliary verb. In our annotation
scheme, we want to annotate the sentences consistently. For example, in the sentence “[NP {f7
Tﬁ‘,/n(jia4ge2)] [MVP _Ei/v(yaod)] [ADIJP {X/a(dil)] [MP — E/m(yidxiel)] * /ww” (The

price is a little lower.), there are no other verbs in the sentence, and the verb “EI” is a MVP.

Thus, there is no need to decide whether the verb “]—EZ}I” is a common verb or an auxiliary verb.

From another point of view, if some researchers prefer to treat an auxiliary verb as a
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Non-MVP, it is easy to convert our annotation in order to accommodate their specification.

Some examples are listed as follows.

Example 14

[NP [=%/n(guo2jial)] f/u(de) [NP Hi/n(shi4)] [MVP El/v(vaed)] [NP
% /r(dadjial )] [VP < -“/v(guanlxinl)] > /ww

(The businesses of the country need people s attention.)
Note: In this example - there is a NP instead of a PP following the auxiliary
verb “fl”.

Example 15
[MVP ﬁ: ﬁ/v(neng220u4)] [PP 1/p(ba3)] [NP — 4&/a(yidbanl) +] 7FJ[
/vn(haodzhaol)] [PP £2/p(yu3)] [NP 7 [j}]/a(gedbie2) fF’[i' /vn(zhi3dao3)]
[VP %Fﬁ,/v(jieZheZ) &% fv(gidlai2)] o /ww

([One] is able to combine the general calling with an individual guide.)
Example 16

[MVP ™ + /v(yinglgail)] [ADVP % 1k /ad(jianljue2)] [VP * >}
/v(fan3dui4)] #l/c(he2) [VP ﬁiﬂ 1F/v(zhi4zhi3)] ° /ww

(/One] should firmly oppose and prevent [it].)
Note: In the above sentence, the auxiliary verb “A 1% (should) modifies a
verb coordination phrase “[VP * %f/v] #l/c [VP ﬁjﬂﬂ*/v]” (oppose and

prevent).

3) “PP+XP+VP” sequences

In real text, there are a lot of prepositional sequences like “[PP [ /p(cong2, from)] +--- +
[VP &4 /v(qi3bud, beginning)]”, “[PP [ /p(cong2, from)] + -+ +[VP %;/v(kan4, watch)]”,
“[PP #¥/p(anl, according to)] + -+ +[VP it jl/v(ji4suand, calculate)]”, “[PP I'|/p(yi3,
according to)] + ---+[VP “~[li/v(wei2you2, excuse)]”. We call these sequences PP+XP+VP
sequences. One issue to be considered is whether the VP in the sequence is the object of the
preposition (PP).

There is a limited number of cases where PP can include the following VP as a part of its
object. See Example 17 in [Liu ef al. 2002]. In this case, we do not annotate the VP as a MVP
since the VP acts as the head of a verb phrase, which in turn acts as the object of the PP. The

prepositions that can have a verb (or VP) or a clause as their object are also summarized in a
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closed set, including “”~ 7 ”(weidle, for), “FE%,”(shui2zhe, with), “< < »(guanlyu2, about)

etc.

Example 17
[PP <~ /p(guanlyu2)] [NP 5 * #¥/r(zen3melyang4)] [VP %+ /v(xue2hao3)]
[NP 1~if/nz(handyu3)] »w [NP [7El/ns(alli3)] [MVP £&/v(tan2) " /u(le)]
[ADJP i“Vd(hen3) %/a(duol)] - /ww
(Ali talked a lot about how to learn Chinese well.)
Note: “%"{#7> 15> (learn Chinese well) is a verb phrase in the object of the
preposition “=< 7 . Thus “%"{+” (learn) should not be tagged as the main verb

of the sentence.

However, in most situations, we cannot include the VP in the object of the PP. Nor can
the VP be treated as the MVP since it is more likely to be parenthesis’ in Chinese. See
Example 18 below.

Example 18
[PP #) /p(anl)] [NP A" = /vn(ke3bi3) |1 ¥ /n(kou3jingd)] [VP it E}I‘
Iv(ji4suand)] > /w [TP = & /t(qudnian2)] "/w [NP [*j/m(liang3) % /n(shui4)]
"/w [MVP 3 [=/ad(shi2ji4) 5'5%/v(wan2cheng2)] [MP 4 (0 8 3 {4/m(yi4)
7 /q(yuan2)] > /ww
(Calculated from constant requirements, “two taxes” actually are collected

408,300 million yuan last year.)

Like the above example, we summerized 14 similar structures like [PP ##/p(anl, according
to)[+XP+[VP if §T/v(jidsuand, calculate)], [PP ‘| (cong2, from)][+XP+[VP % /v(kan4,
watch)] etc. VPs in these structures are not treated as MVPs.

Otherwise, in a PP+XP+VP sequence, VPs can be viewed as MVPs if those verbs are

verbs whose objects can include multiple clauses. See Example 19 in [Liu et al. 2002].

7 Parenthesis is a grammatical phenomenon in Chinese grammar. For example, Pt i, P ;ﬁ, =7,
Z§4% are all examples of parenthesis. In our spec, we should not tag a VP like “+ %> or /7 ';ﬁ” as a

MVP in these parentheses.
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Example 19
[PP ‘}/p(cong2)] [NP %~ /n(hai2zil)] [SP P,’E-J‘EI /s(zui3li3)] [MVP "‘I“iﬁ
IV(zhildaod)] > /w [NP [9/r(tal)] [NP 44 /n(jie3jie3)] [VP hL/v(shi4)] [NP
" /q(ged) 1'% * n(zhuan3yedjunlren2)] © /ww
(From the child's mouth , [we] know that his elder sister is a former member

of the military who has transferred to civilian work.)

Note:  Although the VP “#1ifi” (know) follows the preposition “*}” (from),
“#13f1”(know) is a verb whose object can include multiple clauses. Thus, “#!
iﬁ” (know) should be treated as the MVP of the sentence. The following clause
CPIREERL TP % R (his elder sister is a former member of the military

Nr R

who has transferred to civilian work.) is the object of “#13f1” (know).

4) Verb “t 17

“%|”(have) can be used as a MVP in the following three sentence patterns: a “#|-sentences”,

which has the basic possession sense, e.g., =Y "EJ~ 24 4% (I have a book), series-verb

[ 1)

sentences, and pivotal sentences [Liu es al. 2002]. In most of the above cases, “F|” is

(131

annotated as the main verb. However, some “F |” sentences should not be treated as
et

series-verb or pivotal sentences, nor should “#|” be treated as the predicate verb in these

sentences. See example 20.

Example 20

[VP E|/v(you3)] [MP — /m(yi2) -¥/q(ci4)] [NP % &/n(ling2gan3)] [MVP
3k /v(ai2) v iv(le)] 0 /iww

(Once upon a time, the inspiration came.)

Example 21
[VP E|/v(you3)] [NP '[i&/n(fenglxian3)] [NP Z§/r(wo3)] [VP 3k /v(lai2)i!
/v(danl)] - /ww
(I will take the risk.)
Note: This is a sentence with a predicate of a subject-predicate phrase, where

Y
E

the verb-object phrase “¥|/v ¥'[i&/n” (risk) is the subject of the sentence.

5) Verb “fL”

Ambiguity is encountered in “fL” (is) sentences when verbs are in the subjects of “fL”. If the

VPs are inside the subject of the “kL-sentence”, we cannot annotate such VPs as MVPs no
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matter whether there is punctuation like “ > ” immediately before “fL” or not. See example 22.

Example 22
[NP 2'%/n(mai3jial)] [VP F-/d(bu2) ffi/v(pad)] [NP ’F%Fﬁ’![/n(yan4pin3)] ,
/w IMVP *1/d(ye3) fl/iv(shid)] [PP "~ 7+ '/p(weidle)] [MP —~ 7 /m(yi2ge4)]
[NP"/w Z/n(qian2) "/w F'/n(zi4)] - /ww

(It is also for the reason of “money” that the buyer is not afraid of forgeries.)
Note: Although we find the punctuation “ > > before “kL”, the whole clause,
“INP 2"4/m] [VP T-/d ffi/v] [NP 'F,'?Fﬁl},/n]” (the buyer is not afraid of
forgeries), acts as the subject of the “J.l-sentence”. Thus, the VP “7/d ff1/v”
(is not afraid of) inside it should not be tagged as a MVP.

6) Multiple clauses in a subject or object

We should note that there are many long sentences in texts whose subjects or objects include
multiple clauses. These clauses are similar to English ones, and the verbs are nearly a closed
set. It includes, for example, “‘\P(L’fﬁ ” (feel), “mﬂ;ﬁ” (hope), “i**<” (think), and “[']*~”
(suppose) which are listed in our specification. The problem with annotating this kind of

sentence stems from the ambiguous subject or object boundaries. See example 23.

Example 23
[NP 9%= /nr(zhanglsanl)] [VP_Exi* /v(cheng2rend)] [NP % [/nr(li3si4)]
[VP £l/v(shi4)] [MP — 7 /m(yi2ge4)] [ADJP Eifol/a(zhongdyaod)] fiv/u(de)
[NP iZ{/vn(tan2pand) [NZ/n(yinlsud)] - /ww

This sentence has two readings.

1) [VP E=i*/v] (admit) is the main verb, and the following clause [NP % 4
/ms][VP £L/v]...[NP LE£2{)/yn [KZ/n] (Li is the negotiation factor) is the
object of [VP #=i*/v]. An English translation of this sentence is “Zhang

s

admitted that Li is an important negotiation factor.’
2) [VP kL] (is) is the main verb, and the clause [NP 3= /nr] [VP_E&i* /v
[NP % [H/nr] (Zhang admit Li) is the subject. The English gloss of this
sentence is “/The fact] that Zhang admitted Li is an important negotiation

factor.”

Example 23 shows ambiguity with respect to the subject boundary. Example 24 below shows
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ambiguity with respect to the object boundary.

Example 24a

[NP f[1/j(zhongl)] ~/w [NP {Hi/j(e2)] ~/w [NP {#/j(fa3) F7/u(deng3) [
/n(guo2)] [VP i**/v(rendwei2)] [VP ' I'J/v(ke3yi3) Zififhi/v(jie2shud)] [PP
Kf/p(duid)] [NP HEF i /ns(yillalked)] [iu/u(de) [VP ﬂ%ﬁ[ /v(he2cha2)] > /w
[NP 3 [5 /ns(mei3guo2)] [VP [l /d(ze2) 1 ¢ /ad(jianljue2) *~ >f
/v(fan3dui4)] - /ww

This sentence also has two readings.

1) Both of the clauses following [VP i**~/v] (think) are its objects. In this
case, the sentence can be translated as “Countries such as Chinese, Russia
and France thought that the investigation on Iraq could be finished, and
[they also thought] that the United States firmly opposed it.”

2)  Only the clause immediately following [VP i**~/v] (think) is its object.
The next sentence is an independent one. In this case, the sentence can be
translated as “Countries such as Chinese, Russia and France thought that
the investigation on Iraq can be finished. [However], the United States
firmly opposed it.”

The two readings of Example 23 are reasonable. But only the reading 2) of Example 24a is
reasonable according to the context. However, for a computer, it is hard to make decision here
since 1) in Example 24 is also a reasonable parsing candidate if the computer does not have
the additional knowledge. For these ambiguities, we apply an annotation scheme similar to
that in CTB [Xue and Xia 2000]. If the syntactic ambiguity can be resolved with the
knowledge of the context, then we annotate the correct reading. The proposed annotation of

Example 23 is based on the context. The proposed annotation of Example 24a is as follows:

Example 24b
[NP [[1/j] ~/w NP /] ~/w[NP %/j Z/u E/n] [MVP M) [VP 7
Pl Ziov] [PPSf/p] [NP 14 Fli/ns] fii/u [VP ﬁllg‘[/v] » fww [NP 5[
/ns] [MVP [il/d ZHad &> - /ww
(Countries such as Chinese, Russia and France thought that the investigation

on Iraq could be finished. [However], the United States was firmly opposed to
[it].)
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In the above example, if there is no punctuation immediately after the predicate-verb, the
predicate-verb is annotated as a MVP, and the first sentence will end after the punctuation
following the first clause. This means that the VP in the first sub-sentence should not be
tagged as a MVP at all. The remaining sub-sentences will annotate their predicate-verbs as
MVPs and are broken one by one. Also, if some linguists prefer the clause “[NP = [=//ns]
[MVP [i[l/d J/ad " */v]”(the United States firmly opposed) as the object of [VP "]
(think), then they can carry out another task to identify this kind of object since none of the

syntactic information of this sentence is lost.

3.2.4 Assignment of Descriptors

Three annotation descriptors are needed: “MVP”, “/ww” and “#/ww”. The chunk labels are
pre-annotated before MVP annotation is performed. The combined label “MVP” indicates the
main verb chunk of a sentence. “/ww” and “#/ww” stands for the end of a sentence, where

“#/ww” is used to indicate that the sentence lacks of an ending punctuation.

3.3 MVP Statistic

Based on the main verb definition given above, we investigated the distribution of simple
sentence types in the annotated PK corpus, which has a total of 100, 417 tokens®’. The
sentences in the corpus were manually annotated with the sentence end tag “/ww” defined
above. We got 8, 389 sentences of this kind.

In Figure 3, we show the distribution of three sentence types, that is, sentences with
MVPs, sentences without MVPs but with one or more VPs, and sentences without any VPs at
all. Sentences with MVPs are given in Examples 7 to 10. Sentences without MVP but with
VPs are ones like “[NP  * {"]/n(ren2men2)] [VP % ?ﬁ/v(shenglhuo2] [ADJP :/d(hen3)
/a(ku3)] - ”(People’s lives are hard). Sentences without VPs are ones like “[NP Zyzl
/vn(lao2dong4) zZE&/n(jinglyand)] [ADJP ’p/a(shao3)] ° ” (Work experience is rare).

sent.

0,
sent. 6% Without VPs
Without
0y
MVPs Z/R

but w/ VP

sent.
w/ MVPs

92%

Figure 3. Distribution of sentences w/o MV Ps

8 Here tokens include words, punctuation mark in the entire corpus.
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From the above figure, we can see sentences with MVPs make up most of the sentences,
approximately 92%. This result agrees with Wu’s assertion in [Lv et al. 1999]. Among these
92% sentences, we find that about 80% of the MVPs are the first VPs in the sentences.

Figure 4 shows the distribution of the remaining 8% of the sentences, totally 671
sentences without any MVPs. The non-predicate sentences are sentences like [NP Eﬁ”{ m *
Pio/m] pfu [NP FLI?EJ i/n] #/ww. (The story of the people in pictures). These sentences come

from the titles of texts or headlines of news reports.

0,
Others 0
Adjective-predicate
Non—predicate / 49%

%

Sub ject—predicate

17% - Nominal-predicate

Figure 4. Distribution of sentences without MV Ps

Since the MVP sentences amount for most of the sentences (i.e., 92% of all the sentences
in the PK corpus), our study focused on identifying the verb predicates in the sentences. We

will explore them in more detail below.

3.4 A Model for Chinese Main Verb Identification

Our aim is to conduct main verb identification on a binary classifier. For each VP, we
determine whether it is an MVP or not. The Support Vector Machine (SVM) is one of the
most successful binary classifiers. This method has been used in many domains of NLP, such
as part-of-speech tagging [Nakagawa et al. 2001], Name Entity recognition [Isozaki and
Kazawa 2002], Chunking [Li et al. 2004] and Text categorization [Joachims 2002]. To our
knowledge, the use of SVM to identify Chinese main verbs has not been studied previously.
Moreover, there are indications that the differences among various learning techniques tend to

get smaller as the size of the training corpus increases [Banko and Brill 2001].
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We follow the definition of SVM in [Vapnik 1995]. Suppose the training samples are
{(X1, Y1), (X2, ¥2), ... , (Xn, YN)}, Where each x; (1<i<N) represents an input vector defined on an
n-dimensional space, and each dimension is a feature we define in the following sections.
yi€ {1, -1}(1<i<N) indicates whether it is MVP or not. The separating hyperplane is defined
by

Ww-X+b=0 weR",heR.

SVM searches for the hyperplane that separates a set of training examples that contain
two distinct classes with the maximum margin. We use SVM" [Joachims 1999] as our

implementation tool.

A processing cycle can arise here. Because most of the related works are based main
verb identification in sentences with pre-determined sentence boundaries, sentence boundary
labeling must be done before tagging. But if sentence boundary labeling is done before
tagging, where does the predicate information come from? So instead of doing sentence
boundary labeling beforehand, we first detect the predicate without using sentence boundary
information. It is for this reason that we want to break the sentence into simple sentences that
by definition require main verbs. This procedure is similar to the work in [Chen and Shi 1997].
Firstly, we break the sentence into process units. They are word sequence separated by
punctuation marks, such as “-!? > but we do not know if they are sentence ending labels or
not. Secondly, our algorithm determines whether the VPs are MVPs in these units. If the value
is negative, the VP is not a MVP and vice versa. Finally, if more than two MVPs are identified
in a processing unit, we rank these MVPs according to the classifier’s output (value of the
decision function) and choose the one with the highest rank as the MVP. The chunk

information is obtained from our chunking system.

Building an effective SVM classifier involves choosing good features. We break up the
features used in our research into two categories, local and contextual. The first set of features
is derived from the surface information of VPs. Since these features are based on chunks
themselves, they are called local features. The second set of features is derived from the
context information of VPs, while also incorporating some lexical knowledge and patterns.
Thus, we call these features contextual features. Our model is based on the level of chunking

because our experiments show that this is better than basing the model on parts of speech.

In the following sections, we will describe the feature set in detail.
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3.4.1 Local Features

Local features are explored based on careful observation of the training corpus. All of them
are new features we have proposed. Although they are simple, they work well in MVI since
they represent the characteristics of the VPs themselves. Our model captures three local
features: 1) the VP position, 2) the VP length 3) and the probability of head verbs being MVPs.
Here, VP position and VP length are feature groups. Each feature group is made up of several
binary features. This means for each VP, if one feature in the group is set to 1, other features

in the same feature group are set to zero.

VP position is a feature group. Totally, there are six binary features in this group. This
means that the phrasal position number of a VP appears in the process unit, which starts with 1.
For example, if the VP is the first VP in the process unit, the value of the first feature is 1, and
the other feature values are set to zero. If the position value of the VP in the process unit is
larger than 5, then the value of the sixth feature is 1, and the other features are set to zero.

Figure 5 shows the VP position distribution.

5
4 >=6
5\ 20 oy

3
12%&
|

52%

2
2%

Figure 5. VP position distributions

In the figure, we show the distribution of up to six binary features because the percentage of

VPs with position values of 6 or less is 98%.

Also based on our statistics for the training data, about 80% of the MVPs are the first

VPs in the sentences. So we use this feature as the base-line feature (refer to section 4.2).

VP length is also a feature group. Totally there are six binary features, chosen based on
our intuition that the longer a VP is, the more likely it is a MVP since it has more modifiers.
VP length is measured in terms of the number of words in a VP. Thus, the i feature in the
feature group stands for a VP with a length of i (starting from 1). The sixth feature means the

VP has a length larger than 5. See the VP length distribution shown in Figure 6.
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26%

1
65%

Figure 6. VP length distribution

In the above figure, we show the distribution of up to six binary features since the percentage
of VPs with lengths smaller than 6 is about 99%. For example, the VP “*{}/ad T /v
has a length of three. See in table 2, the third feature is set to 1, and other feature values are set

to zero.
Table 2. VP length feature table

Feature Number 1 2 3 4 5 6
Feature Value 0 0 1 0 0 0

Probability of head verbs being MVPs is a real value feature. Our statistics show that
some VPs are MVPs, like “kL (is)” and “i**» (think)”. This feature is estimated beforehand
as follows based on the training corpus.

C(x in MCVP)

MVP_P(x)= o

b
where C(x in MVP) is the number of occurrences of verb x as a MVP and C(x) is the total

occurrences of verb x in the training data.

3.4.2 Contextual Features

So far, we have introduced features that are based on the characteristics of a VP itself. One
problem with these features is that they only use the surface information of a VP, not its
contextual information. Related works [Sui and Yu 1998b; Gong et al. 2003] have shown
contextual features are helpful in MVI. Thus, we also incorporate contextual features into our
model. One difference is that in our work, we added new features included in our specification,
such as “PP+XP+VP” sequences, into our model. In addition, we integrate them into our SVM

model instead of dealing with this problem in two steps as in [Gong et al. 2003].
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Pattern features are one type of binary feature. The patterns we define include features
like “f9” (de) and “H” (de) that were also used in [Gong et al. 2003; Sui and Yu 1998b]. One
difference is that we only consider “fiV” when it is next to a VP. In addition, we find that in
about 92% of cases, the verb “fL” followed by “[U” is used as a MVP, so we treat this word
differently from other verbs. These pattern features are very precise based on our statistics on
training corpus.

Table 3. Pattern feature table
VP+SP
VP+NO_CHUNK UNIT
PP+VP
“CLEVP+H)
“ff)” + VP
“. 7+ VP

Pattern Features

In Table 3, VP+SP means a SP chunk followed a VP chunk. NO_CHUNK_ UNIT
indicates the out-of-chunk units as defined in our chunk system, including “Z™ (etc.), “V /r”
(zhi), “f”’(de) etc. These pattern features indicate the contexts of MVPs. They share the same
formulation shown below:

1,if VP corresponds to a defined pattern

0, otherwise

£1(VP) ={

Anti-features include words and patterns in which VPs can not be used as MVPs. We
define an anti-feature as a binary feature. If a VP meets this requirement, the f(VP) = 1;
otherwise, f(VP) = 0. If a VP appears in an anti-pattern, it will be masked, and other features
will not be added. Anti-features are mostly derived through our careful observation of the

specification.
1) Lexical anti-feature to exclude MVP

As described in our specification, #ﬁ TR (judliao2jie3, it is reported), jfﬁ fi
éijI”(ju4jie2shao4, it is introduced), “Z% ¥, (wo3kan4, I see), “Fy 2 (wo3shuol, I say) are all
examples of parenthesis. VPs like “ 1 #%” (report)” and /7 ?ﬁ” (introduce) in such contexts
are not used as MVPs. In addition, based on the statistic of the training data, some words are
typically not used as MVPs, like “Fr-=F [ iIF"I” (xinlnian2yilshi3, the beginning of New Year),
“iht AR (jie3fangdsilxiang3, emancipate the mind), etc. Lexical anti-features of the above
two types are set to 1. This kind of information is stored in a list of words explored in our

specification.
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2) Frame anti-feature to exclude MVP

The VPs in frame-like structures like [PP 7 /p(at)]+...+[SP _F/s(above)] are not MVPs.
Because of the right boundary of such a long prepositional phrase is hard to identify and to
avoid ambiguities, our chunk system only finds the PP chunks of frame-like construction with
explicit boundaries and length constraints, such as [PP % /p (at) ... [[I/f (middle)] [Li et al.
2004]. We have to detect Non-MVPs in longer prepositional phrases. Statistics show that
based on the current PP chunk tags, some right boundaries of longer prepositional phrases can

be recognized.

Take the PP “7}”(zai4) as an example. We collect all the SP chunks as its right boundary
candidates in the training data. Among the resulting 111 SP chunks, only 1 SP chunk is not a
right boundary. So the pattern [PP 71/p] + SP is very precise to form a longer PP. From
another point of view, we use such kind of patterns to perform a rough PP boundary
recognition. For example, [PP :li/p(dangl)] [NP [¥{]/r(talmen2)] [VP =k Z[/v(lai2dao4)]
[NP §!/r(lingd) — 7 /m(yilged) * ?J f /n(fengljing3dian3] [VP I /v(yaod) Hfi Eﬁ
/v(pailzhao4)] [SP F+f/Ng(shi2)] */w (When they come to the spots of interest to take photos)
is a PP, and [VP 3} Z[/v] (come) and [VP Ei/v ?‘EIE:FJ[/V] (to take photos) are masked as
Non-MVPs. Table 4 lists three types of anti-patterns. It should be noted that the frame
structures are not limited to PPs. These structures are selected from the statistics of the

training corpus.

Table 4. Frame anti-feature types

Frame Anti-pattern type Examples
[PP 7t/p] +[SP */*];
[VP ?J/V] + [MP */*]

Only lexical type [PP li/p] +[SP V[=/Ng]
[
[

Only chunk type

Both chunk and lexical types | [PP ilij’/p] + [NOCHUNK_WORD [*J/u] [NP */*];

VP $STIND ¢ NP 47 [SP F/Ng]

Here, the first chunk is the trigger chunk. That is, if we encounter such a chunk, we trigger the
pattern matching module, and all the VP chunks are blinded. That is, we set f(VP) = 1 if the
chunks match one of the patterns from MVP identification. See the example above where
feature values of “3k Z[” (lai2dao4, come) and “Fl/v Tflﬁﬁ/v” (yao4 pailzhao4, to take photos)
are both set to 1. Totally, we have 62 patterns. Among them, 52 patterns have PP trigger
chunks. Ten patterns have VP trigger chunks. Similar patterns can be designed according to

[13-r%1]

£]” sentences or “£L” sentences in our specification.

In our implementation, we have a module that we use to convert the corpus into the
proper input format for SVM"€" [Joachims 1999]. Each of the above features corresponds to

one dimension of the feature vector. In the next section, we will discuss the evaluation results.
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4. Experiments

We evaluated our MVI approach using manually annotated data, which was a subset of the PK
corpus. The PK corpus was released by the Institute of Computational Linguistics, Peking
University. The corpus contains one month's data from the People's Daily (January 1998).
This corpus has already been segmented and part-of-speech tagged. Its specification has been
published in [Yu et al. 2002]. Totally, there are about 40 part-of-speech tags including noun
(/n), verb(/v), adjective(/a), name entity tags, verbal noun (/vn) etc. The details of our MVI

training and testing corpus are shown in Table 5.

Table 5. Training and testing corpus

Data # of Chunks # of Tokens # of Simple # of Whole Ave. Ave.
Sent. Sent. Simple  Whole
Sent. Sent.
Length  Length
Train 72, 645 100, 417 8,389 3,784 11.97 26.54
Test 19,468 26,334 2,456 1, 047 10.72 25.15

Here, fokens include words and punctuation marks in the entire corpus. Chunk marks are
annotated according to our chunk spec [Li ef al. 2004] with 11 chunk tags. Simple sentences
are annotated as described in our spec. Whole Sentences are sentences that use “° | ?7” as
sentence endings. As the table shows, following annotation of simple sentences, the average
length of a simple sentence was less than two times the length of a whole sentence. Notice that

we do not use sentence-ending label information in our algorithm.

4.1 Evaluation Metrics

The evaluation metrics used here are the traditional Precision, Recall and F Measure:

# of Correct MVPs in system output _
# of Total MVPs in system output

Precision (P) =

# of Correct MVPs in system output

Recall(R) =
®) # of Total MVPs in answer

F=2*P*R/P+R).
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We also compared our evaluation metrics with the Sentence Accuracy Rate (SAR) used

in related works:

SAR = #of correct tagged verb - predicate sentences .

# of total verb - predicate sentences

We propose using the Precision/Recall evaluation metrics for three reasons: Firstly, these
evaluation metrics are more widely used than a single percent-correct score. Secondly, we
don’t deal with sentences whose predicates are adjective phrases or noun phrases. So if we
include these sentences into the total number of sentences in our calculations, the performance
will suffer and the result will not reflect the performance of identifying MVPs. Thirdly, in our
approach, we do not discriminate verb-predicate sentences with other sentences. However, in
order to show the soundness of our technical approach, we also provide the SAR, and we

manually calculate the number of verb-predicate sentences.

4.2 Impact of Different Features on MVP Identification Results
We investigated the contributions of different features as shown in Table 6.
Table 6. Impact of different features

Model Precision Recall | F-Measure SAR
Baseline (VP Position) 76.7 87.5 81.74 78.1

Baseline (VP Position)
+ Other Local Features 82.89 88.8 85.74 80
(VP Length;, Probability of head
verbs being MV Ps)

Baseline (VP Position)

+ Other Local Features 90.23 89.66 89.94 85.1
(VP Length; Probability of head
verbs being MVPs)

+ One Contextual Feature

(Pattern Features)
Baseline (VP Position)
+ Other Local Features 93.6 92.1 92.8 88.6
(VP Length;, Probability of head
verbs being MV Ps)

+ Contextual Features

(Pattern Features, Anti-features)
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1) Local features improved the performance by 4%. One of the problems with local features is
data sparsity, because the real value feature, that is, “Probability of head verbs being MVPs” is
estimated from the whole training data. There are occasions when verbs in the testing corpus
have not been encountered before. Thus, we will investigate the use of smoothing technology in

future research.

2) Pattern features of the contextual type are very useful for MV identification and here
increased the performance further by 4.2% from 85.74% to 89.94%. The lexicalized contextual

features like “[1']”, punctuation like ¢ {). > really helps to improve the performance.

3) Anti-features also contributed about 3% to the performance based on a comparison of the
results obtained with and without anti-features. The reason is that anti-features can exclude VPs
that have no chance of being MVPs.

We also provide the SAR results in the table. However, they are not comparable
essentially because of different test data and amounts of data used in other works. The above
results show that the SVM provides a flexible statistical framework for incorporating a wide

variety of knowledge, including local and contextual features, for MVP identification.

After we tested the impact of different features on the performance of MVP identification,
we wanted to know whether our annotated corpus was large enough to achieve acceptable
performance. We used the best feature set according to the results of the above experiment.
The performance achieved showed that the current training size had almost reached the

saturation point.

4.3 Impact of Chunk Information on MVP Identification

Since we annotate MVPs based on chunk levels, we wanted to know how this shallow
syntactic information affected the MVP identification. So we devised the following two

experiments.

1. We firstly tested the performance of main verb identification based on POS, which
does not include any shallow syntactic information. We stripped all the chunk tags in the
corpus and used a simple rule to tag the predicate verb based on MVP chunks. That is, the
headword of MVP chunk is the main verb of the sentence. For example, a) sentence is mapped

to b) in the following.

a) [NP *F*//n(gonglyuan2)] [MVP _Bsfp/d(shi2shi2) #5%fl/v(mengdxiang3)
E /u(zhe)] [VP F[/v(youd)] [NP X {F/n(tiao2jiand)] [VP ??’FTJ\/V(fanzyuM
t/v(chul)] [NP ‘| /a(xia03) H/n(hu3)] -

b) “Em [t RV S Fa Fiv X *?Iff_'ﬁj\/v Hiyy o /a Hom o e
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(People in the park have always dreamed that it is possible to breed tigers)

Here /v_$ denote “?Zff” (dream) is the main verb of sentence because it is the head verb of
[MVP psfpst/d 728y $ %) /u] (always dream of).

In this way, from the MVP training and testing corpus, we got the training and testing
corpus with main verbs tagged. In our algorithm, we use the correct part-of-speech tags as

input for main verb identification.

When we identify main verbs based on part-of-speech tags, all the features except for VP
length are mapped to verb features. For example, the feature “VP position” is mapped to “verb
position” an so on. The feature “Probability of verbs being MVPs” is revised to obtain the
following formulation:

C(x is main verb)
Cx

MV_P (X) = ’
where C(x is the main verb) is the number of occurrences of the verb x as the main verb, and

C(x) is the total occurrences of verb x in the training data.

“Only lexical type” among the frame anti-pattern features shown in Table 4 is also
modified to use part-of-speech tags without chunk tags. The others are not modified since they

have general chunk information, such as [SP */*], which cannot be directly converted to POS.

2. We also stripped all the chunk tags in the corpus, but this time we used our chunk
system [Li et al. 2004] to re-chunk the data based on part-of-speech tags. Our chunk system is
built on HMM. TBL-based error correction is used to further improve chunking performance.
The average chunk length was found to be about 1.38 tokens and the F measure of chunking
reached 91.13%. Inevitably, our chunk system will incur errors. Based on this noisy data, we
use the same feature set to identify the MVPs. In this experiment, we wanted to know how the

chunk errors would affect the MVP identification results.
The experimental results for the above two cases are shown in the Table 7.

Table 7. Impact of chunk information

Model Precision | Recall | F-Measure
POS 84.98 84.04 84.5
POS+Chunk1 88.56 89.27 88.9
POS+Chunk?2 93.6 92.1 92.8

The POS model row shows the first set of experiment results discussed above, that is, the
results of identifying main verbs without using any chunk information. The POS+Chunkl

model row shows the second set of experimental results: identifying MVPs with noisy chunk
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information. The POS+Chunk2 model row shows the results of identifying MVP with correct

chunk information.

As the above table shows, the model trained on part-of-speech tags had the worst
performance. This is because that the model lacks both chunk length information and part of
the frame anti-pattern information. For example, if VP chunk is available, the VP chunk length
can be calculated. Thus, the observation that VPs are precise (more than 85%) to be MVPs
when their lengths are longer than 4 can improve the performance of main verb identification.
Further more, the model trained on part-of-speech tags tends to tag the first verb as the main
verb.

We performed the error analysis on results of POS+Chunkl model. We wanted to see

how many errors resulted in chunking errors in the table 8 below.

Table 8. Error types for the POS+Chunkl Model

Error Types Total Number Caused By Caused By
Chunk Errors | MVP Tag Errors
Miss 242 80 (33.1%) 162 (66.9%)
False 260 88 (33.8%) 172 (66.2%)
All 502 168(33.5%) 334 (66.5%)

In the table, Chunk Error means errors are caused by the chunk output, such as
over-combining, under-combining etc. MVP Tag Error means we have correct chunks but
MVP tagging is incorrect. It can be seen that more than one-third of the errors are caused by
the chunk errors. The POS+Chunk2 model had the best performance since it uses shallow

syntactic information and no errors appear in chunks.

5. Error Analyses and Discussion

The errors appearing in test data fall into the following categories.

5.1 Ambiguity of VP in Subject

Disambiguating VPs in subjects and predicates is a difficult problem. Since main verb
identification is not based on syntactic and semantic parsing, we can only find the surface
features of sentences. Thus, while the current algorithm correctly handles Example 25 and
Example 27, it fails to handle Example 26 and Example 28.

Example 25 can be handled because the VP length feature helps. However, in some cases,
the VP length will not help. Example 26 is a typical sentence in which the MVP should be “}&
B (ti2xing3, remind). The whole phrase “[SP  F /s(jielshang4)]...[NP *c%i L1
/n(bao4zhu2sheng1]” (The sound of firecrackers ...in the street) acts as the subject of “FE I’
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(remind). The double objects of the main verb are “*%” (I) and “[TP 1 [!/t] [VP £l/v] [TP
¥ /t]”(January the first is a new year’s day). Both of the VPs in the subject are longer than
the VP “Hdf%” (remind). Although we can exclude the second VP as the MVP (the pattern
feature “VP+{1Y”" helps), it is rather difficult to exclude the first VP simply based on surface
information. What leads to more ambiguity is “fl.” (is) in the object which also has a large
probability of being a MVP. From the above analysis, it is currently difficult for our algorithm
to detect “Hfi” (remind) as a MVP.

Example 25

Correct:
[VP 3£%F|/v(mei3you3)] [NP ¥ /r(zhed) fli/q(dian3) #7 #i /n(jinglshen2)]
[MVP_g#/d(jiud) 7 /d(bu2) [&/v(peid)] [NP [172/n(diandli4) * /n(ren2)]
[NP 3% /r(zhe4)] [ADJP & % /a(guanglrong2)] FY /u(de) [NP #x )
/n(chenglhao4)] - /ww

(Without that spirit, you will not deserve to have the glorious title “electronic

people”.)
This example can be handled because the VP length feature helps.

Example 26

Correct:
[SP f=H/s(jielshangd)] [VP T-pf/d(budshi2) Fi/u(de) & /v(xiang3qi3)]
[MP — [l /m(yi2zhend4zhend)] [PP 7t /p(zai4)] [NP ™ /ns(bei3jingl)]
[VP =1/d(yi3) [ /vitingl) T /d(bud) E[v(daod)] [19/u(de) [NP 77
/n(bao4zhu2shengl] [MVP L FE /v(ti2xing3)] [NP >V /r(wo3)] [TP 1 [!
/t(rid)] [VP EL/v(shi4)] [TP #7 /t(xinlnian2)] ° /ww

(The sound of the firecracker in the street every now and then, which haven't

been heard already in Beijing, remind me that January the first is a new year's

day.)

System Output:
[SP &= F/s] IMVP TEt/d #9/u [uE/v] [MP — [E[F/m] [PP 7/p] [NP I*

fi/ns] [VP =l/d fr/v /d E/v] f/u [NP *%i’ffﬁ[/n] [VP 3EIE/V] [NP Z%/r]
[TP 1[1/] [VP £Lv] [TP £-5/4] -« /ww
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In Example 27 and Example 28, since there is not enough information to determine that
“kL” is not in the object of “E=1*”, the algorithm fails to find that “}:L” is the main verb.

Example 27

Correct:
[NP ?‘,ﬁh/r(ge4fang1)] [MVP_£=i* /v(cheng2rend)] [NP & EI/ns(bolheil)]
[VP fL/v(shid)] [MP — % /m(yilged)] [ADIP Z— Ja(tong3yil)] fi¥/u(de)
[NP = #¥/n(zhu3quan2) [%'%/n(guo2jial)] - /ww

(Each side admits that Bosnia-Herzegovena is a unified, sovereign country.)

This example can be handled because the VP position helps.

Example 28

Correct:
[VP E=i*/v(cheng2rend)] [NP % i /n(cuodwud)] [MVP_El/v(shi4)] [MP
— /m(yil) #{i/q(zhong3)] [NP #+/a(hao3) >| ’[‘F'F?/n(xi2guan4)] o /ww
(It is a kind of good habit to be able to acknowledge making mistakes.)

System Output:
[MVP_3*/v] [NP Hfi5i/n] [VP FLiv] [MP —~ /m F{i/q] [NP f¥/a 3] ff

m] o /ww

5.2 Long Adjective Modifier

In Chinese parsing, the left boundary of “fiU” is a typical ambiguity problem. This problem
also arises in main verb identification. The algorithm falsely identifies VPs in adjective

modifiers as MVPs. See the following examples.

Example 29

Correct:
[VP #IJt/v(jildiand)] [PP 7 /p(zai4) i~ /n(dadzongd) "'ifk/n(xuedyed)
fl1/f(zhongl)] [iV/u(de) [NP f£Z#/n(chuan2tong3) ¥ [*/n(wen2huad) HL[H
/n(jilyinl)] [ADVP “/d(ye3)] [PP 7 /p(zai4) & F=/v(chuan2cheng2) fli
/f(zhongl)] [MVP & % /v(falshengl)] [NP #{i#]i/q(zhong3zhong3) % 5/
/n(biandyi4)] ° /ww
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(The genes of the traditional culture which have been settling in the blood of

the masses undergo various mutations when passing on.)

System Output:

</n] [ADVP “4/d] [PP T/p fEEYv [lU/f] [VP £ % v] [NP #iFliq £ 5)
/m] o /ww

Note: The main verb of the whole sentence should be “/< 4 . The verb phrase
“[VP #WE/v] [PP 1/p /n THfk/n [[I/f]” acts as a pre-modifier of the
head noun “[NP fEzF/n ¥ {*/n FL[X/n]”. Thus, “FJ£” should not be
identified as a MVP in the whole sentence.

Example 30
Correct:

[PP < /p(yu2)] [TP 7 *] /t(qilyued) 5 [! t(wu3rid)] [MVP_[& !
/v(zuo4chul)] [VP ’]ffji‘—_'/v(que4ding4)] [NP BFfH: * /n(zhaodshidren2)] [NP
gi/nr(zhangl) 75 /nr(cheng2jud)] [VP ]j}/v(fu4)] [NP Eiﬁﬁ/n(shi4gu4) =
ﬁ{§/m(quan2bu4) ﬁi [~ /n(ze2rend)] - /w [NP ‘5% * /n(shoudhaidren2)] [NP
Jk/nr(zhangl) - /nr(ping2)] [VP 7/d(bu2) ]j]/v(fu4)] [NP ﬁj [~ /n(ze2rend)]
fiu/u(de) [NP % 3fj/n(jiaoltongl) E]HF{Y/n(shi4gu4) ﬁj [~ /n(ze2rend) i* Al
/n(rendding4shul)] - /ww

(On July 5™ the officer wrote the Traffic Accident Responsibility Assertion
Book, in which the traffic troublemaker, Zhang Chenju, takes all the

responsibility while the victim, Zhangpin is not responsible.)

System Output:
[PP < /p] [TP 7 Ej/t 5 [/t] IMVP _{Ev] [VP ’Ffl?j’r\":’/v] [NP BFEj * /n]

& “/n] NP $</nr 7 /nr] [MVP_/d_fiiv] [NP i (2/n] (i [NP 55/
EJ&FF['Sf/n ﬂ] =/m itdim] e fww

Note: The main verb of the whole sentence is “{E{!}”. The adjective modifier
of NP “Z 3fij/n E]iﬁ'?/n ﬁl =/m i*7EA/m> (Traffic Accident Responsibility
Assertion Book ) consists of two sub-sentences, in which the VPs “ ﬁfl” (take)

and “ 7 f}fl” (not take) act as main verbs. Thus, f}ﬁl” (take) and “ 7 f}ﬁl” (not
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take) should not be annotated as MVPs in the whole sentence.
6. Application

Labeling sentence boundaries is a prerequisite for many natural language processing tasks,
including information extraction, machine translation etc. However, as Yu and Zhu [2002]
pointed out, the problem is that “We have discussed a lot of word segmentation problems. But
limited work has been done on Chinese sentence segmentation and it is still a difficult
problem for computers.” Without predicate information, it is difficult to predict sentence
boundaries. Thus, we first identify the main verb and then label the sentence boundaries. The

tagged results of simple sentence boundary labeling are like the following examples.

Example 31
[NP 2 *Z/n(mu3ai4)] , /w [MVP [£75/v(zuodwei2)] [NP * 2 /n(ren2lei)]
[MP — /m(yil) #li/q(zhong3)] [ADJIP %"F,'J/a(chonngaol)] f/u(de) [NP 22
/vn(aid)] o /ww [MVP £L/v(shi4)] [MP — /m(yi4) #/q(kel)] [NP *=2f
/n(ren2lei4) 1% f /n(jinglshen2) - Kf/n(dadshud)] - /ww [NP #f/r(tal)]
[MVP -+ X /d(yong3yuan3) £3/u(de) £ ZH 75/i(zhil fan2yedmaod)] o /ww
(Mother s love is a kind of lofty love of mankind. It is a big tree of the human

spirit. It will have a permanent foundation with luxuriant foliage and

spreading branches.)

There are three simple sentences in this example. Our task is to use MVP information to
break the sentence up into simple sentences. Here, when we refer to a “sentence,” we mean a
verb-predicate sentence. Since there are no MVPs in non- verb-predicate sentence, we cannot
use the MVP information to break up these sentences.

We compared two sentence-breaking models. First, in the base line, we tagged all the
commas as sentence ending punctuation if the sentences had at least one VP. Second, we
tagged all the commas as sentence ending punctuation if the sentences had MVPs. This was an
end-to-end evaluation because MVP identification was used as preprocessing step before
sentence breaking.
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The evaluation metrics we used were as follows:

.. # of correct sentence — stoppunc.in system output
Precision = PP Y put .

# of sentence — stoppunc.in system output

# of correct sentence — stoppunc.in system output
Recall = PP Y P ;

# of sentence — stoppunc.in answer

F=2*P*R/P+R).

Table 9. Performance of Chinese Sentence Breaker

Model Precision | Recall F
Baseline 86.74 94.57 90.48
Tag with MVP 94.22 91.34 92.76

From the above table, one can see that the simple sentence breaker improved the performance
by about 2.4% with the help of MVP identification. Errors in the tagging of stop-punctuation

were mostly caused by errors in the tagging of MVPs.

7. Conclusion and Future Work

Main verbs are useful for dependency parsing, sentence pattern identification, and Chinese
sentence breaking. Chinese linguists have done research on predicate-verbs for a long time
and provided a grammatical view of analyzing the Chinese sentence. However, automatically
identifying main verbs is quite another problem. Most of the previous works by computational
linguists have focused on the identification process instead of the definition of a main verb. In
this paper, we have discussed in detail the whole process of automatically identifying Chinese

main verbs from specification to realization.
The contributions of our work are as follows.

1) We have thoroughly investigated main verbs from both linguists’ point of view and the
computational point of view. Based on this investigation, we have presented our
specification as well as a corpus annotation method. The advantage of our specification is
that the main verbs of different verb-predicate sentences are included. More specific and
reliable knowledge is applied in our main verb definition. Various complicated cases have

been studied, and abundant examples from real text have been provided.

2) We have presented our results of identifying main verbs based on chunking levels. The

experimental results show that the performance of our approach is better than that of the
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approach based on part-of-speech tags. We have also proposed an end-to-end evaluation

based on the use of a Chinese simple sentence breaker.

3) New local and contextual features investigated in our specification and statistics have been

incorporated into our identification algorithm and used to achieve promising results.

In future work, we would like to find more effective features from lexical knowledge and
solve the data sparse problem that is encountered in feature selection. We also are interested in
developing more applications based on MVP information, such as an application for extracting

the verb-subject or verb-object dependency relations.
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1. Introduction

Bilingual corpora are very important for building natural language processing systems [Moore
2002; Gey et al. 2002], including data-driven machine translation [Dolan et al. 2002],
computer-assisted revision of translations [Jutras 2000], and cross-language information
retrieval [Chen and Gey 2001]. In order to develop NLP systems, it is useful to align bilingual
corpora at the sentence level with very high precision [Moore 2002; Chuang et al. 2002,
Kueng and Su 2002]. With aligned sentences, further analysis such as phrase and word
alignment analysis [Ker and Chang 1997; Melamed 1997], bilingual terminology [Déjean et al.
2002] and collocation [Wu 200] extraction analysis can be performed. Yang, C, Li, K. [2003]
proposed an alignment method for bilingual title pairs on the Web for automatic generation of
bilingual parallel corpora. The hybrid dictionary approach [Collier et al. 1998], text-based
alignment [Kay and Rdscheisen 1993], part of speech-based alignment [Chen and Chen 1994],
and the lexical method [Chen 1993] are other examples of sentence alignment methods. While
these methods presume little or no prior knowledge of source and target languages, they are

relatively complex and require significant amounts of parallel text and language resources.

Much work reported in the computational linguistics literature has focused on aligning
English-French and English-German sentences. While the length-based approach [Gale and
Church 1993; Brown ef al. 1991] to sentence alignment produces surprisingly good results for
French and English with success rates well over 96%, it does not work well for the alignment
of English and Chinese sentences. Simard, Foster, and Isabelle [1992] proposed using
cognates on top of the length-based approach to improve the alignment accuracy. They use an
operational definition of cognates, which include digits, alphanumerical symbols, punctuation,
and alphabetical words. Several other measures of cognateness have also been suggested
[Melamed 1999; Danielsson and Muhlenbock 2000; Ribeiro et al. 2001], but none of them are

sufficiently reliable, and all of them are tailored to close Western language pairs.

Simard, Foster, and Isabelle [1992] pointed out that cognates in two close languages,
such as English and French, can be used to measure the likelihood of mutual translation.
Those cognates include alphabetic words, numeric expressions, and punctuation that are
almost identical and readily recognizable by computers. However, for disparate language pairs,
such as Chinese and English, that lack a shared Roman alphabet, it is not possible to rely on

such cognates to achieve high-precision sentence alignment of noisy parallel corpora.

Research on sentence alignment of English and Chinese texts [Wu 1994], indicates that
the lengths of English and Chinese texts are not as highly correlated as they are with French
and English, leading to lower precision rates (86.4-95.2%) for length based aligners. A
comparison of the correlation between German-English and Chinese-English bilingual corpora

is depicted in Figure 1, where 138 German- English and 151 Chinese-English aligned
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sentences are analyzed. The correlations are 0.99 and 0.95 for the German-English and
Chinese-English cases, respectively. The expected ratios and the corresponding standard
deviations are (0.92, 0.1124) and (4.614, 0.84) for the German-English and Chinese-English
cases, respectively.
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Figure 1. The relationships between German-English [Gale and Church 1993] and
Chinese-English bilingual paragraph lengths [Chuang et al. 2002]. The
correlations are 0.99 and 0.95 for the German-English and
Chinese-English cases, respectively. The expected ratios and the
corresponding standard deviations are (0.92, 0.1124) and (4.614, 0.84) for
the German-English and Chinese-English cases, respectively.

Furthermore, for English-Chinese alignment tasks, no orthographic, phonetic, or semantic
cognates, that are readily recognizable by computer exist. Therefore, the inexpensive
cognate-based approach is not applicable to Chinese-English tasks. We are thus motivated to
find alternative evidence that two blocks of texts are mutual translations. It turns out that
punctuation can be telling evidence, if we do more than hard matching of punctuation and take
into consideration intrinsic sequencing and the statistical distribution of punctuation in ordered
comparison. What is attractive about this approach is that it easily leads to sub-sentential

alignment, which has been shown to be useful for statistical machine translation.
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Section 2 of this paper, we provide some information about the similarity in the use of
punctuation in Chinese and English literature and also the differences. Our conclusion is that
using punctuation as cognates to align disparate parallel texts will fail to provide adequate
alignment results. Section 3, we define a punctuation compatibility factor as an indicator of
mutual translation. A translation model that employs a punctuation probability function is
proposed. In Section 4, we present experiments based on our novel approach of using the
statistical properties of punctuation in parallel texts being analyzed to perform bilingual
sentence alignment. We demonstrate that one can use punctuation alone to develop a
high-precision sentence alignment program for distant parallel texts like those in
Chinese-English corpora. Additionally, we examine the performance of sentence alignment by
using punctuation in combination with length. In Section 5, we demonstrate that the proposed
method is a very cost effective approach that can be effectively applied to other disparate
bilingual languages like English-Japanese without a priori language knowledge of them. A

brief conclusion is provided in Section 6.

2. Punctuation across languages

According to the Longman Dictionary of Applied-Linguistics [Richards et al. 1985], a
cognate is “a word in one language which is similar in form and meaning to a word in another
language because both languages are related.” Although the ways in which different languages
around the world use punctuation vary, symbols such as commas and full stops are used in
most languages to demarcate writing, while question and exclamation marks are used to show
interrogation and emphasis. However, these forms of punctuation can often look different or

be used in different ways.

The traditional Chinese writing system does not have punctuation, and it is up to the
reader to demarcate the text while reading. With the influx of Western culture in the
eighteenth century, punctuation systems similar to the one used with Roman script was
adopted in China and Japan. The punctuation includes the period, comma, colon, dash, etc.
Although most of those forms of punctuation look similar to Roman ones, they are usually
coded as double-bytes and tend to be used differently. The full stop in Chinese and Japanese
is a small empty circle, quite different in appearance from the Roman period. Quotes are also
very different, shaped like a Greek letter I', upright or upside down. There are forms of
punctuation that have no counterparts in Roman text. For instance, ““ + ” is the pause symbol,
which is used somewhat like the comma but only when separating items in a list. On the other
hand, there are several uses of the Roman comma which do not occur in Chinese texts. A few

examples are given below:
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(Parenthetical expressions)

(1e) Evolution, as far as we know, doesn’t work this way.

(10) 78 [P35 T RLT 9 -

(Appositives)
(2e) His father, Tom, is a well-known scholar.

(0) Paps 2 BRBIRAL (8 F] EfivsE -

Yang [1981] described more punctuation marks in Chinese used in various ways that are
similar or dissimilar to English punctuation. In summary, although Simard et al. [1992]
considered the various forms of punctuation in English and French to be cognates, in general,

punctuation forms are not cognates for many other language pairs.

In both Chinese and English texts, the average ratio of the punctuation count to the total
number of tokens available is low (less than 15%). But punctuation provides valid additional
evidence, which can help one achieve a high degree of alignment precision. Our method can
easily be generalized to other language pairs since minimal a priori linguistic knowledge is

required.

3. Punctuation and Sentence Alignment

3.1 Punctuation Marks in English and Chinese

In this section, we will describe how punctuation in two languages can be used to measure the
likelihood of mutual translation in sentence alignment. We will use an example in the

following to illustrate the method. A formal description also follows:

Example 3 shows a Chinese sentence and its translation counterpart of two English

sentences in a parallel corpus.

(Be) M > §7FEF GRS T BERULS R o 5 T —
A PR B A

(3e) Over time, drums could no longer satisfy him. "Drumming was at first the thing I loved
most, but later it became half drumming, half sleeping, just a job for NT$60,000 a

month," says Simon.
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If we keep punctuations in the above examples in the original order and strip everything else
out, we have ten pieces of punctuation from the English part (3¢) and eight from the Mandarin

part (3c¢) as follows:

40) | , , Tl , ] , o
(4e) b * " b b b b "

They can be arranged into different match types as shown below.

Match type | (4¢) (4e)

1-1 : ,

1-1 ’

1_1 [ "

1-1 ’ ,

0-1 ,

1-1 ’ ,

2_2 N 5 , n

I-1 °

Figure 2. The correspondence between two punctuation strings

There are several frequently used punctuation forms in Chinese text that are not available
in English text, for example, the punctuation forms " ~ " and " - ". These punctuation forms
often correspond to the English punctuation forms "," and ".", respectively. It is not difficult to
see that the two punctuation strings above match up quite nicely, indicating that the
corresponding texts are mutual translations. Roughly, the first two commas in Chinese
correspond to the first two English punctuation marks (comma and period), while the Chinese
open quote in the third position corresponds to the English open quote also in the third
position. The two Chinese commas inside the quotes correspond to two of the four commas
within the quotes in English. The two consecutive marks ( ;) correspond to (,"), forming a 2-2
match. These correspondences can be unraveled via a dynamic programming procedure, much

like sentence alignment. See Figure 2 for more details.
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It is apparent that the punctuation in the two strings match up very consistently, and that
the matching is somewhat continuous with respect to the alignment of regular words
surrounding the punctuation (see the double-lined links in Figure 3 for details). Therefore, the
example gives a convincing indication that the correspondence between punctuation across

two languages can provide telling evidence that two texts are mutual translations.

3.2 Punctuation marks as Good Indicators of Mutual Translation

Based on our initial observation, the portion of the identifiable punctuation matches between
two parallel texts in Chinese and English is over 50%. Examining Figure 2, we can identify
institutively the matches between the Chinese punctuation and the equivalent English
punctuation marks: ( ) corresponds to (“), etc. This implies that although direct match
information is useful, there is still a large discrepancy in the punctuation mappings between
Chinese and English. We, therefore, define here a punctuation compatibility factor that can be
used to further analyze the relationship between the punctuation found in parallel texts. The
punctuation compatibility factor as an indicator of mutual translation is defined as
c

(1

= max(n,m)

where vy = the punctuation compatibility factor,
¢ = the number of direct punctuation matches,
n = the number of Chinese punctuation marks,

m = the number of English punctuation marks.

We took aligned English-Chinese sentences that had the same punctuation count (which
is the denominator of Equation 1), take ten for example, in order to determine how well
punctuation works as an indicator of mutual translation of English and Chinese sentences. We
also took the same English sentences and matched them up with randomly selected Chinese

sentences to calculate the compatibility of punctuation marks in unrelated texts.

The results obtained indicated that the average compatibility of pairs of sentences, which
were mutual translations, was about 0.67 (with a standard deviation of 0.170), while the
average compatibility of random pairs of bilingual sentences was 0.34 (with a standard
deviation of 0.167).
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Figures 4 through 6 show the compatibility results based on punctuation counts of eight,
ten and twelve respectively. These graphs were constructed by analyzing around 50,000
aligned sentences found in the Sinorama Magazine (1990-2000). 521, 259, and 143 sentences
were selected to obtain values of n and m equal to 8, 10, and 12, respectively. The solid lines

simply connect data points for easier observation.
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Figure 4. Compatibility of translation pairs vs. random pairs with n=m=8
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Figure 5. Compatibility of translation pairs vs. random pairs with n=m= 10
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Figure 6. Compatibility of translation pairs vs. random pairs with n=m = 12

Intuitively, as the number of punctuation marks increases, the reliability of the
compatibility function does also. Overall, if the punctuation marks are softly matched in
ordered comparison across the two languages, they indeed provide useful information for
effective sentence alignment. Analyzing the Sinorama corpus, we found that the percentage of
matched sentences having the same number of punctuation marks was 21.42%. We selected
and analyzed aligned sentences having different numbers of punctuation marks to get more
insight into the distinction between matched and random sentences. The analysis also helped
us to determine the proper use of the binomial distribution function for sentence alignment.
Sentences with eight, ten, and twelve punctuation marks were arbitrarily chosen for analysis.
It appears that the distinction between mutual translations and unrelated texts indeed becomes

more prominent for sentences that have larger numbers of punctuation marks.

3.3 Punctuation Alignment Model

Instead of one-to-one hard matching of punctuation marks in parallel texts as used in the
cognate approach of Simard et al. (1992), we allow no match and one-to-several matching of
punctuation matches. Our model of the probability of punctuation alignment is very similar to
the word alignment model proposed by Brown et al. (1991). In order to perform soft matching
of punctuation, we define the probability that a sequence of punctuation marks
CP, =Cp,Cp,Cp; ---Cp; in a sentence in the source language (L1) translates into a sequence
of punctuation marks EP, = Ep Ep,Ep;---Ep; in a sentence in the target language (L2)
as P(EF,,CP;) . We choose the punctuation alignment that maximizes the probability overall



Aligning Parallel Bilingual Corpora Statistically with Punctuation Criteria 105

possible alignments, given a pair of punctuation sequences corresponding to a pair of parallel
sentences, i.e.,

arg mfx P(A| Ch,EP)) ,
where A is a punctuation alignment. Assuming that the probabilities of the individually aligned

punctuation pairs are independent and applying the Bayes’ rule, we can make the following

approximation:

P(EB’CP_/)“HP(CPkaEPk)‘PqCPk Epk|) (@)
4
where |Cpk| and |Epk| = the number of punctuation marks in CF; and EP; respectively,

B

which ranges from 0 to 2,
P(Cp,,Ep,) =the probability of translating Cp, into Ep, ,and
P(|Cpk | ,|Ep k|) = the probability of translating |Cpk| punctuations in L1 into |Epk|
punctuation in L2.
We observe that in most cases, the links of punctuation do not cross each other, much like
the situation with sentence alignment. Therefore, it is possible to use the dynamic

programming procedure to softly match punctuation across languages.

In order to explore the relationship between punctuation in pairs of Chinese and English
sentences that are mutual translations, we selected a small set of manually aligned texts and
investigated the characteristics and the statistics associated with the punctuation. Information
from around 500 manually analyzed sentences was then used as the initial parameters to
bootstrap a larger corpus. An unsupervised EM algorithm and dynamic programming were
used to optimize the punctuation correspondence between a text and its translation counterpart.
The steps in the standard EM algorithm which we used included initializing model parameters
with manually analyzed punctuation matching probabilities, assigning probabilities to missing
punctuation, estimating model parameters from completed data, and iterating the process until
convergence was reached. The EM algorithm converged quickly after the second iteration of
training.

We observed that, in most cases, the links of punctuation did not cross each other, much
like the situation with sentence alignment. Therefore, we were motivated to use the dynamic
programming procedure to softly match punctuation across the languages by finding the
Viterbi path using the punctuation translation function P(Cp,,Ep,) and fertility function
P(|Cpk|,|Ep k|). The translation probability functions corresponding to 1-1, 2-2, 1-0, and 0-1
English-Chinese punctuation matches are shown in Tables 1 to 4, respectively. It should be
noted that the calculated probability was the conditional probability of each punctuation mark,

therefore, the sum of the probability in each table does not equal to one.
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Table 1. The frequency counts and the conditional probabilities of 1-1
English-Chinese punctuation matches, sorted according to count

E, C, Match type  Count Prob.
s ’ 1-1 541 0.809874
. ° 1-1 336 0.657528
" — 1-1 131 0.34203
. ’ 1-1 113 0.221133
" — 1-1 112 0.292423
" : 1-1 65 0.16971
" N 1-1 59 0.154044
R > 1-1 56 0.083832
. ° 1-1 41 0.061377
! ! 1-1 38 0.883508
. 1-1 30 0.058708
? o 1-1 17 0.447277
: ’ 1-1 12 0.666302
; > 1-1 11 0.422925
, " 1-1 10 0.01497
? ? 1-1 9 0.236794
. 1-1 7 0.013698
" ’ 1-1 7 0.018276
; ’ 1-1 7 0.269134
. ; 1-1 6 0.011742
" : 1-1 6 0.015666
, : 1-1 5 0.007485
? ’ 1-1 5 0.131552
, ; 1-1 4 0.005988
— 1-1 4 0.007828
: : 1-1 4 0.222101
; o 1-1 4 0.153791
) ) 1-1 4 0.997159
, . 1-1 3 0.004491
1-1 3 0.005871
. — 1-1 3 0.005871
! ° 1-1 3 0.069751
? — 1-1 3 0.078931




Aligning Parallel Bilingual Corpora Statistically with Punctuation Criteria

Table 2. The frequency counts and conditional probabilities of 2-2
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English-Chinese punctuation matches, sorted according to count

E, C, Match Type  Count Prob.

) 4’ 2-2 6 0.956403
S 4 2-2 3 0.916449
e - 2-2 2 0.611063
A ! 2-2 1 0.785235
" ~> 2-2 1 0.785235
” a° 2-2 1 0.305531
7? - 2-2 1 0.785235

Table 3. The frequency counts and conditional probabilities of 1-0

English-Chinese punctuation matches, sorted according to count

E, Gy Match Type  Count Prob.
, 1-0 106 0.3655
. 1-0 66 0.2276
" 1-0 59 0.2034
) 1-0 23 0.0793
( 1-0 20 0.0691
: 1-0 7 0.0241
? 1-0 5 0.0172

Table 4. The frequency counts and conditional probabilities of 0-1

English-Chinese punctuation matches, sorted according to count

E, Cp Match Type  Count Prob.
) 0-1 229 0.389455
- 0-1 58 0.098639
° 0-1 52 0.088435
g 0-1 50 0.085034
. 0-1 45 0.076531
r 0-1 41 0.069728
0-1 39 0.066326
? 0-1 14 0.02381
— 0-1 14 0.02381
0-1 9 0.015306
— 0-1 7 0.011905
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The punctuation match types (also known as the fertility functions) obtained through
training are summarized in Table 5. Notice that the counts shown in the table are not integers
because the results of EM training were adjusted using the Good Turing Smoothing Method to

improve them.

Table 5. The punctuation fertility functions

Punctuation Match Type Count Probability
0-1 588.0005 0.225027
1-0 286.001 0.109452
1-1 1698.076 0.649852
1-2 2.466198 0.000944
2-1 0.965034 0.000369
2-2 37.19216 0.014233

3.4 Punctuation-based Sentence Alignment Model
Unlike the method Simard et al. [1992] used to handle cognates, we model the compatibility of

punctuation across two languages using the Binomial distribution. Each punctuation mark
appearing in one language either has one to three punctuation counterparts across translation
or does not. For each punctuation mark, the probability of it having a translation counterpart is
independent with a fixed value of p. Our approach differs from Simard’s in the following

interesting ways:
1. We use the Binomial distribution, while Simard et al. used a likelihood ratio.

2. We go beyond hard matching of punctuation marks between parallel texts. We allow a
punctuation mark in one language to match up with a number of compatible punctuation
marks in another. The compatibility model is similar in structure to the lexical

translation probability proposed by Brown et al. [1991].

3. We take into consideration the intrinsic sequencing of punctuation marks in an ordered
comparison. A flexible and ordered comparison of punctuation is carried out via
dynamic programming.

Following Gale and Church [1993], we employ the Bayes Theorem to estimate the
likelihood of aligning two text blocks E and C by calculating P(E, C|match) P(match).We
adopt the same dynamic programming method, but use punctuation marks to measure the
likelihood of mutual translation instead of lengths. The proposed sentence alignment method
is based on a model in which each punctuation mark in L1 is responsible for generating a

number of punctuation marks with a given matching probability in L2.

We define the probability of mutual translation for a given alignment pattern P(A| C,E)
as follows: Given two blocks of text £ and C, we first strip off non-punctuation therein and
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determine the maximum number of punctuation marks # in either E or C.

We employ punctuation-based sentence alignment, which maximizes the probability of

overall possible alignment, given a pair of parallel texts, i.e.,
arg max P(A| C,E),
A
where A is an alignment and C and E are the source and target texts, respectively.

A further approximation encapsulates the dependence of a single parameter b, which is a
function of CP and EP:

P(A|Ci,Ej) = P(A|b(CP,EP)) .
Since it is easier to estimate the distribution for the inverted form, we apply Bayes’ Rule

to further simplify the calculation:
P(A[b) = P(b|A)P(A)/P(Db) ,
where P(b) is a normalizing constant that can be ignored during minimization. P (A) is the match

type, and its values are shown in Table 6. We use a binominal distribution to estimate P(b):
P(A|C,E)~[]P(4|C,,E))
A .

ny

~ i[l P(4,) ( JP(CPk Ep)" (1= P(Cpy, Ep )" ™, (©)

T

where 71, = the maximum number of punctuation marks in either the English text or the
Chinese text in the k™ sentence to be aligned;
7, = the number of compatible punctuation marks in ordered comparison;
P(Cp,., Ep, ) = the probability of the existence of a compatible punctuation mark in
both languages;
P(4;) = the match type probability of aligning E,, and Cir.

s

t = the total number of sentences that are aligned.

From the data, we have found that about 66% of the time, a sentence in one language
matches exactly one sentence in the other language (1-1). Three additional possibilities should
be also considered: 1-0 (including 0-1), and many-1 (including 1-many). Chinese-English
parallel corpora are quite noisy, reflecting from wider possibilities of the match types. Here,
we used the same probabilistic figures as proposed by Chuang and Chang [2002]. Table 6

shows all eight possibilities used in our implementation.

Table 6. The sentence alignment match type probability P(A)

P(A) 1-1 1-0, 0-1 1-2 2-1 2-2 1-3 3-1
Chinese-English ~ 0.64 0.0056  0.017 0.25 - 0.056 -
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3.5 A Hybrid Punctuation-based and Length-Based Sentence Alignment
Model
The length-based sentence alignment criterion involves a length-related probability
distribution function P(&|match), where O is a function of the sentence length of the
source language /. and the sentence length of the target language /,,or 6 =05(/,,l,). Since
the sentence lengths of the bilingual parallel texts of interest are highly correlated,
P(6 | match) can be estimated using the Gaussian assumption following Gale and Church
[1993]. Incorporating both the length-based and punctuation-based criteria, we can modify

equation (3) as follows:

1y

P(A|C,E) ~ [] P(A)- P(S | match) ( JP(CP,{,EP,{ )(1— P(CP,,EP,))" ™" . 4)
k=1

T

The same dynamic programming optimization can then be used. Again, the computation
and memory costs are very low when both the length-based and punctuation-based criteria are
employed. The average slopes of /. and /,, and the associated standard deviations are

estimated in an adaptive manner for each corpus being evaluated [Chuang et al. 2002].

4. Experiments and evaluation

To explore the relationship between the punctuation marks in pairs of Chinese and English
sentences that are mutual translations, we prepared a small set of 200 pairs of sentences
aligned at the sentence and punctuation levels. We then investigated the characteristics of and
the statistics associated with the punctuation marks. We derived estimates of the punctuation
translation probabilities and fertility probabilities from the small set of hand-tagged data. This
seed information was then used to train the punctuation translation model on a larger corpus
via the EM algorithm. The probability of a punctuation mark having a translation counterpart
was estimated as p = 0.670 with a standard deviation 0.170. For random pairs of bilingual
sentences, p = 0.340, with a standard deviation 0.167. There appears to be marked differences
between the two distributions, indicating that, indeed, soft and ordered comparison of
punctuation marks across languages provide useful information for effective sentence

alignment.

In order to assess the performance of punctuation-based sentence alignment, we
randomly selected five bilingual articles from the Sinorama Magazine Corpus and Scientific
American (US and Taiwan editions), and several chapters from the novel Harry Potter. These
were subjected to an implementation of the proposed method. Some experimental results are

shown in appendices A and B.

It should be noted that in Appendix A, the first English sentence and the first Chinese

sentence are both title sentences, and that they are aligned based on the carriage return



Aligning Parallel Bilingual Corpora Statistically with Punctuation Criteria 111

deliminater, even though no punctuation marks are found in the English sentence. We found
that, in general, there were more periods in the English text than that in the Chinese text for a
given bilingual corpus, especially in the case of a text translated from Chinese into English. As
an example, 112 periods were found in a Chinese article [Sinorama 1988], whereas only 180
periods were found in the corresponding English translation. This phenomenon can be
further seen by examining the punctuation distribution. The relationship between the number
of sentences and the number of punctuation marks per sentence for the English-Chinese
corpus was determined by analyzing 6,103 articles, including around 130,000 sentences, from
Sinorama Magazine between 1976 and 2000. 1,138,447 punctuation marks were found in the
English corpus and 2,056,675 punctuation marks in the Chinese corpus. Apparently,
punctuation marks are used more sparingly in Chinese sentences. As shown in Figure 7, there
were two punctuation marks in most of the English sentences and three in most of the Chinese
sentences. The figure also shows that a few long sentences had close to one hundred

punctuation marks, but these were unuseful.
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Figure 7. The punctuation distribution for a bilingual corpus

This observation prompted us to establish a special rule that the combination of a comma
and an open quote in a Chinese sentence should be considered as being equivalent to a full
stop. Applying this rule, we found that the sentence count increased from 112 to 126 for the

Chinese text mentioned in the above example. This empirical rule helped to improve the
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precision of sentence alignment. These special cases can be found in both Appendixes A and
B.

The precision rate of the length-based approach [Gale and Church 1993] is shown in
Table 7 as a baseline for comparison. The precision rate is defined as the ratio between the
number of correctly matched sentences in the system output and the number of matched
sentences generated from the system output. The large variation observed in the alignment
precision is primary due to the disparity in the lengths and match types. The experimental
results obtained with the punctuation-based approach and the combination approaches are
shown in Tables 8 and 9. Overall, the punctuation-based approach outperformed the
length-based approach, reducing the error rates consistently, and the improvement could
exceed 50% at times.

Table7. Baseline sentence alignment performance achieved using the
length-based approach

No. of No. of
Articles Chinese ) Percentage (%)
Errors
Sentences

World in a box* 75 7 90.7
What clones* 77 12 84.4
New University** 319 24 92.5
Book -2 *** 439 16 96.4
Book II-8 *** 633 19 97.0

* Scientific American
** Sinorama

*** Harry Potter

Table 8. Performance evaluation using punctuations

Article Baseline Precision Improvement
World in a box* 91.5 98.8 7.3
What clones* 86.5 96.6 10.1
New University** 93.0 95.3 2.3
Book [-2 *** 96.5 98.9 2.4

Book I]-8 *** 97.1 98.0 0.9
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Table 9. Performance evaluation by combining length and punctuation

information
Article Baseline Precision Improvement
World in a box* 91.5 100.0 8.5
What clones* 86.5 97.8 11.2
New University** 93.0 93.9 0.9
Book [-2 *** 96.5 96.7 0.2
Book II-8 *** 97.1 98.2 1.1

Additionally, we evaluated our method on a larger corpus the Scientific American Corpus.
We used all of the English and Chinese articles from January 2003 to December 2003. There
were 67 articles, 1523 English sentences, and 1599 Chinese sentences. Every article included
both an English text and its corresponding Chinese text. The punctuation-based sentence
alignment method achieved alignment precision rates of over 93%. Inferior performance was
achieved when the hybrid punctuation and length-based method was used as compared with
the punctuation-based method alone, as shown by the results listed in Tables 8 and 9. This
phenomenon may be attributed to the strong dependence of the length-based method on the
average length of the sentences being analyzed. Apparently, length-based methods do not
perform well in the case of a corpus that is composed of shorter sentences. Therefore, a
length-based method may achieve poorer performance when it is combined with a
punctuation-based method. Consequently, caution should be exercised in interpreting these

precision rates.

Our approach has been proven to be effective, and it has been used to construct a
concordancer system called TotallRecall [Wu et al. 2003] in a Computer Assisted Language
Learning (CALL) project. Based on the results of our experiments, it was also possible to
speed up the corpus annotation and distribution efforts made by the Association for

Computational Linguistics and Chinese Language Processing.

5. Discussion

We achieved a striking improvement over the length-based baseline for bilingual text
alignment when punctuation was used alone or in combination with lexical information.
Combining punctuation and length information, we could get slightly better overall
performance. However, the improvement was not entirely consistent. Thus we need to

experiment on a longer parallel text in order to be more certain about it.

Although word alignment links cross each other quite often, punctuation links do not. It
appears that we can obtain sub-sentential alignment at the clause and phrase levels from the

alignment of punctuation. For instance, after we align the punctuation in examples (3¢) and
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(3e), we can extract the following finer-grained bilingual analyses:

(50) SFHHfY

(5e) Over time

(6¢) F7HETF I kL

(6e) drums could no longer satisfy him

(7c) IBERURLE b oy

(7¢) Drumming was at first the thing I loved most
(80) i s i g

(8e) but later it became half drumming, half sleeping
90) ~ 2]+ fi g [

(9¢) just a job for NT$60,000 a month

(10) i 7
(10e) says Simon

We have hand-coded a small English-Japanese punctuation mapping table and converted
our alignment program to handle alignment of Japanese and English texts. It appears that the
adapted program works with performance comparable to that of the original one. An example
of aligning English-Japanese parallel texts based on punctuation is shown in Appendix C. Our
Japanese-English program is a very preliminary one. Further and more rigorous investigation

is needed.

6. Conclusion and Future Work

We have developed a very effective sentence alignment method based on punctuation. The
probability of the finding matches between different punctuation marks in source and target
texts is calculated based on a large bilingual corpus. The punctuation-based measure of mutual
translation can be modeled by the binomial distribution. We have implemented the proposed
method on the parallel Chinese-English Sinorama Magazine Corpus. The experimental results
show that the punctuation-based approach outperforms the length-based approach with

precision rates exceeding 93%.

We have also demonstrated that the alignment method can be applied to other bilingual
texts, without the need for a priori linguistic knowledge of the languages, like Japanese and
English. This general approach has been found to be fast, easy to set up, and universal. We

believe that this method can be easily applied to many different languages.
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A number of interesting future directions for researches present themselves. First,
punctuation alignment can be exploited to constrain word alignment and reduce error rates.
Second, punctuation alignment makes possible a finer-grained level of bilingual analysis of
sub-sentential alignment and can provide a strikingly more effective translation memory and
bilingual concordance for more effective example-based machine translation (EBMT),

computer assisted translation and language learning (CAT and CALL).
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Appendix A

Some experimental results of sentence alignment based on length and punctuation are
presented here. Shaded parts indicate imprecision in alignment results. We calculated the
precision rates by dividing the number of un-shaded sentences (counting both English and
Chinese sentences) by the total number of sentences proposed. Since we did not exclude
aligned pairs using a threshold, the recall rate should be the same as the precision rate. The
experimental results indicate that when non 1-1 matches next to each other tend to fail the
length-based aligner. However, the punctuation-based aligner appears to handle such cases

more successfully.

Sentence alignment based on length

Type|English text Chinese Text

11 |Take note FHET ) G

12 |Allowing education to be led by the market may ||| Jﬁ%{ﬁlﬁljf:ﬁl B[R s
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BT G PR AL
BRI

11 |Professor He Te-fen of NTU's Department of Law| " &85 % FUF IS "ﬁi‘ipi?j/[l il
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the exams." Some instructors, seeing that some
students do not take good notes, even designate
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reference. But this results in most of the students
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get photocopies, paid for out of the class
expenses fund.
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to pay to put their children through university is
certainly not that they hope they will become

RN ;@ﬂ@»ﬂ;q T
S [y e

passionate seekers after truth, but to enable them BEBY - Fja_;, A A S R A {f'
to find good careers," says Providence University 34935 o
president Li Chia-tung bluntly. j

Sentence alignment based on punctuation

11 |Take note FHET ) 34
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instructor's teaching method is helpful for passing
the exams."

21 |Some instructors, seeing that some students do TR S puaTS F%IT
not take good notes, even designate one who does iH ) fF'I it J[ 1285 /\t 3
to give them to the others for reference. But this %, JTEAFJ; 5 J%\gv , T—Et AR
results in most of the students taking no notes at | %25 347 #(vrjc[ o ,;,J; EE
all, because after all they will get photocopies, j P S I I
paid for out of the class expenses fund. E?i{] l * j‘HI[ Gl I A el

21 |Two years ago, the CER completed a "General M FJ *P’T PG Ry T
Consultation Report on Educational Reform." HuEK %f F0E ;kﬂ ) f‘[ﬁﬁ/g Lo
One of its main proposals was that the past IPH}J - I“ T‘]El Uit F“ : s
system of controlling the establishment, , f
expansion and contraction of departments in ?J = JF%H i ngj ‘f%ﬁ 40
higher education on the basis of estimates of
personnel demand should be "relaxed."

11 |Education cannot be made merely to narrowly ?”Y? i f DR ST DR
serve the economy. {EIZRldr F' BPIpEL >

11 |Yet in reality, "the reason most parents are willing| " *-¥[3;7 3= V ArT) mb%iﬂfﬂj( 3
to pay to put their children through university is |4 —k

certainly not that they hope they will become
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Appendix B

More English-Chinese alignment results.

Thomas C. Chuang and Kevin C. Yeh

Sentence alignment based on length

31 |"The advocacy of core curriculum teaching is in @%i "J/EI‘JJJF_L]F » B E[ﬁiéﬁi "ELEI
itself a very important education for teachers." Lin | &y ﬂ v u?ﬁﬂ‘ & 7;J [L -
Ku-fang says that when NHMC was set up it made F‘FJ%' ,;xﬁ E e s ﬂ% ﬁ 155,
broad-based education one of its founding 2, e 1] 2 BN ii«:j Y rgl ,
principles, but discovered that attitudes were very [Jdt IEF %‘lfﬂ:é?% i . ﬁffﬁlfg{ ’LF "
hard to change, because "people today feel they are . ' ﬁ i E . ?'i—
respected for their profession rather than their LSRN 1E TRLSRYS
personality." Although when first studying an
academic discipline one starts from a general
outline, nonetheless one must be very well versed
in a subject to teach it well.

12 ["There is a great sense of challenge about core E‘:’I#— FIFES fif e IR R 528
curriculum teaching, but many people make the T" s (I A & F] o T p+ ) F Jﬁﬁ&
mistake of thinking it is very simple," says Lin. ggk%@% EREL  (EIA %\? S L

-

11 |The scope of core curriculum teaching appears ﬂ%m[ﬁ.ﬂ{ li "EL’?, » (EELRLFT RLEE

very broad, but it still has to start from the basics. |t 'ﬁ MO REL > EREERYE )
TR EEIGR T k“:—?k T Laﬂgﬁ
E‘7FFI‘/E =, S R

11 |In Lin Ku-fang's view, any branch of academic [N EERS 2 ElEE 28 [ A
learning can be viewed on the three levels of "man |gr= RHIOE IV IRRLE Y LA E] f e
and nature," "man and man," and "man and the SHOTI RN AT s 4 &R

= nan, AT S
supernatural, or that which transcends self." %Fo ¥ il EFP =
A
10 |To take the example of earth science, a very

specialized discipline, man's cognitive knowledge
of nature is its specialist content, but to go a step
higher and investigate the interactive relationship
between man and ecology or man and the future
condition of life requires a broad-based,
multidisciplinary approach.

Sentence alignment based on punctuation.
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discipline one starts from a general outline,
nonetheless one must be very well versed in a
subject to teach it well.
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"There is a great sense of challenge about core
curriculum teaching, but many people make the
mistake of thinking it is very simple," says Lin.
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21

The scope of core curriculum teaching appears
very broad, but it still has to start from the basics.
In Lin Ku-fang's view, any branch of academic
learning can be viewed on the three levels of
"man and nature," "man and man," and "man and
the supernatural, or that which transcends self."
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between man and ecology or man and the future
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multidisciplinary approach.
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Appendix C

Thomas C. Chuang and Kevin C. Yeh

Sentence alignment of English-Japanese parallel texts based on punctuation.

Sentence alignment based on punctuation

Type

English text

Japanese Text

11

Liu Tseng-kuei, of Academia Sinica's Institute
of History and Philology, once analyzed over
570 female names used during the Han dynasty
in hopes it might shed some light on what the
people of that time hoped to see in a woman.

W*F%%?W%%F%%@WF%
gﬁ%%%ﬁﬁéi@diﬁmﬁmf
I E A EN T a HiE
T 572D ~570 £ F D OO 1E

59 "

DEHETHL 2 EH DD -

12

It turns out that about two-thirds of the names
examined were suitable for either women or
men.

ZDREN ~3 T D 2D EHITHE
TOR"TDEDTHLZ RN
Otz WD LD EFNIEFAT
WEDHPLRLE -

N~ o o

21

Wang Mang, who usurped the throne in 9 AD,
named his daughter Jie ("nimble and quick").
The daughter of the emperor Huan Di (132-167
AD) was named Jian ("solid and resolute")
while her mother, the empress Deng, had the
even more emphatic name of Mengnu, which
means "fierce woman"!

= if@@@ =R IO D
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T’,@ Bld -~ KO Hpe T e
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11

Says Liu, "These names show that society at
that time had not yet come to hold the two sexes
to such very different standards."
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11

Although they were gradually beginning to use
specifically feminine names alluding to a gentle
and submissive nature, such traits as a resolute
spirit and an agile, tough body were also seen as
virtues in a woman.

T b0 B P 6 LA
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"The notion of the ideal woman being soft and
weak was not so universally accepted then as it
would later come to be."
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Similarity Based Chinese Synonym

Collocation Extraction

Wanyin Li*, Qin Lu® and Ruifeng Xu®

Abstract

Collocation extraction systems based on pure statistical methods suffer from two
major problems. The first problem is their relatively low precision and recall rates.
The second problem is their difficulty in dealing with sparse collocations. In order
to improve performance, both statistical and lexicographic approaches should be
considered. This paper presents a new method to extract synonymous collocations
using semantic information. The semantic information is obtained by calculating
similarities from HowNet. We have successfully extracted synonymous
collocations which normally cannot be extracted using lexical statistics. Our
evaluation conducted on a 60MB tagged corpus shows that we can extract
synonymous collocations that occur with very low frequency and that the
improvement in the recall rate is close to 100%. In addition, compared with a
collocation extraction system based on the Xtract system for English, our algorithm

can improve the precision rate by about 44%.

Keywords: Lexical Statistics, Synonymous Collocations, Similarity, Semantic
Information

1. Introduction

A collocation refers to the conventional use of two or more adjacent or distant words which
hold syntactic and semantic relations. For example, the conventional expressions “warm
greetings”, “broad daylight”, “[IFH s ¥X”, and “F=:= /5 2 all are collocations. Collocations
bear certain properties that have been used to develop feasible methods to extract them
automatically from running text. Since collocations are commonly found, they must be
recurrent. Therefore, their appearance in running text should be statistically significant,

making it feasible to extract them using the statistical approach.
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Tel: +852-27667326; +852-27667247 Fax:+852-27740842
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A collocation extraction system normally starts with a so-called headword (sometimes
also called a keyword) and proceeds to find co-occurring words called the collocated words.
For example, given the headword “%L 4 ”, such bi-gram collocations as “Kl 4 2116”7, “FL4 7
(=", and, “FL 4 'F(X” can be found using an extraction system where ““El1&”, “7 {%, and “/fl
[ are called collocated words with respect to the headword “JL#.” Many collocation
extraction algorithms and systems are based on lexical statistics [Church and Hanks 1990;
Smadja 1993; Choueka 1993; Lin 1998]. As the lexical statistical approach was developed
based on the recurrence property of collocations, only collocations with reasonably good
recurrence can be extracted. Collocations with low occurrence frequency cannot be extracted,
thus affecting both the recall rate and precision rate. The precision rate achieved using the
lexical statistics approach can reach around 60% if both word bi-gram extraction and n-gram
extraction are employed [Smadja 1993; Lin 1997; Lu et al. 2003]. The low precision rate is
mainly due to the low precision rate of word bi-gram extraction as only about a 30% - 40%
precision rate can be achieved for word bi-grams. The semantic information is largely ignored
by statistics- based collocation extraction systems even though there exist multiple resources
for lexical semantic knowledge, such as WordNet [Miller 98] and HowNet [Dong and Dong 99].

In many collocations, the headword and its collocated words hold specific semantic
relations, hence allowing collocate substitutability. The substitutability property provides the
possibility of extracting collocations by finding synonyms of headwords and collocate words.
Based on the above properties of collocations, this paper presents a new method that uses
synonymous relationships to extract synonym word bi-gram collocations. The objective is to

make use of synonym relations to extract synonym collocations, thus increasing the recall rate.

Lin [Lin 1997] proposed a distributional hypothesis which says that if two words have
similar sets of collocations, then they are probably similar. According to one definition [Miller
1992], two expressions are synonymous in a context C if the substitution of one for the other
in C does not change the truth-value of a sentence in which the substitution is made. Similarly,
in HowNet, Liu Qun [Liu et al. 2002] defined word similarity as two words that can substitute
for each other in a context and keep the sentence consistent in syntax and semantic structure.
This means, naturally, that two similar words are very close to each other and they can be used
in place of each other in certain contexts. For example, we may either say “x '} or “17{”
since “X” and “1”” are semantically close to each other when used in the context of buying
books. We can apply this lexical phenomena after a lexical statistics-based extractor is applied

to find low frequency synonymous collocations, thus increasing the recall rate.

The rest of this paper is organized as follows. Section 2 describes related existing
collocation extraction techniques that are based on both lexical statistics and synonymous

collocation. Section 3 describes our approach to collocation extraction. Section 4 describes the
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data set and evaluation method. Section 5 evaluates the proposed method. Section 6 presents

our conclusions and possible future work.

2. Related Works

Methods have been proposed to extract collocations based on lexical statistics. Choucka
[Choueka 1993] applied quantitative selection criteria based on a frequency threshold to extract
adjacent n-grams (including bi-grams). Church and Hanks [Church and Hanks 1990] employed
mutual information to extract both adjacent and distant bi-grams that tend to co-occur within a
fixed-size window. However, the method can not be extended to extract n-grams. Smadja
[Smadja 1993] proposed a statistical model that measures the spread of the distribution of
co-occurring pairs of words with higher strength. This method can successfully extract both
adjacent and distant bi-grams, and n-grams. However, it can not extract bi-grams with lower
frequency. The precision rate of bi-grams collocation is very low, only around 30%. Generally
speaking, it is difficult to measure the recall rate in collocation extraction (there are almost no
reports on recall estimation) even though it is understood that low occurrence collocations
cannot be extracted. Sun [Sun 1997] performed a preliminary Quantitative analysis of the
strength, spread and peak of Chinese collocation extraction using different statistical functions.
That study suggested that the statistical model is very limited and that syntax structures can

perhaps be used to help identify pseudo collocations.

Our research group has further applied the Xtract system to Chinese [Lu et al. 2003] by
adjusting the parameters so at to optimize the algorithm for Chinese and developed a new
weighted algorithm based on mutual information to acquire word bi-grams which are
constructed with one higher frequency word and one lower frequency word. This method has
achieved an estimated 5% improvement in the recall rate and a 15% improvement in the

precision rate compared with the Xtract system.

A method proposed by Lin [Lin 1998] applies a dependency parser for information
extraction to collocation extraction, where a collocation is defined as a dependency triple
which specifies the type of relationship between a word and the modifiee. This method
collects dependency statistics over a parsed collocation corpus to cover the syntactic patterns
of bi-gram collocations. Since it is statistically based, therefore it still is unable to extract

bi-gram collocations with lower frequency.

Based on the availability of collocation dictionaries and semantic relations of words
combinatorial possibilities, such as those in WordNet and HowNet, some researches have
made a wide range of lexical resources, especially synonym information. Pearce [Pearce 2001]
presented a collocation extraction technique that relies on a mapping from one word to its
synonyms for each of its senses. The underlying intuition is that if the difference between the

occurrence counts of a synonym pair with respect to a particular word is at least two, then they
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can be considered a collocation. To apply this approach, knowledge of word (concept)
semantics and relations with other words must be available, such as that provided by WordNet.
Dagan [Dagan 1997] applied a similarity-based smoothing method to solve the problem of
data sparseness in statistical natural language processing. Experiments conducted in his later
research showed that this method could achieve much better results than back-off smoothing
methods in terms of word sense disambiguation. Similarly, Hua [Wu 2003] applied synonyms
relationships between two different languages to automatically acquire English synonymous
collocations. This was the first time that the concept of synonymous collocations was
proposed. A side intuition raised here is that a natural language is full of synonymous
collocations. As many of them have low occurrence rates, they can not be retrieved by using

lexical statistical methods.

HowNet, developed by Dong et al. [Dong and Dong 1999] is the best publicly available
resource for Chinese semantics. Since semantic similarities of words are employed, synonyms
can be defined by the closeness of their related concepts and this closeness can be calculated.
In Section 3, we will present our method for extracting synonyms from HowNet and using
synonym relations to further extract collocations. While a Chinese synonym dictionary, Tong
Yi Ci Lin (€ [ﬁj\‘/ﬁiﬁ‘»), is available in electronic form, it lacks structured knowledge, and the

synonyms listed in it are too loosely defined and are not applicable to collocation extraction.

3. Our Approach

Our method to extract Chinese collocations consists of three steps.

Step 1: We first take the output of any lexical statistical algorithm that extracts word bi-gram
collocations. This data is then sorted according to each headword, w;, along with its

collocated word, w..

Step 2: For each headword, w;, used to extract bi-grams, we acquire its synonyms based on a
similarity function using HowNet. Any word in HowNet having a similarity value

exceeding a threshold is considered a synonym headword, w; for additional extractions.

Step 3: For each synonym headword, wy, and the collocated word, w,, of w,, if the bi-gram (wy, w,)
is not in the output of the lexical statistical algorithm applied in Step 1, then we take this
bi-gram (wy, w,) as a collocation if the pair appears in the corpus by applying an additional

search on the corpus.

3.1 Bi-gram Collocation Extraction

In order to extract Chinese collocations from a corpus and to obtain result in Step 1 of our
algorithm, we use an automatic collocation extraction system named CXtract, developed by a

research group at Hong Kong Polytechnic University [Lu et al. 2003]. This collocation
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extraction system is based on English Xtract [Smaja 1993] with two improvements. First, the
parameters (K, K;, Uj) used in Xtract are adjusted so as to optimize them for a Chinese
collocation extraction system, resulting in an 8% improvement in the precision rate. Secondly,
a solution is provided to the so-called high-low problem in Xtract, where bi-grams with a high
frequency the head word, w;, but a relatively low frequency collocated word, w; can not be
extracted. We will explain the algorithm briefly here. According to Xtract, a word concurrence
is denoted by a triplet (w;, w;, d), where w;, is a given headword and w; is a collocated word
appeared in the corpus with a distance d within the window [-5, 5]. The frequency, f;, of the
collocated word, w; in the window [-5, 5] is defined as

5
fi= 2 fi; (1)
j==5

where f; ; is the frequency of the collocated word w; at position j in the corpus within the window.

The average frequency of f;, denoted by f, , is given by

— 5
fi=% 10, @)

Jj==5

Then, the average frequency, 7 , and the standard deviation, o; are defined as

5 o=1/%§1(ﬁ—7)2. 3

The Strength of co-occurrence for the pair (w,, w;), denoted by £, is defined as

k==L “)

o

M=

7=

I |~
I

i

Furthermore, the Spread of (w;, w;,), denoted by U;, which characterizes the distribution
of w; around w, is define as

- /)
U=——7-——-"
10

®)

To eliminate bi-grams which are unlikely to co-occur, the following set of threshold

values is defined:

> K, ©6)

C2:U,>U, %

C3: £, 2 f;+(K, \JU;) (8)
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where the threshold value set (K, K;, U)) is obtained through experiments. A bi-gram (w;, w;, d)
will be filtered out as a collocation if it does not satisfy one of the above conditional thresholds.
Condition C1 is used to measure the “recurrence” property of collocations when the bi-grams (wy,
w;, d) with co-occurrences frequencies higher than K, times the standard deviation over the
average are selected. C2 is used to select bi-gram pairs (wy, w;, d) having a spread values that are
larger than a given threshold, Uy A lower U value implies that the bi-gram is evenly distributed
in all 10 positions and thus is not considered a “rigid combination”. C3 is used to select bi-grams
in these “certain positions”. Only if certain peak positions exist, the co-occurrence bi-grams are
considered collocations. The values of (K, K;, U) are set to (1, 1, 10), which are the optimal
parameters for English according to Xtract. For the CXtract, the values of (K,, K;, Uj) are
adjusted to (1.2, 1.2, 12) which are suitable for the Chinese collocation extraction.

However, Xtract cannot extract high-low collocations when wj, has a quite high frequency
and its co-word w; has a relatively low frequency. For example, “#ii= 'EJ@” is a bi-gram
collocation. But because freq (1= ) is much lower than the freq (‘t|fgf), this bi-gram
collocation cannot be identified, resulting in a lower recall rate. In CXtract, an additional step
is used to identify such high-low collocations by measuring the conditional probability as
follows:

R,-:f(wh’Wi)ZRo, )

Jw)

which measures the likelihood of occurrence of w;, given w; thus discounting the absolute

frequency of w;. CXtract outputs a list of triplets (w,, w;, d), where (w;, w;,) is considered to be
a collocation.

3.2 Construct Synonyms Set

In Step 2 of our system, for each given headword w,, we first need to find its synonym set Wiy,
which contains all the words that are said to be the synonyms of w,. As stated earlier, we
estimate the synonym relation between words based on semantic similarity calculation in
HowNet. Therefore, before explaining how the synonym set can be constructed, we will

introduce the semantic structure of HowNet and the similarity model built based on HowNet.

3.2.1 Semantic Structure of HowNet

Because we hope to explore the different semantics meanings that each word carries, word
sense disambiguation is the main issue when we calculate the similarity of words. For example,
the word “}™” used with the words “?ﬁ?ﬁl” as in “T’%ﬁiﬁl” and “pAZR as in “F7 R4S~ has the
meanings of buy( “3”) and exercise(“#%"), respectively. As a bilingual semantic and

syntactic knowledge base, HowNet provides separate entries when the same word contains
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more than one concept. Unlike WordNet, in which a semantic relation is a relation between
synsets, HowNet adopts a constructive approach to semantic representation. It describes words
as a set of concepts (~/ fﬂl) and describes each concept using a set of primitives (7 ) ,which
is the smallest semantic unit in HowNet and cannot be decomposed further. The template of

word concepts is organized in HowNet as shown below:

NO.= the record number of the lexical entries

W_C/E = concept of the language (Chinese or English)
E C/E = example of W_C/E

G_C/E = Part-of-speech of the W_C/E

DEF = Definition, which is constructed by primitives and pointers

For example, in the following, for the word “37”, we list the two of its corresponding concepts:

NO.=000001

W _C=%7

G C=V

E_C=~fii ~3 > ~i% » > Pk o
W_E=buy

G E=V

E E=

DEF=buy|{

NO.=017144

W _C=§7

G C=V

E_Cofofzf o A FFT > A S
W_E=play

G E=V

E_E=DEF=exercise|3#7:, sport| ]2[§7F’IJ

Note: Replace all the graphics above by simple text. In the above records, DEFs are
where the primitives are specified. DEF contains up to four types of primitives: basic
independent primitives (FL 4 M=t~ 5. other independent primitives (E! {97015~/
relation primitives (<&~ 7¢), and symbol primitives (ﬁ*ﬂ\yﬁ ), where basic independent

primitives and other independent primitives are used to indicate the basic concept, and the
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other types are used to indicate syntactical relationships. For example, the word “% [1” has all

four types of primitives as shown below:

NO.=072280
W=t |

G_C=n

E_C=fiffi~ i~ ~&A
W_E=birthday

G_E=n

E_E=

DEF=timel[ "], day|f |, @ComeToWorld|"[{{], Scongratulate|wlfff

The basic independent primitive “time|[s] "> defines the general classification of
“birthdaylZ [!”. The other independent primitive “day|[!” indicates that “birthday|% [!” is
related to “day|[!”. The symbol primitives “@ComeToWorld|c[{}]” and “$congratdulate|mH
’r}ﬁ"’ provide more specific, distinguishing features to indicate syntactical relationships. The
pointer “@” specifies “time or space”, indicating that “birthday|Z® [!” is the time of
“ComeToWorld| ™| f{] ”. Another pointer “$” specifies “object of V”, which means that
“birthday|% [1” is the object of “congratulateﬁfu'ﬁﬁ"’. In summary, we find that “birthday|%
F1” belongs to “timelfs =] in general and is related to “day|[!” which specifies the time of
“ComeToWorld|"t{}] .

The primitives are then linked by a hierarchical tree to indicate the parent-child

relationships as shown in the following example:

- entity|_ 4
|- thing/% 4
F physicalﬁ”ﬂj?
|- animate| % %
I AnimalHuman|z$s
- human]| *
| L humanized[#] *
L animal|"
- beast| -]
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Note: Replace all the graphics above by simple text.

This hierarchical structure provides a way to link a concept with any other concept in
HowNet, and the closeness of concepts can be represented by the distance between the two

concepts.

3.2.2 Similarity Model Based on HowNet

Liu Qun [Liu 2002] defined word similarity as two words that can substitute for each other in
the same context and still keep the sentence syntactically and semantically consistent. This is
very close to our definition of synonyms. Thus, in this work, we will directly use the similarity

function provided by Liu Qun, which is stated below.

A word in HowNet is defined as a set of concepts, and each concept is represented by
primitives. We describe HowNet as a collection of n words, W:

W= {w;, wy, ... w,}.

Each word w is, in turn, described by a set of concepts S

w; = {Su, Si2, Six};

and, each concept S; 1is, in turn, described by a set of primitives:

Si = {pi, pi2, - Py}

For each word pair, w; and w,, the similarity function is defined by

Sim(w,w,) = max  Sim(Sy;,S,;) (10)

i=l--n, j=1---m

where S); is the list of concepts associated with w; and S is the list of concepts associated with
Wo.
As any concept, S; is represented by its primitives. The similarity of primitives for any p,
and p, of the same type can be expressed by the following formula:
a

Sim(p,, = 11
(p1>P2) Dis(pr, py) + @ (11)

where o is an adjustable parameter with a value of 1.6 according to Liu [Liu 2002].
Dis(p,, p,)is the path length between p; and p, based on the semantic tree structure. The above
formula does not explicitly indicate that the depth of a pair of nodes in the tree affects their
similarity. For two pairs of nodes (p;, p,) and (p; p,) with the same distance, the deeper the

depth, the more commonly shared ancestors they have, which means that they are semantically
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closer to each other. In the following two tree structures, the pair of nodes (p; p,) in the left tree

should be more similar than (p; p,) in the right tree:

oot ot

Py

P

P;

To clarify this observation, o is modified as a function of the tree depths of the nodes
using the formula o=min(d(p;),d(p;)). Consequently, the formula (11) was rewritten as
formula (11%) below for our experiments.

min(d(p,),d(p,)) (11%)
Dis(p,, p,) +min(d(p,),d(p,))

Sim(p,, p,) =

where d(p;) is the depth of node p; in the tree. Calculating the word similarity by applying
formulas (11) and (11%) will be discussed in Section 4.4.

Based on the DEF descriptions in HowNet, different primitive types play different roles,
and only some are directly related to semantics. To make use of both semantic and syntactic
information, the similarity between two concepts should take into consideration all the
primitive types with weighted considerations; and thus, the formula is

4
Sim(Sl’SZ)ZZﬂiHSimj(pljﬂp2j) (12)

i=l =1

where f; is a weighting factor given in [Liu 2002], where the sum of g, + .+ f; + f,is 1 and
B1> B2> B3> Ps. The distribution of the weighting factors is given for each concept a priori in
HowNet to indicate the importance of primitive p; for the corresponding concept S. The
similarity model given here is the basis for building a synonyms set where 5; and [, represent

the semantic information, and f; and S, represent the syntactic relation.

3.2.3 The Set of Synonyms Headwords

For each given headword w;, we apply the similarity formula in Equation (10) to generate its

synonym set, W, which is defined as



Similarity Based Chinese Synonym Collocation Extraction 133

van = {Ws Slm (Wh? W,v) > 9} (13)

where 0 <@ <1 is an algorithm parameter which is adjusted based on experience. We set it to
0.85 based on our experiment because we wanted to balance the strength of the synonym
relationship and the coverage of the synonym set. Setting the parameter 6 < 0.85 will weaken
the similarity strength of the extracted synonyms. For example, a given collocation “d¥3 =
57 is unlikely to include the candidates “d¥= {1} and , “E[’Sf%:,fﬁ?f”. On the other hand,
setting the parameter € > 0.85 will limit the coverage of the synonym set, thus valuable
synonyms will be lost. For example, for a given bi-gram “El*‘\‘ﬁ_{ #”, we hope to include
candidate synonymous collocations such as “TE'[{F‘}%'J”, “}j{’?‘}?ﬁi”, and “1E'| YR, We

will discuss the test on € in section 5.2.

3.3 Synonyms Collocation

H. Wu [Wu 2003] defined a synonymous collocation pair as two collocations that are similar
in meaning, but not identical in wording. Actually, in natural language, there exist many
synonym collocations. For example, “switch on light” and “turn on light”, “[lf 7 '\ﬁjf@ ” and “[if
FT"EIJEE ”. However, the sparse appearance of word combinations in a training corpus due to the
limitation on the corpus size itself, some synonym collocations may not be extracted by the
statistical method because of their lower co-occurrence frequencies. Based on this
observation, we perform a further step. Our basic idea is to use a bi-gram collocation (w;, w,, d)
to further obtain the synonym set W, of w;, quantified by the similarity function. Then, for
each w; in W, we consider (w, w,, d) as a collocation if it indeed appears in the corpus at

least a given number of times.

Our definition of a synonym collocation as follows. For a given collocation (wy, w,, d), if
wy € W, then we deem the triple (wy, w,, d) to be a synonyms collocation with respect to the
collocation (wy, w,, d) if (w,, w. d) appears in the corpus N times, where N is a threshold
value which we set to 2 in our experiment. Therefore, we define the collection of synonym

collocations Ci,, as

Cs‘yn = {(W\"Wc’d) : Freq(WS,Wc,d) >= N} (14)

where  w, € W,

Our experimental results show that the precision rate of synonym collocation extraction
is around 80% when we use the knowledge of HowNet. Some pseudo collocations can be
automatically excluded because of the fact that they do not appear in the corpus. For example,
for the headword “l/+_” in the collocation “lf+_ PLif” the synonym set extracted from our
system contains {“{7I[”, “iﬁﬁgj”, “7 271, so the pseudo-collocations “iﬁﬁgj Pl <igr o pl

117, and “f7 % PLiH” will be excluded because they are not being used customarily used and,
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thus, do not appear in the corpus. We checked them using Google and found that they did not
appear either. On the other hand, for the collocated word “PLif!”, our system extracts the
synonyms set {“f= ) “HSLpi ™}, and the word combination “HfH 5L appears twice in our
corpus, thus according to our definition, it is a collocation. Therefore, the collocations “Iff+
PLiF” and “f7 L FSLFY are synonym collocations, and we can successfully extract “Hf-H LpY”

even though its frequency is very low (below 10 in our system).

4. Data Set and Evaluation Method

We modified Liu Qun’s similarity model based on HowNet to obtain the synonyms of
specified words. HowNet is a Chinese-English Bilingual Knowledge Dictionary. It includes
both word entries and concept entries. There are more than 60 thousand Chinese concept
entries and around 70 thousand English concept entries in HowNet. Both Chinese and English

word entries are more than 50 thousand.

The corpus we used contains over 60MB of tagged sentences. Our experiment was
conducted using tagged corpus of 11 million words collected six months from the People’s
Daily. For word bi-gram extraction, we considered only content words, thus, headwords were

nouns, verbs or adjectives only.

In order to illustrate the effect of our algorithm, we used the statistically based system
discussed in Section 3.1 as our baseline systems where the output data is called Set A. Using
the output of the baseline system, we could further apply our algorithm to produce a data set
called Set B.

The collocation performance is normally evaluated based on precision and recall as
defined below:

. number of correct Extracted Collocations (15)
precision= - >
total number of extracted Collocations
vecall - number of correct Extracted Collocations (16)

total numberof actual Collocations

However, in collocation extraction, the absolute recall rate is rarely used because there
are no benchmark “standard answers”. Alternatively, we can use recall improvement to
evaluate our system as defined below.

(Nnvml,isyn + NA'yn)/X B ]\]11on675yn /X . (17)
van / X

recall =

where N,ope.sn Stands for the number of non-synonyms collocations extracted by a statistical

model, N, stands for the number of synonym collocations extracted based on synonym
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the given headwords.

Because there are no readily available “standard answers” for collocations, our results
were checked manually to verify whether each candidate bi-gram was a true collocation or not.
Since the output from the baseline system obtained using 60MB of tagged data consisted of
over 200,000 collocations, we had to use the random sampling method to conduct an
evaluation. In order to perform a fair evaluation, we tried to avoid subjective selection of
words. Therefore, we randomly selected 5 words for each of the three types of words, namely,
5 nouns, 5 verbs, and 5 adjectives. Because headwords we chose were completely random and

we did not target any particular words, our results should be statistically sound. Following is a

list of the 15 randomly selected words used for the purpose evaluation:

Table 1 shows samples of word bi-grams extracted using our algorithm that are
considered collocations of the headwords “Ei ™, ”d¥2%” and “J[I\.”. Table 2 shows bi-grams

extracted by our algorithm that are not considered true collocations.

Table 1. Sample table for true collocations of the headwords “ZE X »” 27" » 7 i

nouns: FUalf, RIUAEL ﬁmﬁ, FiF, ULE;

verbs: ¥

rla

I TR, HE,

adjectives: flfyl, =1, Eifl, (&,

F5S|F4 |F3 |F2 |F1 Headword | F1 F2 F3 | F4
* * * * * EIpN F- A T * *
* * * * * B * Py A *
* * * * * mrK * JIE % *
* * * * * i NYF O x * *
* * * * * B * 13 = *
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Table 2. Sample table of bi-grams that are not true collocations

F4 |[F3 |F2 |F1 Headword | F1 F2 F3 F4 | F5
* * * * EigN By | o= * * *
RN AN e E
* * * * K * i G * *
* * * * JipN BN | % * *
* * * il K * * * * *

5. Evaluation and Analysis

5.1 Improvement in precision and recall rates

In Step 1 of the algorithm, 15 headwords were used to extract bi-gram collocations from the
corpus, and 703 pairs of collocations were extracted. Evaluation by hand identified 232 true

collocations in the set A test set. The overall precision rate was 31.7% (see Table 3).

Table 3. Statistics of the test set for set A

n.+v.+a.
Headwords 15
Extracted Bi-grams 703
True collocations obtains
. . .. 232
using lexical statistics only
Precision rate 31.7%

In Step 2 of our algorithm, where 8 = (.85 was used, we obtained 94 synonym headwords
(including the original 15 headwords). Out of these 94 synonym headwords, 841 bi-gram pairs
were then extracted from the baseline system, and 243 were considered true collocations. Then,
in Step 3 of our algorithm, we extracted an additional 311 bi-gram pairs; among them, 261

were considered true collocations. Because the synonym collocation extraction algorithm has
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achieved a high precision rate of around 84% (261/311 = 83.9%) according to our

experimental result as shown in Table 4.

Table 4. Statistics of the test set for mode B

n.+v.+a.
Synonym headwords 94
Bi-grams (lexical statistics) 841
Non-synonym collocations 43
(lexical statistics only)
Synonym collocations 311
extracted in Step 3
True synonym collocations 261
obtained in Step 3
Overall precision rate 83.9%

Since the data for Set B consisted of the additional extracted collocations. When we
employed both Set A and Set B together as an overall system, the precision increased to 44 %
((243+261)/(841+311) = 43.7%), an improvement of almost 33% (43.7%-32.9%)/32.9% =
32.8%) comparing with the precision rate of the baseline system as shown in Table 5. As
stated earlier, we are not able to evaluate the recall rate. However, compared with the
statistical method indicated by Set A, an additional 261 collocations were recalled. Thus, we
can record the recall the improvement which is ((243+261) — 243) /243= 107.4% as shown in
Table 5.

Table 5. Comparison of sets A and B

Precision Rate of the Precision Rate if Overall Overall
Statistic Model the Synonyms Precision IH{PTOVemth

(Set A) Model(Set B) Rate in Recall

32% 84% 44% 107.4%

5.2 A analysis of the loss / gain in recall

To test the average recall improvement achieved with synonym collocation extraction, we
experimented on three set tests with 9, 15, and 21 distinct headwords respectively. The results

are shown in Table 6.
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Table 6. Statistics of three test sets

Wanyin Li et al.

Test 1 Test 2 Test 3

Headwords 9 Headwords 15 Headwords 21
Set A | Bi-grams 253 | Set A | Bi-grams 703 | Set A | Bi-grams 153

Collocations 77 Collocations 232 Collocations 445

Synonym 55 Synonym 94 Synonym 121

Headwords Headwords Headwords

Bi-grams 614 Bi-grams 841 Bi-grams 203

Non- synonym | -g Non- synonym |, Non—syn'onym 576
Set B Collocations Set B Collocations Set B Collocations

Extracted Extracted Extracted

Synonym 201 Synonym 311 Synonym 554

Collocations Collocations Collocations

Synonym Synonym Synonym

Collocations 178 Collocations 261 Collocations 476

Recall improvement: 99.49%

Recall improvement: 107.4%

Recall improvement: 82.6%

Average improvement in recall: 96.5%

The above table shows that the average recall improvement was close to 100% when

using the synonyms relationships were used in the collocation extraction. With different

choices of headwords, the improvement averaged about 100% with a standard deviation of

0.106, which indicates that our sampling approach to evaluation is reasonable.

5.3 The choice of 0

We also conducted a set of experiments to choose the best value for the similarity function’s
threshold 6. We tested the best value of @ based on both the precision rate and the estimated

recall rate using so-called remainder bi-grams. The remainder bi-grams are all the bi-grams

extracted by the algorithm. When the precision goes up, the size of the result is smaller,

indicating a decreasing of recalled collocations. Figure 1 shows the precision rate and

estimated recall rate recorded when we tested the value of 4.

08
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\
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Figure 1. Precision rate vs. the value of 6
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From Figure 1, it is obvious that at §=0.85, the recall rate starts to drop more drastically

without much improvement in precision.

5.4 The test of (Ky, K;, Uy)
The original threshold for CXtract is (1.2, 1.2, 12) for the parameters (K, K;, Uy. However,

with respect to synonym collocations, we also conducted some experiments to see whether the
parameters should be adjusted. Table 7 shows the statistics used to test the value of (K, Kj,
Uy). The similarity threshold 8 was fixed at 0.85 throughout the experiments.

Table 7.Values of (K0, K1, U0)

Bi-grams extracted Synonym collocations

using lexical statistics extracted in Step2
(1.2,1.4,12) 465 328
(1.4,1.4,12) 457 304
(1.4,1.6,12) 394 288
(1.2,1.2,12) 513 382
(1.2,1.2,14) 503 407
(1.2,1.2,16) 481 413

The experimental results show that varying the value of (K, K,) does not benefit our
algorithm. However, increasing the value of U, does improve the extraction of synonymous
collocations. Figure 2 shows that U,=14 provides a good trade-off between the precision rate
and the remainder Bi-grams. This result is reasonable. According to Smadja, Ujas defined in
equation (8) represents the co-occurrence distribution of the candidate collocation (wj, w,) at
the position d (-5 < d < 5). For a true collocation (wy, w,, d), its co-occurrence frequency at the
position d is much higher than those at other positions, which leads to a peak in the
co-occurrence distribution. Therefore, it is selected by the statistical algorithm based on
equation (10). Based on the physical meaning, one way to improve the precision rate is to
increase the value of the threshold U, A side effect of increasing the value of Ujis a decreased
recall rate because some true collocations do not meet the condition of co-occurrence
frequency in the ten positions greater than U, Step 2 of the new algorithm regains some true

collocations that are lost because of the higher value of U, in Step 1.
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Figure 2. Precision rate vs. the value of U,

5.5 A comparison of similarity calculation using equations (11) and (11%)

Table 8 lists the similarity values calculated using equation (11), where a is a constant with a
given value of 1.6, and equation (11?), where a is replaced with a function of the depths of the
nodes. Results show that (11%) is finer tuned, and that it also reflects the nature of the data

* and "“~2 are more similar than 7 * and 123} 5. ¥4 and 40

better. For example,

are similar but not the same.

Table 8. Comparison of calculated similarity results

Word1 | Word2 | Formula(11) | Formula(11%)
CUN E‘UN 0.86 0.95
YN A 1.00 1.00
N F 0.86 0.95
WA % 0.05 0.10
TA (N 0.72 0.88
TA 123 7 0.72 0.88
h Eq 0.94 0.92
rer 7 1.00 0.92
AEAN AREN 1.00 0.92
14 e 1.00 1.00
+5 il 0.62 0.95
# 18 AR 0.70 1.00
it I8 1.00 1.00
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5.6 An Example

Table 9. Substitution of headwords and collocated words for the collocation “BiFE

l?‘[f ”

Substitution | Substitution | Freq. Freq. in Substitution | Freq. Freq. in
headword collocated in Google collocated in Google
word corpus | results word corpus | results
TR H 8 15 17,000 AR 0 7
JUBL S A 2 14,900 TR K 20 224,000
TR 1 0 744 KK 0 2,530
PR K 111 1,280,000 @ ®iHIEK 4 48,100
2B 4 64,100 T T K 60 543,000
2K 0 201 KK 2 211
SOl R 2 19,700 A K 3 607
AR 0 1,020 P 0 55
AR 4 84,600 PR 0 0
MK 0 98 i e 0 0

The above example shows for the collocation “%‘i}@iﬁ{{”, how each word is substituted and
the statistical data for the synonym collocations. Our system extracts twenty candidate
synonym collocations. Seven of them are synonym collocations with frequencies below than
10. Four of them have frequencies above 10, which means that they can be extracted by using

statistical models only. Another nine of them do not appear in our corpus, which including two
pseudo collocations “'ﬁﬁﬂiﬁ{i”and “iﬁﬁj%i@{i".

6. Conclusions and On-Going Work

In this paper, we have presented a method to extract bi-gram collocations using a lexical
statistics model with synonym information. Our method achieved a precision rate of 44% for
the tested data. Comparing with the precision of 32% obtained using lexical statistics only, our
method results in an improvement of close to 33%. In addition, the recall improvement
achieved reached 100% on average. The main contribution of our method is that we make use
of synonym information to extract collocations which otherwise cannot be extracted using a
lexical statistical method alone. Our method can supplement a lexical statistical method to

increase the recall quite significantly.

Our work focuses on synonym collocation extraction. However, Manning [Manning 99]
claimed that the lack of valid substitutions for synonyms is a characteristic of collocations in

general [Manning and Schutze 1999]. Nevertheless, our method shows that synonym
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collocations do exist and that they are not a minimal collection that can be ignored in

collocation extraction.

To extend our work, we will further apply synonym information to identify collocations
of different types. Our preliminary study has suggested that collocations can be classified into
4 types:

Type 0 collocations: These are fully fixed collocations which including some idioms,
proverbs, and sayings, such as “Zf 4 1R E77, “& R HH and so on.
Type 1 collocations: These are fixed collocation in which the appearance of one word

implies the co-occurrence of another one as in “/ZsflI &%,

Type 2 collocations: These are strong collocation which allow very limited substitution of
components, as in, “F3FIH ) YRR IR, ”éﬁi’%?}”\j’” and so on. These
collocations are classified with type 3 collocations when substitution can occur

at only one end, not both ends.

Type 3 collocations: These are loose collocations which allow more substitutions of
components; however a limitation is still required to restrict the substitution as in

DR L, R R L, e
By using synonym information and defining substitutability, we can validate whether
collocations are fixed collocations, strong collocations with very limited substitutions, or
general collocations that can be substituted more freely. Based on this observation, we are
currently working on a synonym substitution model for classifying the collocations into

different types automatically.
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