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Abstract

In our everyday chit-chat, there is a conver-
sation initiator, who proactively casts an ini-
tial utterance to start chatting. However, most
existing conversation systems cannot play this
role. Previous studies on conversation systems
assume that the user always initiates conversa-
tion, and have placed emphasis on how to re-
spond to the given user’s utterance. As a result,
existing conversation systems become passive.
Namely they continue waiting until being spo-
ken to by the users. In this paper, we consider
the system as a conversation initiator and pro-
pose a novel task of generating the initial utter-
ance in open-domain non-task-oriented con-
versation. Here, in order not to make users
bored, it is necessary to generate diverse utter-
ances to initiate conversation without relying
on boilerplate utterances like greetings. To this
end, we propose to generate initial utterance
by summarizing and chatting about news arti-
cles, which provide fresh and various contents
everyday. To address the lack of the training
data for this task, we constructed a novel large-
scale dataset through crowd-sourcing. We also
analyzed the dataset in detail to examine how
humans initiate conversations (the dataset will
be released to facilitate future research activ-
ities). We present several approaches to con-
versation initiation including information re-
trieval based and generation based models.
Experimental results showed that the proposed
models trained on our dataset performed rea-
sonably well and outperformed baselines that
utilize automatically collected training data in
both automatic and manual evaluation.

1 Introduction

Conversation1 systems are becoming increasingly
important as a means to facilitate human-computer

∗This work was done during research internship at Yahoo
Japan Corporation.

1“Conversation” in this paper refers to open-domain non-
task-oriented conversations and chit-chat.

Figure 1: Conversation initiation task. The system in
this example is given a news post about “iPhone” and
generates an initial utterance for chatting about it.

communication. However, most of the studies on
conversation systems have been based on the as-
sumption that a human always initiates conver-
sation. As a result, the systems are designed
to be passive (Yan, 2018), meaning that they
keep waiting until they are spoken to by the hu-
man and will never speak to the human proac-
tively. For example, popular encoder-decoder
models (Sutskever et al., 2014; Vinyals and Le,
2015) are designed to respond to input utterances
provided by humans, and it is difficult for them
to proactively initiate the conversation. Although
some systems are able to initiate conversations,
they basically adopt template-based generation
methods and thus lack diversity.

This paper investigates generating the very first
utterance in a conversation. We feel strongly that
conversation systems should not always be pas-
sive; sometimes, they have to proactively initiate
the conversation to enable more natural conversa-
tion. In addition, it is crucial to be able to initi-
ate conversation in various ways in actual appli-
cations, since systems that initiate a conversation
by always saying “Let’s talk about something” or
“Hello” are inherently boring.

We propose a task setting in which the system
initiates a conversation by talking about a news
topic. In this task, the system is provided with
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a news post to talk about and uses it to gener-
ate the initial utterance of the conversation (Fig.
1). This task is referred to as conversation initia-
tion in this paper. We have two primary reasons
for using news posts. First, sharing and exchang-
ing opinions about the latest news with friends is
common in our daily conversations (Purcell et al.,
2010) (e.g, asking something like “What do you
think about today’s news on Trump?”). Second,
and more importantly, this task setting allows us
to proactively generate diverse utterances to initi-
ate conversations by simply using the latest news
posts, which include a wide variety of content pub-
lished daily.

We created a large-scale dataset for training and
evaluating conversation initiation models through
a crowd-sourcing service. The crowd-sourcing
workers were presented with news posts collected
from Twitter and asked to create utterances to ini-
tiate a conversation about the post. The resulting
dataset will be released to facilitate future studies
at the time of publication.

We developed several neural models, includ-
ing retrieval-based and generation-based ones, to
empirically compare their performances. We
also compared the proposed models against base-
lines that utilize automatically constructed train-
ing dataset to investigate the effectiveness of our
dataset. Both automatic and manual evaluation
were used to assess not only the quality but also
the diversity of the generated initial utterances.
The results indicate that the proposed models suc-
cessfully generated initial utterances for the given
news posts, and significantly outperformed the
baseline models.

Our contributions are the following:

• We investigate the task of conversation initi-
ation, which has been largely overlooked in
previous studies.

• We construct and release a large-scale dataset
for conversation initiation.

• We develop several neural models and em-
pirically compare their effectiveness on our
dataset.

2 Related work

2.1 Non-task-oriented Conversation System

There are many existing studies on non-task-
oriented conversation systems. Research started

with rule-based methods (Weizenbaum, 1966;
Wallace, 2009) and gradually shifted to statistical
approaches (Ritter et al., 2011; Vinyals and Le,
2015), and many follow-up studies have since
been undertaken to improve the quality of
the generated responses (Hasegawa et al., 2013;
Sordoni et al., 2015; Serban et al., 2016; Li et al.,
2016b; Serban et al., 2017).

However, the task of conversation initiation has
been largely absent in these studies.

2.2 Data Grounded Conversation
There have also been efforts to develop systems
that can chat with users about specific documents
such as Wikipedia articles (Zhou et al., 2018) or
reviews (Moghe et al., 2018). However, these
studies did not investigate how to initiate such con-
versations, and as a result, their models assume
that the initial utterance is always given by users.
Also, their datasets are designed to be used to train
models of multi-turn conversations about the given
documents, rather than models of conversation ini-
tiation. For example, Moghe et al. (2018) utilized
fixed templates to initiate conversations, and there
are only a few (around 4k) utterances that can be
used to train the model of conversation initiation
in Zhou’s dataset (2018).

In contrast, we focus on the conversation initi-
ation task, which those studies have largely over-
looked, and develop a large-scale dataset that in-
cludes 109,460 utterances for this task (see Sec-
tion 3). Therefore, our work can be considered
complementary to the previous studies.

In an approach that uses images rather than
documents, (Mostafazadeh et al., 2016) proposed
a method of generating questions about an image
to initiate conversation. Although, like us, they ex-
plored initiating conversation, they focused only
on generating questions. In contrast, we inves-
tigate generating other types of initial utterances
than questions. Also, they investigated a task set-
ting in which users can see the images along with
the conversation, while we do not present the news
posts to users. This difference makes our genera-
tion task a bit more complicated (see Section 3).

2.3 Proactive Conversation System
Some studies have attempted to make conversa-
tion systems more proactive rather than passively
waiting for utterances from a user. (Li et al.,
2016c) proposed a system that detects a stale-
mate in the conversation and then proactively
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casts a specific response for breaking the stale-
mate. They use the history of the user’s utterances
to select response candidates. (Yan et al., 2017;
Yan and Zhao, 2018) proposed a method of proac-
tively suggesting the user’s next utterance. Al-
though these methods have been successfully used
in proactive conversation systems, the conversa-
tion initiation has not been investigated.

2.4 Diverse Response Generation

A well-known problem of encoder-decoder-
based conversational models is that they tend
to generate generic responses such as “I don’t
know” (Vinyals and Le, 2015; Sordoni et al.,
2015; Serban et al., 2016). Such responses
understandably bore users, so there has been
much research focus on generating more diverse
responses (Li et al., 2016a; Xu et al., 2018;
Baheti et al., 2018).

We explore the problem of generating diverse
initial utterances from a different perspective than
other studies. In our problem setting, it is not obvi-
ous how to go beyond simple template-based sys-
tems, which cannot generate diverse utterances.
We address this problem by generating initial ut-
terances based on news posts, which feature vari-
ous content and are updated every day.

This study is complementary to previous at-
tempts at diversification. Our method exploits ex-
isting neural conversation models, which tend to
generate generic responses, as a component. The
previous diversification methods can be used to
improve the initial utterances in our method.

2.5 Other Related Work

Question Answering (QA) tasks have long
been studied in the research commu-
nity (Rajpurkar et al., 2016, 2018). In recent
years, conversational variants of this task such as
visual QA (Antol et al., 2015; Das et al., 2017)
and conversational QA (Reddy et al., 2018) have
been proposed. All of these tasks differ from our
conversation initiation task since they focus on
how to respond to questions.

(Yoshino and Kawahara, 2014) proposed an in-
formation navigation system that presents users
with the contents of news articles through conver-
sation. Although this setting is similar to ours,
their system always opens conversation by just
presenting the news headline. Our study investi-
gates initiating conversation in a more chatty way,

and should contribute to making the systems more
conversational and attractive.

(Qin et al., 2018) proposed the task of generat-
ing comments about given news articles. Although
this task is similar to ours, it is not designed to con-
verse with users. Our task focuses on conversation
and tries to generate initial utterances using news
articles (posts).

3 Conversation Initiation Dataset

In this section, we explain how we constructed the
dataset for the task of conversation initiation. We
then analyze the constructed dataset to provide in-
sights into its effectiveness.

3.1 Data Construction

We first collected 104,960 Japanese news posts
from the Twitter account @YahooNewsTopics,2

which delivers the latest news in the world every
day. The data were collected between December
31, 2013 and October 31, 2017. Some example
posts collected from this account are listed in the
third column of Table 1.3

We investigate the task setting in which the
system opens a conversation about a given news
post. Here, we presume the post is not presented
to the user during the conversation. Although
letting users see the news posts would be pos-
sible, such a setting is not investigated here be-
cause our focus is a situation where users converse
with the system only by voice. Such situations
are growing more popular in recent years with
the rise of voice-controlled conversation systems
such as intelligent assistants (e.g., Siri, Alexa,
and Cortana) (Jiang et al., 2015; Sano et al., 2016;
Akasaki and Kaji, 2017) and smart speakers (e.g.,
Amazon Echo and Google Home).

Therefore, in our task setting, since the user
does not always know about the news, it is pre-
ferred to first introduce the news summary so as
to share the background knowledge before start-
ing the conversation (see Fig. 1). In this sense, our
task can be understood as a combination of sum-
marization and chit-chat. Interestingly, the sum-
marization subtask goes beyond the ordinary one
in that we not only compress the content but also
generate the text in a chit-chat-like style.

2https://twitter.com/yahoonewstopics
3Original news posts were written in Japanese. We have

translated them for clarity.
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dialogue acts # examples news posts (translated) initial utterances (translated)
IMPRESSION 7,929 Yu Abiru announces her marriage on a

broadcast. Her affiliation office and part-
ner also commented.

It seems that Yu Abiru announced her mar-
riage on a broadcast. Congrats!

Major beer companies will increase beer
production by about 10% this summer
compared to the same period last year.
Managerial resources have been shifted
from other products due to a hot summer
and tax cuts.

I heard that major beer companies are plan-
ning to increase beer production by about
10% this summer compared to last sum-
mer. It makes me want to drink a cold beer
on a hot day.

URGING 273 The Korean Defense Department revealed
that the North Korean army launched sev-
eral ”short-range projectiles” toward the
Sea of Japan on the morning of the 3rd.

North Korean forces launched missiles to-
ward the Sea of Japan. Let’s evacuate
quickly!

Severe damage to the mind and body due
to abuse cannot be healed easily. We fol-
lowed the cases of women who suffered
abuse as children.

Wounds by abuse are stored deeply in the
body and mind. Let’s do something to help
if child abuse is happening around you.

QUESTION 1,028 Players of the national men’s handball
team smoked in a non-smoking area while
staying at Ajinomoto national training cen-
ter. They received an indefinite ban from
JOC.

The national men’s handball team players
smoked in a non-smoking area and were
expelled, I heard. Have you ever seen a
handball game?

An infant was caught between a bed guard
and a mattress and subsequently died. In
the US, 13 children were killed in the past
11 years due to such accidents. Japan Pe-
diatric Society has called attention to this.

There seems to have been an accident
caused by an infant’s bed guard. Do you
think that bed guards are necessary?

Table 1: Distribution over sampled dialogue acts and example initial utterances. Italics are chit-chat parts.

# word # sent. vocab. size
News post 33.85 1.96 54,830
Initial utterance 31.50 2.03 49,211

*Summary part 22.27 1.00 45,850
*Chit-chat part 9.23 1.03 19,520

Table 2: Statistics of the dataset. First and second
columns show the average numbers per utterance.

To construct the dataset, we had cloud work-
ers create the initial utterance of a conversation
on the basis of a given news post. We instructed
workers to not only chat about the news post but
also to provide its brief summary. The work-
ers were asked to use colloquial expressions be-
cause users feel strange when spoken to in liter-
ary expressions. We obtained a total of 104,960
pairs of news post and initial utterance4. Note
that we created only the initial utterances (same
as (Mostafazadeh et al., 2016)) because our focus
is how to initiate conversation5.

4Some news posts (typically emergency news such as
earthquake) were posted more than once, and as the conse-
quence the dataset includes 102,844 unique news posts. In the
experiment, we took care so that the training and test datasets
do not include the same news posts.

5Of course it is necessary to continue successive conver-
sation in an actual application, but we here leave this setting
as a future work.

3.2 Data Analysis

Here we discuss our investigation of the 104,960
initial utterances. Some examples of the utter-
ances are listed in Table 1. Most initial utterances
first summarize the contents of the news post and
then begin to chat about it, as we instructed. For
subsequent analysis and model designing, we di-
vided each initial utterance into sentences and then
designated the one with the smallest edit distance
from the input news post as “summary part” and
the rest as “chit-chat parts”. The rationale be-
hind the use of this heuristic is that the summary
part shares more words with the original news post
than the chit-chat part and consists of just one sen-
tence in most cases. The statistics of the dataset
are shown in Table 2.

For the summary part, as seen in Tables 1 and
2, original news posts are compressed by 32.29%
on average and are converted into a colloquial
style. This indicates that the recruited cloud work-
ers properly extracted the important contents from
the input news posts and used them for making the
summary part.

Compared with the summary part, the number
of words and vocabulary size for the chit-chat part
are relatively small (Table 2). This is a natural phe-
nomenon since the summary part uses more con-
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Figure 2: Overview of initial utterance generation by our proposed approaches. Italics are chit-chat parts.

tent words for summarization than the chit-chat
part. To clarify how workers created these chit-
chats, we randomly sampled 10,000 utterances
and manually classified them according to their di-
alogue acts, as shown in Table 1. We found that the
majority (92% = (7929 + 273 + 1082) / 10000) are
classified into three dialogue acts (IMPRESSION,
URGING, and QUESTION). The remaining 8%
miscellaneous utterances that do not belong to any
of the three dialog acts.

Most of the labeled initial utterances are the
impressions and opinions of cloud workers about
news posts (see the IMPRESSION act). Some
of them are boilerplates (e.g., “Congrats” ) while
others show tremendous diversity (e.g., “It makes
me want to drink a cold beer on a hot day” ). It
is interesting that some workers make an urging
(e.g., “Let’s evacuate quickly” ) or ask a question
(e.g., ”Have you ever seen a handball game?”).
These acts that attempt to solicit the user’s re-
sponse are important elements for conversation
initiation.

4 Generation Method

As described in Section 2, most of the initial ut-
terances in the dataset can be divided into a sum-
mary part and a chit-chat part. Because it is pos-
sible to generate these two parts by two separate
models or by a single joint model, we investigate
both approaches and compare their performance
in an experiment. The overview of our proposed

approaches is given in Fig. 2.

4.1 Separate Approach
The separate approach utilizes two different mod-
els to generate the summary part and the chit-chat
part, respectively.

The summary part is generated by the pointer-
generator model, which allows both copying
words by pointing to the input sentence and gen-
erating words from a fixed vocabulary (See et al.,
2017). This model is suitable for generating the
summary part because it can appropriately select
the contents of the input sentence while compress-
ing them to a proper length.

To generate the chit-chat part, both generation-
based and information retrieval (IR)-based meth-
ods are investigated. We use a common encoder-
decoder model (Vinyals and Le, 2015) as the
generation-based method (see Separate (Gen) in
Fig. 2). Since this model tends to generate generic
sentences that lack diversity (Vinyals and Le,
2015; Sordoni et al., 2015; Serban et al., 2016),
we also adopt the MMI-antiLM method proposed
by (Li et al., 2016a) to promote diversity. This
method uses the following score function, instead
of the commonly used log-likelihood, when de-
coding:

logP (T |S)− λ logU(T ), (1)

where T is an initial utterance and S is a news
post. P (T |S) is the conditional likelihood of T
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given S, and U is a language model. In decod-
ing, output candidates are generated using beam
search and are then reranked by Eq. 1. This model
penalizes generic sentences by U(T ).

As the IR-based method, we utilize the embed-
ding of an input news post to retrieve the clos-
est news posts in the training data using cosine
distance, and then extract the corresponding chit-
chat part (Ritter et al., 2011) (see Separate (IR)
in Fig. 2). We adopt Smooth Inverse Frequency
(SIF)-based embedding (Arora et al., 2017) for in-
ducing news post embeddings. This method first
calculates a weighted average of word embeddings
in a news post s as:

vs =
1

|s|
∑
w∈s

a

a+ P (w)
vw, (2)

where a is a hyperparameter and P (w) is the uni-
gram probability calculated from the training data.
Then, it reduces the influence of the first principal
component by using the first singular vector u of
the word vector matrix:

vs = vs − uuTvs, (3)

This method has demonstrated a competitive per-
formance across various tasks (Arora et al., 2017).

4.2 Joint Approach

We concatenate the summary part and the chit-
chat part of the training data and train only one
pointer-generator model, as mentioned in Sec-
tion 4.1 (see Joint in Fig. 2).

Unlike the separate approach, this method can
be considered multi-task learning of the summary
and the chit-chat part generation. Thus, we expect
it can generate the initial utterance precisely by
considering the coherence between the summary
and the chit-chat part. We examine the effective-
ness of this approach through experiments in the
following section.

5 Experiments

We empirically evaluate the performance of the
proposed methods on the constructed dataset.

5.1 Models

In addition to the proposed methods, we imple-
mented baselines that do not use labor-intensive
labeled data, since carefully preparing the dataset

RNN type Bi-LSTM
Layers 2

Hidden layer dim. 512
Embedding dim. 256

Dropout rate 0.2
Parameter init. (-0.08, 0.08) (uniform)
Vocabulary size 50,000

Batch size 64
Epochs 30

Max. grad. norm. 1
Optimization Adam
Learning rate 0.001

Beam size 5
λ (MMI) 0.3
γ (MMI) 0.15

Table 3: Hyperparameter settings for training encoder-
decoder models.

is one of our contributions. These baselines gener-
ate summary and chit-chat parts separately in the
following way and concatenate them as output.

We gathered tweets (news posts) of major news
accounts from Twitter and their corresponding
replies (regarded as chit-chats). Those tweet-reply
pairs can be used as pseudo training data to gener-
ate the chit-chat part. Since we cannot automati-
cally acquire training data for generating the sum-
mary part, we output the first sentence of the input
news post as the summary part.

Overall, the following proposed and baseline
methods were implemented for comparison:

Baseline Generate the summary part and the
chit-chat part by separate models using the
pseudo-training data collected from Twitter.
There are three variants of this method for
generating the chit-chat part. Baseline (IR)
and Baseline (Gen) use the IR-based method
and the generation-based method, respec-
tively. Baseline (Gen+MMI) uses MMI-
antiLM (Li et al., 2016a) for decoding.

Separate Generate the summary part and the
chit-chat part separately using the approach
described in Section 4.1 and the dataset de-
scribed in Section 3.1. There are also three
variants of this method, same as the baselines
(Separate (IR), Separate (Gen), and Sepa-
rate (Gen+MMI), respectively).

Joint Generate the summary part and the chit-
chat part jointly using the approach described
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Model R-1 R-2 R-L D-1 D-2 D-S
Baseline 70.2 59.1 67.5 17.7 60.1 99.8
Separate 66.5 50.6 63.8 15.7 52.4 99.8
Joint 68.8 54.1 66.3 15.2 51.8 99.8

Table 4: Results of summary part generation.

Model BLEU D-1 D-2 D-S
Baseline (IR) 0.2 21.8 65.0 90.3
Baseline (Gen) 0.2 1.2 3.4 2.8
Baseline (Gen+MMI) 0.2 1.1 3.1 3.7
Separate (IR) 3.5 12.6 34.9 65.2
Separate (Gen) 6.3 1.5 2.9 3.2
Separate (Gen+MMI) 9.6 2.2 5.6 13.4
Joint 6.4 6.7 15.8 28.5

Table 5: Results of chit-chat part generation.

in Section 4.2 and the dataset described in
Section 3.1.

5.2 Experimental Settings

We divided the 104,960 items of data (news post
and initial utterance pairs) into 90,000, 10,000,
and 4,960 for training data, development data, and
test data, respectively. Input news posts that ap-
pear in the training data were removed from the
test data. Consequently, 4,776 data were used as
the final test data.

To train the baseline model, we collected
277,813 tweets and their corresponding replies
from six major Japanese news accounts6 on Twit-
ter. We then divided those pairs into 260,000 and
17,813 for training data and development data for
the baselines.

We performed tokenization using a Japanese
morphological analyzer, MeCab,7 with IPAdic
dictionary,8 and then removed usernames, URLs,
and hashtags. We used OpenNMT-py (Klein et al.,
2017)9 for building the models described in Sec-
tion 4. Their hyperparameter settings are given
in Table 3. We used GloVe (Pennington et al.,
2014)10 to learn 300-dimensional word embed-
dings. We trained word embedding using a
Japanese Wikipedia dump released on February
22nd, 2018. These embeddings were used for
acquiring news post embeddings, as described in
Section 4.1.

5.3 Automatic Evaluation

As discussed in Section 3.2, since the initial utter-
ance can be divided into separate parts that have
different properties, we evaluated each part sepa-
rately to examine the generated initial utterances.

6@YahooNewsTopics, @livedoornews, @asahi,
@mainichi, @mainichi jp, @nhk news

7http://taku910.github.io/mecab/
8https://ja.osdn.net/projects/ipadic/
9https://github.com/OpenNMT/OpenNMT-py

10https://nlp.stanford.edu/projects/glove/

We automatically divided the generated sen-
tences and reference sentences into summary parts
and chit-chat parts, as explained in Section 3.2.
We used ROUGE-1, ROUGE-2, and ROUGE-
L (Lin, 2004) for evaluating the summary part (de-
noted as R-1, R-2, and R-L, respectively) and
BLEU (Papineni et al., 2002) for evaluating the
chit-chat part. We use different metrics for each
part because ROUGE is often used for summariza-
tion tasks while BLEU is used for conversational
tasks. Since these automatic metrics are insuf-
ficient for evaluation (Novikova et al., 2017), we
also perform a manual evaluation in Section 5.4.

To evaluate diversity, we calculate the propor-
tion of distinct unigrams, bigrams, and sentences
(D-1, D-2, and D-S, respectively) in the generated
initial utterances (Li et al., 2016a).

Table 4 lists the results of the summary part.
The baseline method that outputs the first sentence
of an input news post achieved higher ROUGE
scores than the proposed methods. This does not
necessarily mean that the proposed methods are
poor because even the SOTA summarization sys-
tem exceeds such a baseline by only a small mar-
gin (See et al., 2017). Also, our task has a require-
ment to convert sentences into colloquial expres-
sions, and the ROUGE metric cannot capture such
a subtle difference. We perform a deeper investi-
gation into the quality of the generated initial ut-
terance in the next section. Regarding the diver-
sity, almost all of the generated initial utterances
are distinct, as shown in Table 4.

Table 5 shows the result of the chit-chat part.
The proposed methods outperformed the baselines
in terms of BLEU score. Although the baselines
use two times as much training data as the pro-
posed methods, their scores were quite low. This
demonstrates the quality of our dataset. The score
of Separate (IR) was relatively low among the
proposed methods, presumably because the chit-
chat parts retrieved from the training data do not
always match the content of the input news post.
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Model Naturalness Coherency
Human 3.31 3.39
Baseline (Gen+MMI) 2.26 2.24
Separate (IR) 2.32 2.21
Separate (Gen+MMI) 2.96 2.96
Joint 3.07 3.06

Table 6: Results of evaluating Naturalness and Co-
herency of the generated utterances by the manual
evaluation (higer is better).

Model Dullness
Human 2.18
Boilerplate 3.06
Separate (IR) 2.47
Separate (Gen+MMI) 2.39
Joint 2.36

Table 7: Results of evaluating Dullness of the gener-
ated utterances by the manual evaluation (lower is bet-
ter). Boilerplate uses manually created boilerplate ut-
terances.

We also see that all the BLEU scores of the mod-
els are quite lower than ROUGE scores in Table 4.
In general, both summarization and chat genera-
tion tasks often use automatic evaluation metrics
to evaluate generated sentences, their scores tend
to be much lower in the chat generation task. This
is because the answer sentences (utterances) of
the chat generation task have more diverse candi-
dates than other generation tasks such as machine
translation and summarization (Li et al., 2016a,b;
Baheti et al., 2018). We also examine the diver-
sity of the chit-chat part in Table 5. Although the
diversity of the IR-based methods was high, their
BLEU scores deteriorated considerably. Among
the generation-based methods, although Separate
(Gen+MMI) achieved the highest BLEU score, it
lacked diversity. In contrast, Joint achieved a rea-
sonable BLEU score while maintaining diversity
to some extent.

5.4 Manual Evaluation

Although diversity of utterances can be quantified
automatically, ROUGE and BLEU scores do not
always follow human intuition (Novikova et al.,
2017; Lowe et al., 2017). Therefore, we evalu-
ate the generated initial utterances manually. We
picked the three proposed models with good per-
formance in the automatic evaluation along with
one baseline for this manual evaluation. 300 posts
were sampled as the input news posts, and the out-
puts of the four methods were manually evaluated
from two perspectives: 1) Naturalness: Does the

utterance naturally initiate conversation? and 2)
Coherency: Is the content of the utterance coher-
ent with the given news post? We recruited crowd
workers to score each utterance on a 4-point scale
(Agree, Slightly Agree, Slightly Disagree, Dis-
agree).

Table 6 show the results of the manual evalua-
tion for Naturalness and Coherency of the gen-
erated initial utterances. The proposed methods
excluding Separate (IR) outperformed Baseline
(Gen+MMI) in both perspectives and achieved
reasonable scores compared to human upper-
bound. The scores of Separate (IR) are quite
low because the retrieval result does not follow
the input news post in many cases. This re-
veals that although those sentences have high di-
versity, their quality is poor as initial utterances.
Although Baseline (Gen+MMI) achieved high
ROUGE scores in Table 4, its style is not collo-
quial. Thus, workers felt odd and lowered their
scores. In conclusion, it is better to use the
generation-based methods for conversation initia-
tion.

We also evaluated Dullness: Is the given utter-
ance dull or boring? We used 15 manually cre-
ated boilerplate utterances (e.g., Hello., How are
you?, Let’s talk with me.) rather than Baseline
(Gen+MMI) to confirm the effectiveness of uti-
lizing news contents as the initial utterances. Ta-
ble 7 show the results of the manual evaluation for
Dullness of the generated initial utterances. We
see that compared to our proposed methods, the
score of the boilerplate baseline is quite high. This
indicates that using boilerplate utterances for con-
versation initiation often bores users and possibly
leads to early abandonment of the conversation.

To determine the statistical significance of our
results, we performed Wilcoxon signed-rank tests
with Bonferroni correction (Wilcoxon, 1945). In
Table 6, for all combinations except Baseline
(Gen+MMI) vs. Separate (IR) and Separate
(Gen+MMI) vs. Joint, there were significant dif-
ferences (p-value < 0.005 (corrected)) in both per-
spectives. Similarly, in Table 7, there were statis-
tically significant differences for all combinations
except Separate (IR) vs. Separate (Gen+MMI)
and Separate (Gen+MMI) vs. Joint.

5.5 Examples

Finally, we investigated the initial utterances gen-
erated by Separate (Gen+MMI) and Joint. Ex-
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news posts initial utterances
A parade for the Rio Olympics and Para-
lympic medalists will be held in October.

Separate (Gen+MMI): I heard that a parade for the Rio Olympics and
Paralympic medalists will be held in October. That’s amazing.

Approximately 500,000 people gathered at
the time of the London Olympics.

Joint: I heard that a parade for the Rio Olympics and Paralympic medalists
will be held in October. I would like to see what parade it is.

A Chinese captain who was poaching a coral
in the offshore of Kagoshima was arrested.

Separate (Gen+MMI): I heard that the coral was arrested in Kagoshima
prefecture offshore because of poaching. Get it together.

The number of poaching boats has sharply
declined in Ogasawara.

Joint: I heard that a Chinese captain who poached a coral in the offshore of
Kagoshima was arrested. Do not do poaching!

On a suicide bombing that happened at a con-
cert in England, the homeless action around

Separate (Gen+MMI): I heard that the homeless action around the scene
of a suicide bombing that happened in England was praised. That’s scary.

the scene attracted praise. The UK raised the
terrorist threat level to the “highest.”

Joint: I heard that the homeless action on a suicide bombing in England
was praised. Do you take measures against terrorism?

The Meteorological Agency announced that
Typhoon 11 will approach Tohoku in the

Separate (Gen+MMI): It seems that Typhoon 11 will approach Tohoku on
21st. Let’s watch out!

early morning of 21st. Typhoon 9 is expected
to approach Tokai on 21st and Typhoon 10
will approach Tokai or Kanto.

Joint: I heard that The Meteorological Agency announced that Typhoon 11
will approach Tohoku in the early morning of 21st. We should pay attention
to the future movement.

Table 8: Examples of generated initial utterances. Italics are chit-chat parts.

amples of these utterances are provided in Table 8.
We found that Separate (Gen+MMI) tended to

generate generic utterances (e.g., “That’s amaz-
ing”, “Get it together”) as the chit-chat part that
fit any context, even though it uses a diversity-
promoting function when decoding. In contrast,
Joint could generate more diverse chit-chat parts
by utilizing contents words such as “parade” and
“poaching”. One possible reason for this phe-
nomena is that the generated summary part acts
like an additional condition of P (T |S) at the time
of decoding the chit-chat part. This does not hap-
pen with Separate (Gen+MMI), which simply
concatenates the outputs of separate models.

Interestingly, we found that there are some ut-
terances giving a question (third example of Joint
in Table 8) or making an urging (fourth exam-
ple of Separate (Gen+MMI) in Table 8). Con-
trolling utterances of the model by such dialogue
acts (Wen et al., 2015; Zhao et al., 2017) can make
the conversation initiation more diverse and attrac-
tive. We leave them as the future work at this time.

We should note that although it is a problem
common to all the generation-models, there is a
possibility of transmitting false news contents (as
in the second example of Separate (Gen+MMI)
in Table 8) or ethically inappropriate contents to
the users. Therefore, when adopting our method
into an actual conversation application, we have to
pay close attention to this problem.

6 Conclusion

In this paper, we proposed the new task of con-
versation initiation. To generate diverse initial ut-
terances that can improve user engagement, we

utilized news articles that provide fresh and var-
ied information every day and constructed a large-
scale dataset using crowd workers. To perform
the conversation initiation, we designed separate
and joint approaches including both IR-based and
generation-based methods. Empirical experiments
showed that the proposed methods outperformed
the baselines in both automatic and manual eval-
uation, and can generate diverse initial utterances
that template-based methods cannot make. These
results demonstrate the quality of our constructed
dataset, that will be released for future studies11.

As a natural next step, we plan to develop a
more sophisticated conversation model, which can
not only generate initial utterances but also con-
tinue the conversation for the given news con-
tents (Yoshino and Kawahara, 2014). In that case,
depending on the user’s interest, the model needs
to determine whether to do a usual chat or talk
about the news contents. We also plan to improve
the proposed method so that it can generate even
better initial utterances. Since our task has two el-
ements, summarization and chit-chat, the focus of
our future work will be a more sophisticated multi-
task model that considers these relations.
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