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Abstract

Most of the work in sentiment analysis and
opinion mining focuses on extracting explicit
sentiments. Opinions may be expressed im-
plicitly via inference rules over explicit senti-
ments. In this thesis, we incorporate the in-
ference rules as constraints in joint prediction
models, to develop an entity/event-level sen-
timent analysis system which aims at detect-
ing both explicit and implicit sentiments ex-
pressed among entities and events in the text,
especially focusing on but not limited to sen-
timents toward events that positively or nega-
tively affect entities (+/-effect events).

1 Introduction

Nowadays there is an increasing number of opin-
ions expressed online in various genres, including
reviews, newswire, editorial, blogs, etc. To fully
understand and utilize the opinions, much work
in sentiment analysis and opinion mining focuses
on more-fined grained levels rather than document-
level (Pang et al., 2002; Turney, 2002), including
sentence-level (Yu and Hatzivassiloglou, 2003; Mc-
Donald et al., 2007), phrase-level (Choi and Cardie,
2008), aspect-level (Hu and Liu, 2004; Titov and
McDonald, 2008), etc. Different from them, this
works contributes to the sentiment analysis at the
entity/event-level. A system that could recognize
sentiments toward entities and events would be valu-
able in an application such as Automatic Question
Answering, to support answering questions such as
“Who is negative/positive toward X?” (Stoyanov et

al., 2005). It could also be used to facilitate the en-
tity and event resolution (e.g. wikification system
(Ratinov et al., 2011)). A recent NIST evaluation –
The Knowledge Base Population (KBP) Sentiment
track1 — aims at using corpora to collect informa-
tion regarding sentiments expressed toward or by
named entities. We will compare the entity/event-
level sentiment analysis task to other fine-grained
level sentiment analysis tasks in Section 2, and pro-
pose to annotate a new entity/event-level sentiment
corpus in Section 3.

The ultimate goal of this proposal is to develop an
entity/event-level sentiment analysis system which
aims at detecting both explicit and implicit senti-
ments expressed among entities and events in the
text. Previous work in sentiment analysis mainly fo-
cuses on detecting explicit opinions (Wiebe et al.,
2005; Johansson and Moschitti, 2013; Yang and
Cardie, 2013). But not all the opinions are expressed
in a straight forward way (i.e. explicitly). Consider
the example below.

EX(1) It is great that the bill was defeated.

There is a positive sentiment, great, explicitly ex-
pressed. It is toward the clause the bill was defeated.
In other words, the writer is explicitly positive to-
ward the event defeating bill. Previous work may
stop here. However, it is indicated in the sentence
that the writer is negative toward the bill because
(s)he is happy to see that the bill was defeated. The
negative sentiment is implicit. Compared to detect-
ing the explicit sentiment, it requires inference to
recognize the implicit sentiment.

1http://www.nist.gov/tac/2014/KBP/Sentiment/index.html
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Now consider example Ex(2).

EX(2) It is great that the bill was passed.

In Ex(2), the writer’s sentiment toward the bill is
positive, because (s)he is happy to see that the bill
was passed. The writer is positive toward the events
in both Ex(1) and Ex(2). But different events lead
to different sentiments toward the bill. The defeat
event is harmful to the bill, while the pass event is
beneficial to the bill. We call such events are named
+/-effect events (Deng et al., 2013) 2. Many implicit
sentiments are expressed via the +/-effect events, as
we have seen in Ex(1) and Ex(2). Previously we
have developed rules to infer the sentiments toward
+/-effect events (Deng and Wiebe, 2014). An intro-
duction of the rules will be given in Section 4.

This proposal aims at embedding the inference
rules and incorporating +/-effect event information
into a computational framework, in order to detect
and infer both explicit and implicit entity/event-level
sentiments. An overview of this proposed work will
be presented in Section 5. Later, we will discuss the
methods we propose to extract explicit entity/event-
level sentiment in Section 6, and talk about how to
incorporate the rules to jointly infer implicit senti-
ments and disambiguate the ambiguities in each step
in Section 7. The contributions of this thesis pro-
posal are summarized in Section 8.

2 Related Work

Sentiment Corpus. Annotated corpora of reviews
(e.g., (Hu and Liu, 2004; Titov and McDonald,
2008)), widely used in NLP, often include target an-
notations. Such targets are often aspects or features
of products or services, which can be seen as entities
or events that are related to the product. However,
the set of aspect terms is usually a pre-defined and
closed set. (As stated in SemEval-2014: ”we anno-
tate only aspect terms naming particular aspects”.)
For an event in newsire (e.g. a terrorist attack), it
is difficult to define a closed set of aspects. Re-
cently, to create the Sentiment Treebank (Socher et
al., 2013), researchers crowdsourced annotations of
movie review data and then overlaid the annotations

2It was initially named as goodFor/badFor event (Deng et
al., 2013; Deng and Wiebe, 2014). Later we renamed it as +/-
effect event (Deng et al., 2014; Choi and Wiebe, 2014).

onto syntax trees. Thus, the targets are not limited to
aspects of products/services. However, turkers were
asked to annotate small and then increasingly larger
segments of the sentence. Thus, all the information
of the sentence is not shown to turkers when they
annotate the span. Moreover, in both corpora of re-
views and Sentiment Treebank, the sources are lim-
ited to the writer.

+/-Effect Event. Some work have mined various
syntactic patterns (Choi and Cardie, 2008), proposed
linguistic templates (Zhang and Liu, 2011; Anand
and Reschke, 2010; Reschke and Anand, 2011) to
find events similar to +/-effect events. There has
been work generating a lexicon of patient polarity
verbs (Goyal et al., 2012). We define that a +effect
event has positive effect on the theme (e.g. pass,
save, help), while a -effect event has negative effect
on the theme (e.g. defeat, kill, prevent) (Deng et
al., 2013). A +/-effect event has four components:
the agent, the +/-effect event, the polarity, and the
theme. Later, Choi and Wiebe (2014) have devel-
oped sense-level +/-effect event lexicons.

Sentiment Analysis. Most work in sentiment
analysis focuses on classifying explicit sentiments
and extracting explicit opinion expressions, sources
and targets (Wiebe et al., 2005; Wiegand and
Klakow, 2012; Johansson and Moschitti, 2013; Yang
and Cardie, 2013). There is some work investigat-
ing features that directly indicate implicit sentiments
(Zhang and Liu, 2011; Feng et al., 2013). In con-
trast, to bridge between explicit and implicit senti-
ments via inference, we have defined a generalized
set of inference rules and proposed a graph-based
model to achieve sentiment propagation between the
sentiments toward the agents and themes of +/-effect
events (Deng and Wiebe, 2014). But it requires each
component of an +/-effect event from manual anno-
tations as input. Later we use an Integer Linear Pro-
gramming framework to reduce the need of manual
annotations in the same task (Deng et al., 2014).

3 Corpus of Entity/Event-Level Sentiment:
MPQA 3.0

The MPQA 2.0 (Wiebe et al., 2005; Wilson, 2007)
is a widely-used, rich opinion resource. It includes
editorials, reviews, news reports, and scripts of in-
terviews from different news agencies, and covers
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a wide range of topics 3. The MPQA annotations
consist of private states, states of a source hold-
ing an attitude, optionally toward a target. Since
we focus on sentiments, we only consider the atti-
tudes which types are sentiments 4. MPQA 2.0 also
contains expressive subjective element (ESE) anno-
tations, which pinpoint specific expressions used to
express subjectivity (Wiebe et al., 2005). We only
consider ESEs whose polarity is positive or negative
(excluding those marked neutral).

To create MPQA 3.0, we propose to add entity-
target and event-target (eTarget) annotations to the
MPQA 2.0 annotations. An eTarget is an entity
or event that is the target of an opinion (identi-
fied in MPQA 2.0 by a sentiment attitude or pos-
itive/negative ESE span). The eTarget annotation
is anchored to the head word of the NP or VP that
refers to the entity or event.

Let’s consider some examples. The annotations
in MPQA 2.0 are in the brackets, with the subscript
indicating the annotation type. The eTargets we add
in MPQA 3.0 are boldfaced.

Ex(3) When the Imam [issued the fatwa
against]sentiment [Salman Rushdie for in-
sulting the Prophet]target ...

In Ex(3), Imam has a negative sentiment (issued
the fatwa against) toward the target span, Salman
Rushdie for insulting the Prophet, as annotated in
MPQA 2.0. We find two eTargets in the target span:
Rushdie himself and his act of insulting. Though the
Prophet is another entity in the target span, we don’t
mark it because it is not negative. This shows that
within a target span, the sentiments toward differ-
ent entities may be different. Thus it is necessary to
manually annotate the eTargets of a particular senti-
ment or ESE.

In the following example, the target span is short.

Ex(4) [He]target is therefore [planning to
trigger wars]sentiment ...

He is George W. Bush; this article appeared in the
early 2000s. The writer is negative toward Bush be-
cause (the writer claims) he is planning to trigger

3Available at http://mpqa.cs.pitt.edu
4The other types of attitudes include belief, arguing, etc.

wars. As shown in the example, the MPQA 2.0 tar-
get span is only He, for which we do create an eTar-
get. But there are three additional eTargets, which
are not included in the target span. The writer is
negative toward Bush planning to trigger wars; we
infer that the writer is negative toward the idea of
triggering wars and thus toward war itself.

We carried out an agreement study to show the
feasibility of this annotation task (Deng and Wiebe,
2015). Two annotators together annotated four doc-
uments, including 292 eTargets in total. To evalu-
ate the results, the same agreement measure is used
for both attitude and ESE eTargets. Given an atti-
tude or ESE, let set A be the set of eTargets an-
notated by annotator X , and set B be the set of
eTargets annotated by annotator Y . Following (Wil-
son and Wiebe, 2003; Johansson and Moschitti,
2013), which treat each set A and B in turn as the
gold-standard, we calculate the average F-measure
agr(A, B) = (|A ∩B|/|B|+ |A ∩B|/|A|)/2. The
agr(A, B) is 0.82 on average over the four docu-
ments, showing that this annotation task is feasible.
In the future we will continue annotating the MPQA
corpus.

We believe that the corpus will be a valuable new
resource for developing entity/event-level sentiment
analysis systems and facilitating other NLP applica-
tions in the future.

4 Inference Rules

Previously we have proposed rules to infer senti-
ments toward +/-effect events and the components
(Deng and Wiebe, 2014). The rule used to infer sen-
timents in Ex(1) in Section 1 is listed below.

writer positive (E2 -effect E3)⇒
writer positive E2 & writer negative E3

The rule above can be explained as: the writer
is positive toward the defeating event (-effect) with
the agent (E2) being implicit and the bill (E3) be-
ing the theme, so that the writer is negative toward
the bill. However, these rules are limited to senti-
ments toward the particular type of event, +/-effect
events. Later we develop more rules to infer senti-
ments toward all types of entities and events (Wiebe
and Deng, 2014). One of the rules and an example
sentence is:
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Figure 1: Overview of Subtasks.

E1 positive (E2 positive E3)⇒
E1 positive E2 & E1 positive E3

Ex(5) Great! Mike praised my project!

The rule above can be explained as: if Mike (E2)
is positive toward project (E3), and the speaker (E1)
is positive about that positive sentiment, then we
could infer: (1) the speaker is positive toward Mike,
because the speaker is glad that Mike holds the senti-
ment, implying that the two entities agree with each
other. (2) Because the speaker agrees with Mike, the
speaker is positive toward project.

5 Overview

The ultimate goal of this proposed work is to utilize
the +/-effect events information and inference rules
to improve detecting entity/event-level sentiments in
the documents. There are ambiguities in each step of
the whole task. We decompose this task into several
subtasks, as shown in Figure 1. In this section, we
illustrate what are the ambiguities in each subtask.

(1) The region in the blue circle in Figure 1 repre-
sents the +/-effect events and the components to be
identified. The ambiguities come from: (1.1) Which
spans are +/-effect events? (1.2) Which NPs are the
agents, which are the themes? (1.3) What is the po-
larity of the +/-effect event? (1.4) Is the polarity re-
versed (e.g. negated)?

(2) The region in the red circle represents senti-
ments we need to extract from the document. The
ambiguities are: (2.1) Is there any explicit senti-
ment? (2.2) What are the sources, targets and polari-

ties of the explicit sentiments? (2.3) Is there any im-
plicit sentiment inferred? (2.4) What are the sources,
targets and polarities of the implicit sentiments?

(3) The region in the green circle represents all
types of subjectivities of the writer, including sen-
timents, beliefs and arguing . The ambiguities are
similar to those in the red circle: (3.1) Is there any
subjectivity of the writer? (3.2) What are the targets
and polarities of the subjectivity?

Though there are many ambiguities, they are
interdependent. Inference rules in Section 4 de-
fine dependencies among these ambiguities. Our pi-
lot study identifies and infers the writer’s sentiments
toward +/-effect events and the components (Deng
et al., 2014). We first develop local classifiers us-
ing traditional methods to generate the candidates of
each ambiguity. Each candidate is defined as a vari-
able in an Integer Linear Programming (ILP) frame-
work and four inference rules are incorporated as
constraints in the framework. The pilot study cor-
responds to the intersection of the three regions in
Figure 1. The success of it encourages us to extend
from the intersection to all the regions with solid
lines pointed to: the sources of sentiments are not
limited to only the writer but all entities , and the
targets of sentiments are not only the +/-effect events
and the components, but all the entities and events.
The pilot study used a simplified version of the set of
rules in (Wiebe and Deng, 2014). In this proposal,
we will use the full set.

In summary, this proposal focuses on (a) extract-
ing +/-effect events and the components, and (b) ex-
tracting explicit and implicit sentiments. For subtask
(a), we propose to utilize the +/-effect event lexicon
(Choi and Wiebe, 2014) and semantic role labeling
tools to generate candidates of each ambiguity. For
subtask (b), we will discuss how to extract explicit
sentiments in the next section. Finally, we will dis-
cuss how to simultaneously infer implicit sentiments
and disambiguate the ambiguities listed above in a
joint model in Section 7.

Gold Standard. The MPQA 3.0 proposed in Sec-
tion 3 and the KBP sentiment dataset will be used as
gold standard in this thesis.

Note that, although the two regions with dashed
lines pointed to are out of scope in this proposal, we
can adopt the framework in this proposal to jointly
analyze sentiments and beliefs in the future.

51



6 Explicit Entity/Event-Level Sentiment

To fully utilize the off-the-shelf resources and tools
in the span-level and phrase-level sentiment analysis
(Wiegand and Klakow, 2012; Johansson and Mos-
chitti, 2013; Yang and Cardie, 2013; Socher et al.,
2013; Yang and Cardie, 2014), we will use the opin-
ion spans and source spans extracted by previous
work. To extract eTargets, which are newly anno-
tated in the MPQA 3.0 corpus, we propose to model
this subtask as a classification problem: Given an
extracted opinion span returned by the resources, a
discriminative classifier judges whether a head of
NP/VP in the same sentence is the correct eTarget
of the extracted opinion. Two sets of features will
be considered.

Opinion Span Features. Several common fea-
tures used to extract targets will be used, including
Part-Of-Speech, path in the dependency parse graph,
distance of the constituents on the parse tree, etc
(Yang and Cardie, 2013; Yang and Cardie, 2014).

Target Span Features. Among the off-the-shelf
systems and resources, some work extracts the tar-
get spans in addition to the opinions. We will in-
vestigate features depicting the relations between a
NP/VP head and the extracted target spans, such
as whether the head overlaps with the target span.
However, some off-the-shelf systems only extract
the opinion spans, but do not extract any target span.
For a NP/VP head, if the target span feature is false,
there may be two reasons: (1) There is a target span
extracted, but the target span feature is false (e.g. the
head doesn’t overlap with the target span). (2) There
is no target span extracted by any tool at all.

Due to this fact, we propose three ways to de-
fine target span features. The simplest method (M1)
is to assign zero to a false target span feature, re-
gardless of the reason. A similar method (M2) is to
assign different values (e.g. 0 or -1) to a false tar-
get span feature, according to the reason that causes
the feature being false. For the third method (M3),
we propose the Max-margin SVM (Chechik et al.,
2008). Unlike the case where a feature exists but
its value is not observed or false, here this model
focus on the case where a feature may not even
exist (structurally absent) for some of the samples
(Chechik et al., 2008). In other words, the Max-
margin SVM deals with features that are known to

be non-existing, rather than have an unknown value.
This allows us to fully utilize the different structures
of outputs from different state-of-the-art resources.

7 Implicit Entity/Event-Level Sentiment

The explicit sentiments extracted from Section 6
above are treated as input for inferring the implicit
sentiment. We are pursing such a joint prediction
model that combines the probabilistic calculation of
many ambiguities under the constraints of the de-
pendencies of the data, defined by inference rules in
the first order logic. Every candidate of every ambi-
guity is represented as a variable in the joint model.
The goal is to find an optimal configuration of all
the variables, thus the ambiguities are solved. Mod-
els differ in the way constraints are expressed. We
plan to mainly investigate undirected lifted graphi-
cal models, including Markov Logic Network, and
Probabilistic Soft Logics.

Though our pilot study (Deng et al., 2014) and
many previous work in various applications of NLP
(Roth and Yih, 2004; Punyakanok et al., 2008; Choi
et al., 2006; Martins and Smith, 2009; Somasun-
daran and Wiebe, 2009) have used Integer Linear
Programming (ILP) as a joint model, by setting
the dependencies as constraints in the ILP frame-
work, there is one limitation of ILP: we have to
manually translate the first order logic rules into
the linear equations and inequations as constraints.
Now we have more complicated rules. In order to
choose a framework that computes the first order
logic directly, we propose the Markov Logic Net-
work (MLN) (Richardson and Domingos, 2006).

The MLN is a framework for probabilistic logic
that employ weighted formulas in first order logic to
compactly encode complex undirected probabilistic
graphical models (i.e., Markov networks) (Beltagy
et al., 2014). It has been applied to various NLP
tasks to achieves good results (Poon and Domingos,
2008; Fahrni and Strube, 2012; Dai et al., 2011;
Kennington and Schlangen, 2012; Yoshikawa et al.,
2009; Song et al., 2012; Meza-Ruiz and Riedel,
2009). It consists of a set of first order logic formula,
each associated with a weight. The goal of the MLN
is to find an optimal grounding which maximizes the
values of all the satisfied first order logic formula
in the knowledge base (Richardson and Domingos,
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2006). We use the inference rules in Section 4 as
the set of first order logic formula in MLN, and de-
fine atoms in the logic corresponding to our various
kinds of ambiguities. Thus, solving the MLN is to
assign true or false value to each atom, that is solv-
ing the ambiguities at the same time. For example,
THEME(x,y) represents that the +/-effect event x has
a theme y, TARGET(x,y) represents that the senti-
ment x has a target y, POS(s,x) represents that s is
positive toward x. The inferences used in Ex(1) and
Ex(5) are shown in Table 1.

It is great that the bill was defeated.
( THEME(x, y) ∧ POLARITY(x, -effect) )⇒
( POS(s, x)⇔ NEG(s, y) )
( THEME(defeat, bill) ∧ POLARITY(defeat, -effect) )⇒
( POS(writer, defeat)⇔ NEG(writer, bill) )
Great! Mike praised my project!
( TARGET(x, y) ∧ POLARITY(x, positive) )⇒
( POS(s, x)⇔ POS(s, y) )
( TARGET(praised, project) ∧

POLARITY(praised, positive) )⇒
( POS(speaker, praised)⇔ POS(speaker, project) )

Table 1: Examples and Inference Rules. In each box, line
1: sentence. Line 2: inference rule. Line 3: presenting
the sentence in the rule.

Though MLN is a good choice of our task, it has
a limitation. Each atom in the first order formula
in MLN is boolean value. However, as we stated
above, each atom represents an candidate of ambi-
guity returned by local classifiers, which may be nu-
merical value. We can manually set thresholds for
the numerical values to be boolean values, or train a
regression over different atoms to select thresholds,
but both methods need more parameters and may
lead to over-fitting. Therefore, we propose another
method, Probabilistic Soft Logic (PSL) (Broecheler
et al., 2010). PSL is a new model of statistical rela-
tion learning and has been quickly applied to solve
many NLP and other machine learning tasks in re-
cent years (Beltagy et al., 2014; London et al., 2013;
Pujara et al., 2013; Bach et al., 2013; Huang et al.,
2013; Memory et al., 2012; Beltagy et al., 2013). In-
stead of only being boolean value, the atom in PSL
could have numerical values. Given the atoms be-
ing numerical, PSL uses the Lukasiewicz t-norm and

its corresponding co-norm to quantify the degree to
which a grounding of the logic formula is satisfied
(Kimmig et al., 2014).

Not limited to the lifted graphical models pro-
posed above, other graphical models are attractive
to explore. The Latent Dirichelet Allocation (LDA)
(Blei et al., 2003), is widely used in sentiment anal-
ysis (Titov and McDonald, 2008; Si et al., 2013; Lin
and He, 2009; Li et al., 2010). Li et al. (2010) pro-
posed a LDA model assuming that sentiments de-
pend on each other, which is similar to our assump-
tion that the implicit sentiments depend on explicit
sentiment by the inference rules. There is work com-
bining LDA and PSL together (Ramesh et al., 2014),
which may be another exploration for us.

8 Contributions

The proposed thesis mainly contributes to sentiment
analysis and opinion mining in various genres such
as newswire, blogs, editorials, etc.

• Develop MPQA 3.0, an entity/event-level sen-
timent corpus. It will be a valuable new re-
source for developing entity/event-level senti-
ment analysis systems, which are useful for
various NLP applications including opinion-
oriented Question Answering systems, wikifi-
cation systems, etc.

• Propose a classification model to extract ex-
plicit entity/event-level sentiments. Different
from previous classifications in sentiment anal-
ysis, we propose to distinguish opinion span
features, which are applicable to all the data
samples, and target span features, which may
be structure absent for some samples (i.e. fea-
tures do not exist at all).

• Propose a joint prediction framework aims
at utilizing the +/-effect events information
and inference rules to improve detecting
entity/event-level sentiments in the documents
and disambiguate the followed ambiguities in
each step simultaneously.
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